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Abstract

Background: Over the last two decades, the number of studies on electronic symptom reporting has increased greatly. However, the field is very heterogeneous: the choices of patient groups, health service innovations, and research targets seem to involve a broad range of foci. To move the field forward, it is necessary to build on work that has been done and direct further research to the areas holding most promise. Therefore, we conducted a comprehensive review of randomized controlled trials (RCTs) focusing on electronic communication between patient and provider to improve health care service quality, presented in two parts. Part 2 investigates the methodological quality and effects of the RCTs, and demonstrates some promising benefits of electronic symptom reporting.

Objective: To give a comprehensive overview of the most mature part of this emerging field regarding (1) patient groups, (2) health service innovations, and (3) research targets relevant to electronic symptom reporting.

Methods: We searched Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore for original studies presented in English-language articles published from 1990 to November 2011. Inclusion criteria were RCTs of interventions where patients or parents reported health information electronically to the health care system for health care purposes and were given feedback.

Results: Of 642 records identified, we included 32 articles representing 29 studies. The included articles were published from 2002, with 24 published during the last 5 years. The following five patient groups were represented: respiratory and lung diseases (12 studies), cancer (6), psychiatry (6), cardiovascular (3), and diabetes (1). In addition to these, 1 study had a mix of three groups. All included studies, except 1, focused on long-term conditions. We identified four categories of health service innovations: consultation support (7 studies), monitoring with clinician support (12), self-management with clinician support (9), and therapy (1). Most of the research (21/29, 72%) was conducted within four combinations: consultation support innovation in the cancer group (5/29, 17%), monitoring innovation in the respiratory and lung diseases group (8/29, 28%), and self-management innovations in psychiatry (4/29, 14%) and in the respiratory and lung diseases group (4/29, 14%). Research targets in the consultation support studies focused on increased patient centeredness, while monitoring and self-management mainly aimed at documenting health benefits. All except 1 study aiming for reduced health care costs were in the monitoring group.

Conclusion: RCT-based research on electronic symptom reporting has developed enormously since 2002. Research including additional patient groups or new combinations of patient groups with the four identified health service innovations can be expected...
in the near future. We suggest that developing a generic model (not diagnosis specific) for electronic patient symptom reporting for long-term conditions may benefit the field.
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**Introduction**

This paper presents the first part of a comprehensive review of randomized controlled trials (RCTs) focusing on electronic communication between patient and provider to improve health care service quality. Part 1 presents an overview of patient groups, health service innovations, and research targets relevant to electronic symptom reporting. Part 2 examines the methodological quality of the RCTs and summarizes effects and benefits of electronic symptom reporting of the methodologically best RCT studies from the reported data [1].

Patients today, including the elderly and less-educated [2], are quite motivated to use electronic services [3-5]. A new approach is being taken in countries with high e-readiness [6], focusing on the patient-provider partnership and information technology to promote patient-centered health care [7,8] and shared decision making [9,10]. In this approach, a new concept to improve patient centeredness is emerging, reflected in the rapidly rising number of studies during the past few years [11]: patients or parents reporting symptoms or health information electronically [11]. The patient reports to health care personnel, an institution, or a system, where the receiver processes and interprets the data and provides feedback to the patient [11]. The purpose, in general, is improved health care service quality, for example, by improving or avoiding consultation [11].

Patients support the idea of previsit reporting electronically [12-15] and believe it will improve the level of care and effectiveness [13,14]. Wald et al reported that when 2027 primary care patients, who already had an account to the secure electronic health record-connected Internet patient portal, were invited to provide health information electronically before consultation, 70% actually did so [16]. Patients felt more prepared for the visit and that their provider had more accurate information about them [16]. On the health system level, trials of electronic symptom reporting suggest that it may be possible to substitute about one-third or more of face-to-face consultations in primary care settings [17,18]. Further examples of the benefits that patients, health care personnel, and the health care system can gain from these tools are provided in part 2 of this study [1].

**Patient Groups, Research Targets, and Health Service Innovations**

A preliminary review conducted in 2010, based on abstracts, found that most studies in the field were small in terms of number of patients involved and are best described as feasibility studies [11]. This also called attention to the impression that electronic symptom reporting seemed to be more relevant for some patient groups or health conditions, such as complex conditions where it is challenging to cover all relevant issues during one short visit [11]. Examples are cancer [19], asthma [20,21], congestive heart failure [22,23], pain [24], neurological disorders [25], and mental health issues [3,26,27]. On the other hand, electronic symptom reporting was also used for less-severe problems such as atopic eczema [28], for follow-up after surgery [11,29,30], and in general primary care settings [17,18].

However, the health service innovations and research targets seem to involve a broad range of foci with regard to choices of patient groups, technology, organizational implementation, and outcome measures [11]. In such a heterogeneous field it is difficult to assess which patient groups are most likely to benefit, which types of interventions are the most promising, and which outcomes are likely to be improved by the interventions. This is not surprising, since telemedicine and eHealth are complex systems representing a blend of many disciplines [31]. To move the field forward it is necessary to create a map of what has been examined so far and to encourage more research into the areas holding most promise and the areas that are still unknowns on the map. No systematic review has yet addressed this theme, to the best of our knowledge.

**Objective**

The overall aim of the review was to systematically assemble the knowledge focusing on electronic communication between patient and provider to improve health care service quality. We wanted to limit our work to the most mature stage of a complex intervention before taking a service into ordinary use, the RCTs [32,33].

The objective for this first part of the review was to create a comprehensive overview of the most mature part of the field and to clarify what has been investigated so far with regard to different patient groups, health service innovations, and research targets relevant to electronic symptom reporting. Patient groups refers to either health conditions or to health services in cases where the trial did not focus on a specific diagnosis.

**Methods**

The review in general followed the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) recommendations [34]. To further improve the quality, we consulted the Cochrane handbook [35] for data extraction. The group conducting the review has a multidisciplinary background, including experience in medical and epidemiological research (GB, AH, TS), RCT methodology and statistics (TS, GB, AH), telemedicine and medical informatics (MAJ, EH, AH, TS), theoretical knowledge of electronic symptom reporting (MAJ, EH), and experience from earlier review work (AH, GB, TS).
Inclusion and Exclusion Criteria

Studies had to meet the following inclusion criteria: (1) it had to be an original study, (2) patients or parents in the intervention group had to report symptoms or health information electronically, either to clinical health care personnel or to a system, where the receiver processed and interpreted the data for health care purposes and provided feedback (we accepted that the feedback did not have to be given electronically; the focus was on asynchronous systems that can be established within the health care system, including e-diaries and personal health records accessible to health care providers), (3) the information reported had to be about the patient symptoms and health status at the time of reporting or during the preceding few days, and (4) it had to be an RCT comparing electronic symptom reporting versus a control group where symptom or health information was not received by the health care professionals or systems. This means that the control group may have varied from standard care or waiting lists to control groups where patients reported their symptoms or health information electronically but where this health information was not received by the health care professionals or the interpreting systems.

Studies fulfilling one or more of the following criteria were excluded: (1) retrospective questionnaires, prevalence surveys, general screening on the Internet, and tests of medications, (2) electronic communication requiring the patient and health care personnel to be present simultaneously, for instance in a video conference or through instant messaging, (3) automatic biometric measurements, since these are defined as reporting of signs, not symptoms, and (4) voice diary.

Search Methods for Identification of Studies

We searched the following electronic literature databases: Medline, EMBASE, PsycINFO, the Cochrane Central Register of Controlled Trials, and IEEE Xplore. The search was limited to publications from 1990 (due to no knowledge of older publication within this field), human medicine, English language, and RCTs (for PsycINFO: Treatment Outcome/Randomized Clinical Trial). We restricted EMBASE searches to exclude records imported from Medline. The first search was conducted in May 2011, and the search was last updated in October and November 2011.

We reviewed known eligible publications to identify possible indexing terms and relevant search words. It was necessary to establish a comprehensive search for two reasons. First, this is a new area without any established terms defining the field. Second, medical and medical informatics expressions evolve over time, where new terms appear and traditional terms are replaced by more specific ones [36]. Scope, indexing, and thesaurus terms are not equivalent in each database [37]. Thus, we had to adapt the initial Medline search to the search in other databases, keeping them as close as possible to the initial search.

We accessed Medline, EMBASE, and PsycINFO through the Ovid interface. Cochrane and the Ovid searches were built around four search files (What, Who, Why, and How), with a logical OR within the files, and an AND between the files. The Medline search was based on medical subject headings (MeSH) and the Text Words (TW) field to search titles and abstract information. The What file consisted of 22 search terms, including 3 MeSH terms, for symptoms and synonyms, such as “health data” or “health information*”. The Who file searched for “patient*” and “parent*” plus 16 relevant MeSH terms. The Why file included 51 search terms, of which only 3 were MeSH terms, for “self-report*”, “pre-report*”, and synonyms. Finally, the How file contained 38 search terms, including 11 MeSH terms, for the possible technologies involved. The search strategies were pilot tested and modified several times to ensure that they identified eligible publications. The Medline search strategy and search terms can be found in Multimedia Appendix 1.

The IEEE Xplore search had to be constructed in a different way because the limitation to a maximum of 10 search terms and 6 wildcards made it impossible to reuse the advanced Ovid searches. Since IEEE Xplore in general included few RCT metadata, we conducted a search for “RCT* OR (randomi* AND control* AND trial*)”.

We did not include articles based on hand searches of reference lists, due to the Cochrane warning that “positive studies are more likely to be cited” and that “retrieving literature by scanning reference lists may thus produce a biased sample of studies” [35] (Cochrane 10.2.2.3, Citation bias). The only exception was if an article classified as relevant was a secondary analysis of an RCT, in which case we included the article presenting the primary analysis from the reference list.

Data Collection and Analysis

Selection of Studies

Search results were exported to EndNote X3 (Thomson Reuters, Carlsbad, CA, USA) for merging of databases, identification and deletion of duplicates, and review management. Abstract and full-text review were conducted independently, as presented in Figure 1, by two authors (MAJ and EH), who extracted data based on the inclusion and exclusion criteria into a structured spreadsheet. In the abstract review, we used only the information available in one specific abstract, and in the full-text review only the information available in one specific article, to determine eligibility for inclusion. All disagreements were resolved by a consensus discussion. In a few cases, one author (GB) was consulted for full-text review and involved in the final conclusion.
Figure 1. Process for searching and selecting randomized controlled trials (RCTs) of electronic symptom reporting. The study flow diagram distinguishes between records and studies. A record is a source providing information about a study, presenting at a minimum an article title and abstract. Studies are the overall research projects themselves (here the RCTs), which may be represented by more than 1 article.

Combining Articles

Sometimes authors reported primary and secondary analyses from the same RCT in 2 separate articles. Other authors conducted a small RCT pilot before the main RCT. In these cases, we allowed both articles, if we judged both to be relevant, to be separately included and evaluated in the review. However, we counted and present them as 1 RCT study and 2 articles.

We linked articles deemed not to be relevant, but that published design, methodological, or theoretical information for an included study, to the included article when we extracted data and when presenting the characteristics of each study.

Data Extraction and Management

From each included article, authors MAJ or EH extracted variables, guided by the Cochrane data collection checklist [35] (Table 7.3.a in the Cochrane handbook), in addition to study-specific variables. These in total 84 variables represent (1) eligibility criteria, (2) study design and duration, (3) assessment of methodological quality including evaluation of the risk of bias in the results, (4) patient groups (either health conditions or health services in cases where the trial did not focus on specific diagnoses), (5) health services interventions and the corresponding control group, and (6) outcome measures and results relevant to electronic symptom reporting. A full presentation of the extracted variables and the citations can be found on the website of the Norwegian Centre for Integrated Care and Telemedicine [38].

Patient Groups, Health Service Innovations, and Research Targets

Due to the heterogeneity and complexity of the studies regarding patient groups, health service innovations, and research targets, and to provide a richer source of evidence, we chose an approach combining quantitative and qualitative narrative evaluation of the selected articles [39]. Qualitative methods are useful for exploring key domains in health service research [40]. The data were explored using content analysis to break them down into categories (or typologies) relevant to this review [41]. Under the qualitative analysis, we treated the text of individual studies more as a whole to identify major themes and categories, and then compared and contrasted them with those of the other studies [39].

The resulting patient groups depended on whether we found articles focusing on health services types without focusing on specific diagnoses. If we found only articles focusing on specific diagnoses, we defined the resulting patient groups by their health condition and categorized them as in our preliminary review [11], by the use of International Classification of Primary Care (ICPC) [42].

The research targets were classified according to the six areas of health service quality defined by the Institute of Medicine (IOM), which state that health care should be safe, effective in terms of health benefits (mortality, morbidity, and quality of life), patient centered, timely, efficient, and equitable [43]. Outcomes were in addition categorized according to who...
Thus, resulting patient groups were all defined by their health care system. Table 1 shows the cross-link between who benefits, general clinical outcomes and the more specific outcomes variables extracted for this review, as well as the IOM outcomes.

<table>
<thead>
<tr>
<th>Outcomes benefitting</th>
<th>Extracted outcome variables</th>
<th>IOM quality area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>Clinical outcomes</td>
<td>Patient centeredness</td>
</tr>
<tr>
<td></td>
<td>Improved health care service for patient</td>
<td>Health benefits</td>
</tr>
<tr>
<td></td>
<td>Resource utilization for patient</td>
<td>Safety</td>
</tr>
<tr>
<td></td>
<td>Satisfaction for patient</td>
<td>Timeliness for receiver</td>
</tr>
<tr>
<td></td>
<td>Other benefits and results</td>
<td>Efficiency: resource utilization (for health professionals)</td>
</tr>
<tr>
<td></td>
<td>Unintended effects</td>
<td>Timeliness for health professionals</td>
</tr>
<tr>
<td>Health care professionals</td>
<td>Improved health care service for doctors and others</td>
<td>Efficiency: health care costs</td>
</tr>
<tr>
<td></td>
<td>Resource utilization for doctors and others</td>
<td>Efficiency: duration or time</td>
</tr>
<tr>
<td></td>
<td>Satisfaction for doctors and others</td>
<td>Equitability</td>
</tr>
<tr>
<td></td>
<td>Other benefits and results</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unintended effects</td>
<td></td>
</tr>
<tr>
<td>Health care system</td>
<td>Avoided consultations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other benefits and results</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unintended effects</td>
<td></td>
</tr>
</tbody>
</table>

Results

Selection of Studies

Of 642 records identified through the search and 444 abstracts reviewed, 32 articles and 29 studies were included (Figure 1) [44-75]. Three studies were reported in 2 articles, where 2 studies reported primary and secondary analyses in 2 separate articles ([59,60] and [73,74]), and 1 study had conducted a small RCT pilot before the main RCT [52,53].

The full-text review resulted in agreement on 49 articles, while we discussed 21 articles to reach consensus. Of these, 7 were finally included and 14 were excluded. The third author was involved in the discussion of 9 articles, where 3 were finally included and 6 excluded. Classification of abstracts from the database searches as not relevant or potentially relevant can be found in Multimedia Appendix 2.

Background Data

The 32 articles were published over 10 years, from 2002 to November 2011, with most (n = 24) published in the last 5 years. All 29 studies, except 2, were conducted in Western countries: 12 in the United States, 4 in the United Kingdom, 3 in the Netherlands, 2 in Sweden, 2 in Switzerland, and 1 each in Australia, Denmark, Norway, Singapore, Spain, and Taiwan. Four of the parallel studies had three arms [48,57,69,71]; all the others had two. All except 2 studies randomly allocated patients; the exceptions used cluster randomization: 1 randomized primary care practices [73,74], and 1 randomized clinics [49]. All studies included both genders with an average of 60% females (ranges 37.5%-93%). In nearly two-thirds (20/32) of the articles, the first author is female.

Patient Groups

We found no articles that did not focus on specific diagnoses. Thus, resulting patient groups were all defined by their health condition and categorized as in our preliminary review [11], mainly by the use of ICPC [42]. The exception is cancer, which is not a separate category in ICPC but is represented in a large and distinct body of the literature and is therefore presented separately.

The included articles resulted in five specific patient groups and one mixed group. Of the total of 29 studies, respiratory and lung diseases are clearly the largest group, with 12 studies (see Table 2). All of the included studies, except that of Yardley et al [66], focused on long-term conditions or issues.

Health Service Innovations

In the content analysis of the included studies, we identified the following four categories of health service innovations: (1) consultation support, (2) monitoring with clinician support, (3) self-management with clinician support, and (4) therapy.

Consultation support includes patients or parents reporting symptoms or health information electronically prior to a consultation, where the main focus is how this affects the consultation. Monitoring with clinician support includes patients following a monitoring program. The patient reports measurements and health data, and a health care professional monitors the patient’s disease or treatment. Self-management with clinician support might include some monitoring elements, but most important is that patients in these studies have to follow a self-management program, with communication and supporting feedback from clinicians provided to the innovation group. Self-management programs focus on problem-solving skills to overcome barriers, making action plans and carrying them out, and education to increase patients’ confidence and their ability to manage their symptoms and illness [76,77]. The fourth category, therapy, is different from all the other categories in that it comprises innovations where the whole treatment, and
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all communication between therapists and patients, is conducted exclusively electronically. No specific self-management program or module is included in the therapy category.

We categorized studies that were difficult to categorize because they included elements from both monitoring and self-management according to our interpretation of the studies’ main purpose. The following studies were categorized as monitoring but included some self-management elements: Chan et al [52,53], Jan et al [55], Rasmussen et al [57], Guendelman et al [54], and Nguyen et al 2009 [61]. On the other hand, Nguyen et al [68] and van der Meer et al [67] were categorized as self-management, but included some monitoring elements.

Table 2 presents the resulting health service innovations according to the resulting patient groups. The monitoring category is largest, including 12 studies, while self-management includes 9 studies, consultation 7, and therapy 1.

Most of the consultation support innovations were conducted in the cancer patient group (5/7), and most of the monitoring studies were in the respiratory and lung diseases group (8/12). In self-management, nearly half (4/9) of the studies were conducted in the field of psychiatry or in the respiratory and lung diseases patient group (4/9).

Table 2. Reviewed randomized controlled trials of electronic symptom reporting, by health service innovation category and patient group.

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Consultation support studies</th>
<th>Monitoring with clinician support studies</th>
<th>Self-management with clinician support studies</th>
<th>Therapy study</th>
<th>Total studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>5 studies: Berry et al [44]; Boyes et al [45]; Ruland et al [46]; Ruland et al [47]; Velikova et al [48]</td>
<td>1 study: Kearney et al [51]</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Respiratory and lung diseases: asthma</td>
<td>0</td>
<td>6 studies in 7 articles: Willems et al [58]; Chan et al [53] and Chan et al [52]; Guendelman et al [54]; Jan et al [55]; Prabhakaran et al [56]; Rasmussen et al [57]</td>
<td>1 study: van der Meer et al [67]</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Respiratory and lung diseases: chronic obstructive pulmonary disease</td>
<td>0</td>
<td>2 studies in 3 articles: Lewis et al [59] (health care use) and Lewis et al [60] (quality of life); Nguyen et al [61]</td>
<td>1 study: Nguyen et al [68]</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Respiratory and lung diseases: other</td>
<td>0</td>
<td>0</td>
<td>2 studies: DeVito Dabbs [65]; Yardley et al [66]</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Cardiovascular diseases</td>
<td>0</td>
<td>3 studies: Carrasco et al [62]; Santamore et al [63]; Schwarz et al [64]</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>1 study: Stevens et al [49]</td>
<td>0</td>
<td>4 studies: Berger et al [69]; Bergström et al [70]; Vermark et al [71]; Oerlemans et al [72]</td>
<td>1 study: Wagner et al [75]</td>
<td>6</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0</td>
<td>0</td>
<td>1 study in 2 articles: Williams et al [74] and Glasgow et al [73]</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Mixed</td>
<td>1 study: Leveille et al [50]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total studies</td>
<td>7</td>
<td>12</td>
<td>9</td>
<td>1</td>
<td>29</td>
</tr>
</tbody>
</table>

a Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011. References with and between them are articles that belong to the same study.

Table 3 presents the location of the patient at the time of communication and who the patient’s main communication partner was [44-75,78-80]. Combining the results from Table 2 and Table 3 gives an overview of the main communication partner and the physical context of the patient’s reporting situation within the different health innovation areas.
In psychiatry self-management, psychologists were the main communication partners. A total of 3 self-management and 3 monitoring studies mainly used computer-tailored feedback to the patients, 5 with and 1 without nurse or physician support.

**Table 3.** Topic of reviewed randomized controlled trials of electronic symptom reporting, by patient’s location at time of symptom reporting and main communication partner.

<table>
<thead>
<tr>
<th>Main communication partner</th>
<th>Location of patient</th>
<th>Outside health care institution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inside health care institution</td>
<td>(at home)</td>
</tr>
<tr>
<td>Unclear</td>
<td>0</td>
<td>1 study: lung diseases [65]b</td>
</tr>
<tr>
<td>Physician at hospital</td>
<td>3 studies: cancer [45] + [48]; psychiatry [49]</td>
<td>1 study: cardiovascular [63]</td>
</tr>
<tr>
<td>Physician and nurse</td>
<td>3 studies: cancer [44,78] + [46] + [47]</td>
<td>0</td>
</tr>
<tr>
<td>General practitioner or primary care physician</td>
<td>0</td>
<td>1 study: cardiovascular [62]</td>
</tr>
<tr>
<td>Psychologist</td>
<td>0</td>
<td>5 studies: psychiatry [75] + [69]d + [70] + [71]d + [72]</td>
</tr>
<tr>
<td>Nurse</td>
<td>0</td>
<td>9 studies: cancer [51,79]c; asthma [58,80]c + [52,53] + [56]; chronic obstructive pulmonary disease [59,60] + [61] + [68]; cardiovascular [64]; mixed [50]</td>
</tr>
<tr>
<td>CTF only</td>
<td>0</td>
<td>1 study: lung diseases [66]</td>
</tr>
<tr>
<td>CTF and physician</td>
<td>0</td>
<td>2 studies: asthma [55] + [57]</td>
</tr>
<tr>
<td>CTF and nurse</td>
<td>0</td>
<td>3 studies: asthma [67] + [54]; diabetes [73,74]</td>
</tr>
</tbody>
</table>

a Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

b Patients communicated with a transplant team, a transplant provider, a coordinator, and a transplant coordinator at the hospital. The professions of these actors are not clearly defined [65].

c Articles 78, 79, and 80 were deemed not to be relevant, but included information necessary to understand the study in question.

d Conducted mainly by students [69,71] under the supervision of a more experienced or senior psychologist.

e Computer-tailored feedback.

**Characteristics of Included Studies in Relation to Health Innovation Categories**

The included studies are presented according to the resulting health service innovation categories (Table 4, Table 5, Table 6, and Table 7). The tables describe methods, participants and relevant considerations and components for replicating the intervention, according to Cochrane’s minimum requirements [35] (11.2.2). In addition, the main findings column presents the results of individual studies, as recommended by PRISMA [34]. Since the studies are heterogeneous with respect to disease, interventions, and outcomes, the summary descriptions are not easily standardized. Thus, we produced a more detailed and comprehensive table than is common in most reviews.

The 7 consultation studies involved more patients per study than did the monitoring and self-management support studies: 2342 patients (range 52–878, median 241). The 12 monitoring studies included a total of 1824 patients (range 17–321, median 120). The 9 self-management studies included 2242 patients (range 50–886, median 88), and the therapy study included 55 patients; 10 studies included fewer than 100 patients.

Consultation studies generally followed patients through one consultation only, while the duration of other interventions varied from 1 to 12 months, where more than half lasted 4 months or less, 6 lasted between 6 and 8 months, and only 4 lasted as long as 12 months.
<table>
<thead>
<tr>
<th>Cancer</th>
<th>Trial and country</th>
<th>Health service innovation: consultation support</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berry et al [44]; (Wolpin et al [78]); USA</td>
<td>Design: P + 2; inside clinic Duration: 2 visits (before treatment and 4–6 weeks later)</td>
<td>Enhancing patient–provider communication with electronic self-report assessment for cancer</td>
<td><em>Primary</em>: The likelihood of symptoms and quality-of-life issues being discussed between clinicians and patients differed by randomized group and depended on whether a symptoms and quality-of-life issue was first reported as problematic ($P = .032$). <em>Secondary</em>: Clinic visits were similar with regard to duration between groups, and clinicians reported the summary as useful. <em>Wolpin et al [78]</em>: The ESRA-C was easy for patients to use and acceptable across a range of user characteristics.</td>
</tr>
<tr>
<td>Boyes et al [45]: Australia</td>
<td>Design: P + 2; inside clinic Duration: before visit, 4 times</td>
<td>Effect of giving oncologist a summary of the cancer patient’s self-reported psychosocial well-being</td>
<td><em>Research targets</em>: Patient centeredness, duration, resource utilization Unclear primary outcome. Intervention patients who reported a debilitating physical symptom at visit 2 were significantly less likely to report a debilitating physical symptom at visit 3 compared with control patients (odds ratio 2.8, $P = .04$). Reductions in levels of anxiety, depression, and perceived needs among intervention patients were not significantly different from those among control patients.</td>
</tr>
<tr>
<td>Ruland et al [46]: USA</td>
<td>Design: P + 2; inside clinic Duration: 1 consultation</td>
<td>Supporting shared decision making</td>
<td><em>Primary</em>: Significantly greater congruence between patients’ reported symptoms and those addressed by their clinicians in the experimental group. <em>Secondary</em>: The system scored high on ease of use. There were no significant group differences in patient satisfaction.</td>
</tr>
</tbody>
</table>

*Table 4. Summary description of studies on consultation support in the reviewed randomized controlled trials of electronic symptom reporting*.
<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Participant characteristics&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Study characteristics&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Health service innovation: consultation support</th>
<th>Main findings and research targets&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ruland et al [47]; Norway</td>
<td>145 cancer patients (leukemia or lymphoma); ≥18 (mean in intervention: 50, in control: 49) years; female 38%</td>
<td>Design: P + 2; inside clinic Duration: up to 1 year (once per encounter during treatment, once per week during hospital stay, once per outpatient visit in up to 4 visits)</td>
<td>Effects of a computer-supported interactive tailored patient assessment tool Both groups used Choice, an interactive tailored patient assessment, touchpad tablet PC, for symptom assessments prior to inpatient and outpatient visits. The assessment summary, which displayed the patient’s self-reported symptoms, problems, and distress in rank order of the patient’s need for support, was provided to physicians and nurses in the intervention group. Control group patients used exactly the same tool, but the clinicians were not given any information from the patient’s assessment.</td>
<td>Primary: Significantly more symptoms were addressed in the intervention group patient charts than in those of the control group. Secondary: Symptom distress in the intervention group decreased significantly over time in 11 (58%) of 19 symptom/problem categories versus 2 (10%) for the control group. Need for symptom management support over time also decreased significantly more for the intervention group than the control group in 13 (68%) symptom categories.</td>
<td>Research targets: Patient centeredness, health benefits, resource utilization</td>
</tr>
<tr>
<td>Velikova et al [48]; UK</td>
<td>28 physicians, 286 oncology patients; age range not reported; mean age 54.9 years; female 73%</td>
<td>Design: P + 3; inside clinic Duration: approximately 6 months</td>
<td>Improving communication and patient well-being Intervention group completed touch-screen HRQoL&lt;sup&gt;3&lt;/sup&gt; questionnaires in the waiting room before every encounter. A summary was presented to physicians. Attention-control group also completed HRQoL questionnaires on touch-screen computer, but summary was not presented to physicians. Control group used no touch-screen measurement of HRQoL before clinic encounters.</td>
<td>Several primary outcomes: Intervention and attention-control groups had better HRQoL than the control group (P = .006, P = .01, respectively), but the intervention and attention-control groups were not significantly different (P = .80). A positive effect on emotional well-being was associated with data feedback (P = .008) but not with instrument completion (P = .12). A larger proportion of intervention patients showed clinically meaningful improvement in HRQoL. More frequent discussion of chronic nonspecific symptoms (P = .03) was found in the intervention group, without prolonging encounters. The clinicians found the information useful. There was no detectable effect on patient management (P = .60). In the intervention patients, HRQoL improvement was associated with explicit use of HRQoL data (P = .016), discussion of pain, and role function (P = .046).</td>
<td>Research targets: Health benefits, patient centeredness, duration, resource utilization</td>
</tr>
</tbody>
</table>
### Patient group

<table>
<thead>
<tr>
<th></th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: consultation support</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychiatry</strong></td>
<td>Stevens et al [49]; USA</td>
<td>878 potential behavioral concern patients from 9 clinics; 11–20 (mean 13.9) years; female 54%</td>
<td>Design: C + 2; inside clinic Duration: 1 consultation</td>
<td>Does screening increase clinicians’ recognition of behavior concerns? The Health eTouch system collected self-report data from patients in the waiting rooms. At 5 sites, patients’ screening results were printed and given to the primary care provider just before the face-to-face encounter (immediate-results condition). At 4 sites, the 1-page summary was mailed to the primary care provider 2–3 business days later (delayed-results condition). Providers had immediate access to screening results for youth reporting thoughts about suicide, regardless of group assignment.</td>
<td><strong>Primary:</strong> In intent-to-treat analysis, difference approached but did not reach statistical significance ($P = .058$). However, if all youths who endorsed suicidal ideation, regardless of original condition assignment, were included in the immediate-results condition, then 68% of youths in the immediate-results condition who screened positive were identified as having a problem by their pediatrician, which was significantly higher than the recognition rate of 52% in the delayed-results condition ($P = .001$). <strong>Research targets:</strong> Health benefits, patient centeredness</td>
</tr>
<tr>
<td><strong>Mixed</strong></td>
<td>Leveille et al [50]; (Allen et al [81]); USA</td>
<td>34 physicians, 241 patients (depression, chronic pain, and mobility difficulty); 22–86 years (mean not reported); female 57%</td>
<td>Design: P + 2; outside, probably at home Duration: from 4 weeks until index visit (start unclear).</td>
<td>Nurse coaching to promote patient–primary care physician discussion <strong>Intervention:</strong> PatientSite was used to enhance patient–provider communication regarding 3 common conditions (chronic pain, depression, and impaired mobility) during upcoming visits. Delivered online by nurse e-coaches, the intervention involved a standardized set of emails and worksheets targeting self-efficacy, patient education, and motivation to improve health. <strong>Control:</strong> Patients received a general message through PatientSite containing URL links to US government websites with general health information.</td>
<td><strong>Several primary outcomes:</strong> Detection and treatment of the target conditions (1-week postvisit survey) and symptom burden related to these conditions. Similar high percentages of intervention (85%) and control (80%) participants reported discussing their condition during their primary care physician visit. More intervention than control patients reported their primary care physician gave them specific advice about their health (94% vs 84%; $P = .03$) and referred them to a specialist (51% vs 28%; $P = .002$). Intervention participants reported somewhat higher satisfaction than controls ($P = .07$). Results showed no significant differences in detection or management of screened conditions, symptom ratings, and quality of life between groups. <strong>Research targets:</strong> Health benefits, patient centeredness</td>
</tr>
</tbody>
</table>

---

a Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

b Main author, main reference. References in parentheses contributed relevant study information on the study in question.

c Number of clinicians, number of patients with diagnosis, age range (mean) of patients, percentage female patients.

d Design ($P = \text{parallel group design, CO = crossover, C = cluster, F = factorial, O = other, U = unclear; + number of study arms}$), where symptom reporting took place (outside or in the home; or inside a clinic), and duration of intervention.

e Main findings are in general presented as in the original article and refer to primary outcome if clearly defined and secondary outcomes considered relevant for the scope of the study. Research targets refers to the six areas of health service quality defined by the Institute of Medicine [43].
f Electronic Self-Report Assessment-Cancer.
g Health-related quality of life.
### Table 5. Summary description of studies on monitoring in the reviewed randomized controlled trials of electronic symptom reporting.

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and countryb</th>
<th>Participant characteristicsc</th>
<th>Study characteristicsd</th>
<th>Health service innovation monitoring</th>
<th>Main findings and research targets(^{e})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cancer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Unclear primary outcome. 2 of the 6 symptoms measured (fatigue and hand–foot syndrome) showed statistical significance between the 2 randomized groups: higher reports of fatigue in the control group and lower reports of hand–foot syndrome in the control group. <em>Research target: Health benefits</em></td>
</tr>
<tr>
<td>Kearney et al [51]; (McCann et al [79]); UK</td>
<td>112 breast, lung, or colorectal cancer patients; &gt;18 (mean 56) years; female 76.8%</td>
<td>Design: P + 2; outside/home</td>
<td>Duration: 4 cycles of chemotherapy (12–16 weeks)</td>
<td>Management of chemotherapy-related toxicity</td>
<td><em>Intervention: A mobile phone system (ASyMS) was used in the morning, evening, and at any time patients felt unwell on days 1–14 following their first 4 cycles of chemotherapy. Patients completed an electronic symptom questionnaire on their mobile, including reporting their temperature. Patients immediately received written feedback on the phone. Clinicians were advised to contact patients within 1 hour after receipt of a red alert. The system’s alert to physician was based on a risk model.</em> <em>Control: Received standard care.</em></td>
</tr>
<tr>
<td><strong>Respiratory and lung disease</strong></td>
<td>Chan et al [53]; and the small prestudy Chan et al [52]; USA</td>
<td>120 children with persistent asthma; 6-17 (mean in intervention: 10.2, in control: 9.0) years; female 37.5% (Chan et al [52]: 10 children)</td>
<td>Design: P + 2; outside/home</td>
<td>Duration: 12 months</td>
<td>Unclear primary outcome (both studies). Virtual patients had higher metered-dose inhaler with valved holding chamber technique scores than did the office-based group at 52 weeks (94% vs 89%), had greater adherence to daily asthma symptom diary submission (35.4% vs 20.8%), had less participant time (636 vs 713 patient-months), and were older. Caregivers in both groups perceived an increase in quality of life and an increase in asthma knowledge scores from baseline. There were no other differences in therapeutic or disease control outcome measures. <em>Research targets: Health benefits, patient centeredness, resource utilization</em></td>
</tr>
</tbody>
</table>

*Internet-based monitoring and education of children with asthma*  
*Intervention: The Asthma In-Home Monitoring group received 3 in-person visits and Internet-based education. They reported asthma signs and symptoms daily. Peak flow videos were sent twice per week for 6 weeks and then once weekly. Case manager scored results based on standardized checklists.  
*Control: Traditional in-person education and case management over 6 scheduled visits.  
*Both groups: The case manager contacted patients by email (intervention) or telephone (control) twice per week for 6 weeks and once per week thereafter to review their information. The patients were able to contact the case manager by email (intervention) or telephone (control) whenever needed. Asthma education in both groups followed the same curriculum.*
### Patient group

<table>
<thead>
<tr>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: monitoring</th>
<th>Main findings and research targets</th>
</tr>
</thead>
</table>
| Guendelman et al [54]; USA | 134 children with asthma; 8–16 (mean in intervention: 12; in control: 12.2) years; female in intervention: 60%; in control: 63% | Design: P + 2; outside/home Duration: 3 months | Asthma outcomes and self-management behaviors  
*Intervention*: Health Buddy enabled children to assess and monitor their asthma symptoms and quality of life daily and to transmit this information to a nurse. A protocol based on clinical practice guidelines consisting of 10 questions was designed. Patients answered daily queries from a nurse by pressing 1 of 4 buttons. Patients received immediate feedback from the Health Buddy. Asthma facts and trivia questions, which changed daily, were included to pique children’s curiosity and enhance learning.  
*Control*: Participants used a standard asthma diary. |
| Jan et al [55]; Taiwan | 164 children with persistent asthma; 6–12 (mean in intervention: 10.9, in control: 9.9) years; female in intervention: 60.3%, in control: 63.2% | Design: P + 2; outside/home Duration: 3 months | Interactive asthma monitoring  
*Intervention*: With Blue Angel for Asthma Kids, children completed the electronic asthma diary and recorded symptoms, need for rescue medication, and PEF values, preferably daily. The tool comprised a 3-color real-time warning system accompanied by a treatment plan. Patients were asked to follow instructions given by the computer and the physician; thereafter, the decision support system was used to check whether asthma had been brought under control. Physicians then instructed the patients by email or telephone to increase, decrease, or continue the usual treatment. (See Rasmussen et al [57] for a comparable intervention.)  
*Control*: Patients recorded the same PEF values and asthma symptoms on paper, and received the same optimal clinical care, education program (as part of usual care), and support from asthma management teams. Their written asthma diary was supplemented by instructions for self-management. |

#### Primary

After adjusting for covariates, the odds of having any limitation in activity were significantly ($P = .03$) lower for Health Buddy children.

#### Secondary

The intervention group was also significantly ($P = .01$) less likely to report peak flow readings in the yellow or red zone or to make urgent calls to the hospital ($P = .05$). Self-care behaviors also improved far more for the intervention group.

#### Research targets

Health benefits, patient centeredness
### Prabhakaran et al [56]; Singapore

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: monitoring</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>120 asthma patients; mean age in intervention: 37, in control: 40 years; female in intervention: 65%, in control: 53%</td>
<td>Design: P + 2; outside/home</td>
<td>Duration: 3 months</td>
<td>Asthma monitoring</td>
<td>Unclear primary outcome. Asthma-control test scores improved for 36 participants in the intervention group compared with 28 in the control group ((P = .113)). Number of nebulations decreased in 54 participants in the control group compared with 50 in the intervention group ((P = .053)). Emergency room visits decreased in 57 participants in the control group compared with 51 in the intervention group ((P = .063)). Admission rates did not decrease in either group ((P = .5)). The mean response rate to the messages was 82%, and 92% in the intervention group were satisfied with the text messaging service.</td>
<td></td>
</tr>
</tbody>
</table>

**Intervention:** Patients received text messages to assist with asthma management, daily for 2 weeks, thereafter weekly for 10 weeks. New data were compared with previous results, and the frequency of reliever use was analyzed by the server receiving the data. If the value was too high (preset threshold) or the patient did not reply to 3 consecutive messages, an alert email was sent to the asthma nurse. All alerts were verified by the asthma nurse through telephone contact with the patients.

**Control:** Patients had no text messaging support.

### Rasmussen et al [57]; Denmark

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: monitoring</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 asthma patients; 18–45 (mean 29.5) years; female 69%</td>
<td>Design: P + 3; outside/home</td>
<td>Duration: 6 months</td>
<td>Asthma monitoring</td>
<td>Several primary outcomes: Treatment and monitoring with the Internet-based management tool led to more significant improvement in the Internet group than in the other 2 groups regarding asthma symptoms (Internet vs specialist: odds ratio 2.64, (P = .002); Internet vs GP: odds ratio 3.26; (P &lt; .001)), quality of life (Internet vs specialist: odds ratio 2.21, (P = .03); Internet vs GP: odds ratio 2.10, (P = .04)), lung function (Internet vs specialist: odds ratio 3.26, (P = .002); Internet vs GP: odds ratio 4.86, (P &lt; .001)), and airway responsiveness (Internet vs GP: odds ratio 3.06, (P = .02)).</td>
<td></td>
</tr>
</tbody>
</table>

**Intervention 1:** Internet-based monitoring. Patients completed an electronic diary and recorded symptoms, need for rescue medication, and PEF values, preferably daily. The Internet action plan calculated the level of asthma control and offered the patient advice on what to do next by using a 3-color warning system (green, yellow, and red). If the patient scored red, an email was sent to the physician. The physician used a decision support system to decide the level of treatment. Physician instructed patients by email or telephone. (See Jan et al [55] for a comparable intervention.)

**Intervention 2:** Specialist monitoring group were taught how to use a peak flow meter and a written action plan daily (comprising a 3-color warning system based on the symptom score and PEF values) to adjust their medication.

**Control:** In the GP group the GP assessed the patient’s asthma symptoms and test results and from this decided the patient’s need for pharmaceutical treatment. The patients in the GP group did not receive any treatment or information about asthma from the study physician.

---

\[\text{http://www.jmir.org/2012/5/e118/}\]
<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: monitoring</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willems et al [58]; Willems et al [80]; the Netherlands</td>
<td>109 patients with mild to moderate asthma; 56 children 7–18 (mean 11) years, 53 adults ≥18 (mean 46) years; female 55.6%</td>
<td>Design: P + 2; outside/home</td>
<td>Nurse-led telemonitoring</td>
<td>Willems et al [58]: Primary: No significantly improved asthma-specific quality of life; secondary: no significant decrease of asthma symptoms or medical consumption (time and medication). Willems et al [80]: Higher mean health care costs per patient in the intervention group. A decrease in the price of the asthma monitor will substantially increase the probability of the program being cost effective.</td>
<td></td>
</tr>
<tr>
<td>Lewis et al [59] (Reduce health care use) and Lewis et al [60] (quality of life); UK</td>
<td>40 patients with moderate to severe COPD who had completed at least 12 sessions of outpatient pulmonary rehabilitation; mean age in [59] in intervention: 67, in control: 70 years; mean age in [60] for intervention: 70, for control: 73 years; female 50%</td>
<td>Design: P + 2; outside/home</td>
<td>Home telemonitors to reduce health care use [59], and improve quality of life for patients [60]</td>
<td>Reduced health care use: Primary: No significant differences between the groups in hospital admissions [59]; Secondary: No significant differences between the groups in emergency room visits, days in hospital, or contacts with the specialist COPD community nurse team during the monitoring period, but fewer primary care contacts for chest problems (P &lt; .03) in the intervention group [59]. After the monitors were removed, no significant differences were found between the groups for any of the health care contacts (P &gt; .20 throughout) [59]. Quality of life: Primary: No significant differences in quality-of-life scores between the groups at any time, or consistently within either group over time [60].</td>
<td></td>
</tr>
</tbody>
</table>

**Nurse-led telemonitoring**

**Intervention:** Lung function values and symptoms registered at home twice daily on a portable handheld device (diaries) were transferred to the asthma nurse (main caregiver) monthly or when having asthma complaints. The nurse studied the data daily and classified the asthma following a stepwise intervention protocol. The nurse was allowed to decrease (after 3 months of stable asthma) or increase asthma medication by 1 step. Physician was consulted only if necessary. **Control:** Regular care.

**Design:** P + 2; outside/home **Duration:** 12 months

**Research targets:** Health benefits, resource utilization, health care costs

**Home telemonitors to reduce health care use** [59], and improve quality of life for patients [60]

**Intervention:** Patients received standard care plus Docobo Health-HUB handheld monitors at home for 26 weeks followed by 26 weeks of standard care (for observation and follow-up). During the monitoring period, patients recorded their symptoms and physical observations twice daily. Data were transmitted automatically at night via the home telephone line. Nurses could access the data through a website and receive alerting email messages if certain conditions were detected. **Control:** Standard care for 1 year.

**Reduced health care use:** Primary: No significant differences between the groups in hospital admissions [59]; Secondary: No significant differences between the groups in emergency room visits, days in hospital, or contacts with the specialist COPD community nurse team during the monitoring period, but fewer primary care contacts for chest problems (P < .03) in the intervention group [59]. After the monitors were removed, no significant differences were found between the groups for any of the health care contacts (P > .20 throughout) [59]. **Quality of life:** Primary: No significant differences in quality-of-life scores between the groups at any time, or consistently within either group over time [60]. **Research targets:** Health care costs, health benefits
Unclear primary outcome. Small feasibility study. Logging exercise and symptoms was easy, and keeping track of their exercise helped patients remain active. There were no significant differences between groups over time in maximal workload, 6-minute walk distance, or health-related quality of life (P > .05); however, MOBILE-self-monitored increased total steps per day, whereas MOBILE-coached logged fewer steps over 6 months (P = .04).

Research targets: Health benefits, patient centeredness

Cardiovascular disease

Carrasco et al [62]; Spain

38 GPs, 285 hypertensive patients; (age range not reported), mean 62 years; female 40%

Design: P + 2; outside/home
Duration: 6 months

Text message-based Patient–GP interaction on control of hypertension

Intervention: Patients sent the mean results of blood pressure self-monitoring 4 times a week, and heart rate and body weight once a week. They could complete an optional questionnaire during each wireless application protocol session. GPs accessed the data sent via the Web and could send a text message regarding any related issue to the patient’s phone.

Control: Followed the same protocol, except that they recorded the data on paper and could only deliver it to their GP personally at the routine visits.

Primary: The influence of the interaction between patient and GP, in a nonspecialized setting, in the selected type of hypertensive patients, did not significantly improve the degree of hypertension control; Secondary: the course of hypertension during follow-up, adherence to the protocol, results of quality-of-life and anxiety questionnaires, or economic aspects such as the number of consultations or hospital admissions did not significantly improve.

Research targets: Patient centeredness, health benefits, health care costs
Main findings and research targets

**Health service innovation:** monitoring

**Study characteristics**

**Participant characteristics**

**Trial and country**

### Santamore et al [63]; USA

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Characteristics</th>
<th>Design</th>
<th>Health service innovation: Telemedicine System to Decrease Cardiovascular Disease Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>321 cardiovascular disease patients; 18–85 (mean in intervention: 62, in control: 63.2) years; female % not reported</td>
<td>P + 2; outside/home</td>
<td>Duration: 8 months</td>
<td>All patients received a manometer with memory and a pedometer. <strong>Intervention:</strong> Patients exchanged data with their care provider via the Internet. Patient could enter data daily, or for several days at once. Patients reported weight, blood pressure and heart rate, physical activity (steps/day), and cigarette smoking, and received feedback on cardiovascular disease risk reduction. Data for 10–15 patients were presented simultaneously on the provider screen. Out-of-limits parameter (red) values were presented first. <strong>Control group</strong> received usual care plus manometer and pedometer.</td>
</tr>
</tbody>
</table>

### Schwarz et al [64]; USA

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Characteristics</th>
<th>Design</th>
<th>Health service innovation: Telemonitoring of heart failure patients and their caregivers</th>
</tr>
</thead>
<tbody>
<tr>
<td>102 heart failure patients; 65–94 (mean 78.1) years; female 52%</td>
<td>P + 2; outside/home</td>
<td>Duration: 3 months</td>
<td><strong>Intervention:</strong> e-Cardiocom electronic home monitoring system measured weight daily. The device asked the participants to answer yes or no to questions about symptoms. The heart failure care manager, an advanced practice nurse, was responsible for daily monitoring of parameters. Measurements outside of prescribed parameters were automatically displayed, resulting in the nurse calling the caregiver in the dyad to further assess the situation, provide education, and update the medication regimen. The nurse notified the primary physician or cardiologist about the patient’s status as needed. <strong>Control group:</strong> Usual care.</td>
</tr>
</tbody>
</table>

Several primary outcomes (reducing subsequent hospital readmission, emergency department visits, and cost; and increasing the time between discharge and readmission). There were no significant differences due to telemonitoring for any outcomes. **Research targets:** Health care costs

### Other

- Unclear primary outcome. Systolic and diastolic blood pressures decreased significantly in both groups. The decreases in systolic blood pressure were greater in the intervention group ($P < .05$). For both groups, low-density lipoprotein decreased and high-density lipoprotein remained unchanged. In diabetic patients, blood glucose and glycated hemoglobin decreased significantly ($P < .01$) only in the intervention group. In nondiabetic patients, the risk of diabetes and metabolic syndrome score decreased ($P < .01$) only in the intervention group. Rates of usage of the telemedicine system were very high (92%). This rate of self-monitoring greatly exceeded the self-monitoring rate in controls (48%). The telemedicine-entered blood pressure values were similar to the meter-recorded values and to the office values.

**Research targets:** Health benefits, patient centeredness

---

**Notes:**

- Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.
- Main author, main reference. References with and between them are articles that belong to the same study. References in brackets contributed relevant study information on the study in question.
- Number of clinicians, number of patients with diagnosis, age range (mean) of patients, percentage female patients.
- Design (P = parallel group design, CO = crossover, C = cluster, F = factorial, O = other, U = unclear; + number of study arms), where symptom reporting took place (outside or in the home; or inside a clinic), and duration of intervention.
- Main findings are in general presented as in the original article and refer to primary outcome if clearly defined and secondary outcomes considered relevant for the scope of the study. Research targets refers to the six areas of health service quality defined by the Institute of Medicine [43].
- Peak expiratory flow rate.
- General practitioner.
- Chronic obstructive pulmonary disease.
Table 6. Summary description of studies on self-management in the reviewed randomized controlled trials of electronic symptom reporting.

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: self-management</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Respiratory and lung disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| DeVito Dabbs et al [65]; USA | 34 lung transplant recipients; >18 (mean 56) years; female 40% | Design: P + 2; outside/home Duration: the first 2 months after discharge | Early self-care behaviors and follow-up after lung transplant
*Intervention:* Pocket Personal Assistant for Tracking Health (Pocket PATH): In addition to standard care, patients used a handheld device to record health data, review data trends by using the screens and graphs, and follow feedback instructions regarding reporting changes to their transplant coordinator. Control: Used standard paper-and-pencil logs to record data.
Both groups were instructed to contact their transplant coordinator for any clinical questions or issues. Follow-up was identical. | Several primary outcomes: Patients in the Pocket PATH group showed significantly higher ratings of self-care agency, performed self-care behaviors at significantly higher rates, and reported significantly better health-related quality of life than standard-care controls. Research targets: Health benefits, patient centeredness | |
| Yardley et al [66]; UK | 714 participants with minor respiratory symptoms; 18–79 years (62.1% were <25); female 72.3% | Design: P + 2; outside/home Duration: 1 access + follow-up after 48 hours (332) and 4 weeks (214) | Web-based intervention providing tailored advice for self-management of minor respiratory symptoms
*Intervention:* Web-based Internet Doctor-provided tailored computer-generated advice for minor respiratory symptoms (cough, sore throat, fever, and runny or stuffy nose). Participants could access 3 main pages: (1) diagnostic pages asking a series of questions about symptoms, and a complex algorithm providing appropriate tailored advice on whether they needed to contact health services (+ options to possible diagnoses), (2) treatment pages providing information about medication for symptoms, (3) Common Questions section addressing common concerns and misconceptions about symptoms and treatment.
Control group got access to a static webpage providing the best existing patient information. | Several primary outcomes: 1 month later the Internet Doctor resulted in higher levels of enablement (median 3 and 2, respectively; \( P = .03 \)), and 11.6% (11) of participants consulted their doctor or used other health care services (mainly NHS Direct) for their symptoms, compared with a substantially greater proportion (21, 17.6%) in the control group (\( P = .22 \)).
Secondary: The Internet Doctor resulted in higher levels of satisfaction than the control information (mean 6.58 and 5.86, respectively; \( P = .002 \)). Understanding of illness improved in the 48 hours following use of the Internet Doctor webpages, whereas it did not improve in the control group (mean change from baseline 0.21 and –0.06, respectively; \( P = .05 \)).
Research targets: Patient centeredness, resource utilization (for health professionals) | |
| van der Meer et al [67]; the Netherlands | 200 asthma patients from 37 general practices and 1 academic outpatient department; 18–50 years (median 36, in control: 37) years; females 69.5% | Design: P + 2; outside/home Duration: 12 months | Internet-based self-management plus education compared with usual care
The Internet-based self-management program included weekly asthma-control monitoring and treatment advice, online and group education (face-to-face), and Web communication with a specialized asthma nurse, as an adjunct to usual care. Patients completed an electronic questionnaire on the website weekly and instantly received automated feedback on the state of their asthma control, along with advice on how to adjust their treatment (increasing or decreasing; contact asthma nurse).
Control group: Usual physician-provided care according to Dutch general practice guidelines. | Primary: Asthma-related quality-of-life improvement of 0.5 point or more occurred in 54% and 27% of Internet and usual care patients, respectively (adjusted relative risk 2.00, confidence interval 1.38–3.04). Statistically significant, but not clinically significant.
Secondary: Asthma control improved more in the Internet group than in the usual care group (adjusted difference –0.47, confidence interval –0.64 to –0.30). At 12 months, 63% of Internet patients and 52% of usual care patients reported symptom-free days in the previous 2 weeks (adjusted absolute difference 10.9%, confidence interval 0.05%–21.3%).
Research target: Health benefits |
Psychiatry

Berger et al [69]; Switzerland

81 patients with social phobia; 19–62 (mean 37.2) years; female 53.1%

Design: P + 3; outside/home
Duration: 10-week treatment + 6-month follow-up

Internet-based treatments of social phobia

**Intervention 1:** Guided Internet-based self-help program with weekly scheduled email feedback by a therapist and the possibility to ask questions via email (response time maximum 3 days).

**Intervention 2:** Step-up on demand (same as control) but with the possibility to step up to guidance by email (intervention 1) or telephone. Both groups used an online diary to report anxiety-provoking situations, and related thoughts, feelings, and behaviors.

**Control:** Pure self-help program (by Internet) without any therapist support.

Significant symptom reductions in all 3 treatment groups with large effect sizes for **primary measures** (self-reported measures of symptoms of social phobia) and for **secondary outcome measures** (symptoms of depression, interpersonal problems, and general symptomatology). No significant between-group effects were found. No significant difference between the 3 conditions regarding diagnosis-free status, clinical change, dropout rates, or adherence measures such as lessons or exercises completed. High level of patient satisfaction overall, with a significant difference favoring the guided Internet-based self-help group.

**Research targets:** Health benefits, patient centeredness

Bergstrom et al [70]; Sweden

113 patients with panic disorder; >18 (mean in intervention: 33.8, in control: 34.6) years; female 61.5%

Design: P + 2; outside/home
Duration: 10 weeks + 6-month follow-up

Internet-based CBT® for patients with panic disorder

**Intervention:** 10 Web-based self-help modules, 1 per week, with information, exercises, and homework assignments, based on established CBT principles. Psychologist provided feedback, gave access to next module, and replied to other messages within 24 hours on regular weekdays. Only email contact.

**Control:** Regular psychiatric care setting. Psychologists presented the same self-help program as above during weekly 2-hour sessions, supported by handouts. Homework assignments were addressed during group sessions.

**Main findings and research targets**

**Primary:** Internet CBT is as effective as the more widely used group CBT. No significant between-group effects were found.

**Secondary:** Internet treatment had superior cost-effectiveness ratios in relation to group treatment at both posttreatment and follow-up.

**Research targets:** Health benefits, health care costs
<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: self-management</th>
<th>Main findings and research targets</th>
</tr>
</thead>
</table>
| Vernmark et al [71]; Sweden | 88 patients with major depression; age range not reported (mean 37); female 68% | Design: P + 3; outside/home Duration: 8 weeks (we don’t report from the 6-month follow-up, since the control group had received guided self-help by this time) | Internet-administered guided self-help versus individualized email therapy versus waiting lists
Intervention 1: Guided self-help included weekly modules and homework assignments. Standard CBT components were presented. Therapists contributed with positive reinforcement on the progress made by participants.
Intervention 2: email therapy did not use the self-help texts; all emails were written for the unique patient. The therapists had more or less the same role as in face-to-face psychological treatment. The contents of the email therapy overlapped with the self-help material but were tailored to each participant’s needs. The treatment was based on a protocol manual developed by the team.
The third group was a waiting-list control group. Each therapist was responsible for 5 participants in each group. | Primary: Both the email therapy and the self-help groups improved in symptom reduction compared with the waiting-list condition ($P = .002$ and $P = .06$). The 2 treatments did not differ ($P = .41$). At posttreatment 34.5% of the guided self-help group, 30% of the email therapy group, and 13.8% of the waiting-list group reached the criteria of high-end state functioning ($P = .17$), (Beck Depression Inventory score <9).
Research target: Health benefits |
| Oerlemans et al [72]; the Netherlands | 76 irritable bowel syndrome patients; age range not reported; mean in intervention: 35.9, for control: 40.6 years; female in intervention: 91.9%, in control: 76.9% | Design: P + 2; outside/mobile Duration: 4 weeks + 3-month follow-up | Intervening on cognitions and behavior in irritable bowel syndrome
Intervention: Patients received standard care supplemented with a 4-week CBT e-intervention on PDAs. Patients completed 3 diaries daily. The data were immediately accessible to the psychologist, who during weeks 2–4 sent situational feedback based on CBT via text message. Feedback was standardized through a developed protocol.
Control: Received standard care consisting of reassurance, dietary advice, and education from their general practitioner. | Several primary outcomes: No significant differences between groups for dysfunctional cognitions. Between-group comparisons after 4 weeks showed more overall quality-of-life improvement, more improvement in catastrophizing thoughts, and more pain improvement in the intervention group. Only improvement in catastrophizing thoughts persisted in the long term. The eHealth intervention seems feasible, since all intervention group patients completed the diaries 3 times a day for 4 weeks.
Research target: Health benefits |
### Patient group

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: self-management</th>
<th>Main findings and research targets</th>
</tr>
</thead>
</table>
| Diabetes      | Glasgow et al [73] and Williams et al [74]; USA | 52 primary care physicians, 886 type 2 diabetes patients; >25 (mean in intervention: 61.48, in control: 64.63) years; female in intervention: 52.3%, in control: 50% ([73]) | Design: C + 2; inside clinic Duration: 12 months | Interactive computer technology to assist patients and clinicians in emphasizing patient-centered communication and improved quality of care  
**Computer-assisted intervention** patients were asked to come 30 minutes early to 2 diabetes-related visits scheduled 6 months apart to complete a touch-screen assessment procedure and set self-management goals, received computer-tailored feedback and individualized action plans, received a printout on general health risks, met with a care manager, and received follow-up phone calls from care manager (nurse or medical assistant). Physician and care manager received printout of patient’s needs, self-management goals, and areas the patient wished to discuss.  
**Control patients** also completed touch-screen assessment procedure, received printout on general health risks, but did not set self-management goals, meet with a care manager, or receive follow-up phone calls. | **Glasgow et al [73]:** Primary: Significantly improved both the laboratory assays and patient-centered aspects of diabetes care that patients received compared with those in the control condition. Secondary: Overall improvement in lipids, glycated hemoglobin, quality of life, and depression scores; between-condition differences were not significant.  
**Williams et al [74]:** Unclear primary outcome. The intervention increased patient perception of autonomy support relative to a computer-based control condition (P < .05). Change in perceived competence partially mediated the effects of increased autonomy support on the change in lipids, diabetes distress, and depressive symptoms. The construct of autonomy support was separate from that of patient satisfaction.  
**Research targets:** Health benefits, patient centeredness |

---

**a** Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.  
**b** Main author, main reference. References with and between them are articles that belong to the same study.  
**c** Number of clinicians, number of patients with diagnosis, age range (mean) of patients, percentage female patients.  
**d** Design (P = parallel group design, CO = crossover, C = cluster, F = factorial, O = other, U = unclear; + number of study arms), where symptom reporting took place (outside or in the home; or inside a clinic), and duration of intervention.  
**e** Main findings are in general presented as in the original article and refer to primary outcome if clearly defined and secondary outcomes considered relevant for the scope of the study. Research targets refers to the six areas of health service quality defined by the Institute of Medicine [43].  
**f** Personal digital assistant.  
**g** Cognitive behavioral therapy.
focused on long-term conditions or issues that must take into account fluctuation in condition intensity and variations in how they influence the patient’s life.

The content analysis identified four categories of health service innovations: consultation support, monitoring with clinician support, self-management with clinician support, and therapy. The research targets in the group of articles on consultation support were mainly patient-centered outcomes, while the articles on monitoring and self-management mainly aimed to demonstrate health benefits. The studies aiming for reduced health care costs were all in the subgroup of monitoring articles, except for 1 study on self-management.

### Interpretation of Results

We found that 75% of the articles were published during the last 5 years, which indicates that this is a growing field. The fact that all studies, except 2, were conducted in Western countries is not surprising, since these are the countries with the highest e-readiness [6].

It is no surprise, either, that nearly all the included studies focused on long-term conditions. In emergency or acute conditions, the time frame for decision making is short, and health professionals often need to make decisions on behalf of patients. In long-term conditions, however, the time frame is longer, and the decision process is often shared between the patient and the health care professional. Partnership or shared decision making is essential to improve the pathways for patients with long-term conditions who face complex and repeated decision making processes [9]. Supporting that decision process with self-management and patient education through technology makes sense.

### Research Targets Relevant to Electronic Symptom Reporting

According to the IOM categories of health service outcomes [43], the most common research target was disease-specific health benefits at the patient level; and, second, to provide patient-centered care (Table 4, Table 5, Table 6, and Table 7). Some of the studies also aimed at more efficient utilization of the health care system to reduce cost. The consultation support studies mainly aimed at providing patient-centered care, while monitoring and self-management studies mainly aimed for patient health benefits. The studies that aimed for reduced health care costs were all in the monitoring category, except for 1 in the self-management category.

The main research focus is presented according to the resulting health service innovations and patient groups in Multimedia Appendix 3.

### Discussion

#### Principal Findings on Patient Groups, Health Service Innovations, and Research Targets

Of 642 records identified, 32 articles representing 29 studies were included. The articles were published from 2002, most (24/32, 75%) during the last 5 years. Nearly two-thirds of the articles had a female first author.

We categorized the studies into five patient groups: respiratory and lung diseases, cancer, psychiatry, cardiovascular diseases, diabetes, or a mix of these. All included studies, except 1 [66], focused on long-term conditions or issues that must take into account fluctuation in condition intensity and variations in how they influence the patient’s life.

### Summary description of study on therapy in the reviewed randomized controlled trials of electronic symptom reporting

<table>
<thead>
<tr>
<th>Trial and country</th>
<th>Participant characteristics</th>
<th>Study characteristics</th>
<th>Health service innovation: therapy</th>
<th>Main findings and research targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wagner et al [75]; Switzerland</td>
<td>55 people with complicated grief; 19–68 (mean 37) years; female 93% Patients lived in Germany, Austria, and Switzerland or were native German speakers living elsewhere</td>
<td>Design: P + 2; outside/home Duration: 5 weeks + 3-month follow-up</td>
<td>Internet-based cognitive behavioral therapy for complicated grief. In Internet-based cognitive behavioral therapy, patients were set 2 weekly 45-minute writing assignments over a period of approximately 5 weeks, with therapist and patient communicating exclusively by email. After every second essay, patients received feedback and further instructions from the therapist. Instructions were sent within 1 working day and based on a cognitive behavioral treatment protocol but tailored to the individual patient’s needs. At the beginning of each phase of treatment, patients received psycho-education on the principles of the treatment module. Control group: Waiting list (received treatment 5 weeks after the treatment group termination for ethical reasons).</td>
<td>Several primary outcomes: Participants in the treatment group improved significantly relative to participants in the waiting condition on symptoms of intrusion, avoidance, maladaptive behavior, and general psychopathology, and showed a large treatment effect. Follow-up results show that this improvement was maintained after 3 months. Research target: Health benefits</td>
</tr>
</tbody>
</table>

---

a Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

b Main author, main reference.

c Number of clinicians, number of patients with diagnosis, age range (mean) of patients, percentage female patients.

d Design (P = parallel group design, CO = crossover, C = cluster, F = factorial, O = other, U = unclear; + number of study arms), where symptom reporting took place (outside or in the home; or inside a clinic), and duration of intervention.

e Main findings are in general presented as in the original article and refer to primary outcome if clearly defined and secondary outcomes considered relevant for the scope of the study. Research targets refers to the six areas of health service quality defined by the Institute of Medicine [43].

---

http://www.jmir.org/2012/5/e118/
Most of the consultation support innovation studies were conducted in the cancer patient group (5/7), most of the monitoring studies were in the respiratory and lung diseases (8/12), and the self-management studies were conducted mainly in psychiatry (4/9) or respiratory and lung diseases (4/9). Cancer patients who receive chemotherapy or radiation therapy (or both) for a period from 6 months to a year could theoretically benefit from both monitoring and self-management approaches, in the same way as patients with chronic obstructive pulmonary disease or asthma. Yet, electronic symptom reporting for this group of patients has mostly been studied in the context of consultation support. Likewise, electronic consultation support has not been studied in patients with chronic conditions such as chronic obstructive pulmonary disease and asthma. We can see no theoretical or practical reason to believe that these groups would not benefit in the same way as those with other long-term conditions. Thus, we are puzzled by the obvious blanks in our cross-tables of patient group by health service innovation, and that electronic symptom reporting systems seems to reflect the conventional approach in each health service field. We are concerned that health service innovations that may benefit all patients with long-term conditions are being introduced in a diagnosis-specific context. This makes it difficult for researchers and clinicians to glean more general lessons from the field. As we discuss further in the next paragraph, systems deviating from this conventional approach might benefit health care service quality. Based on this, we suggest that the field would benefit from the identification of general theoretical principles that are relevant to all electronic symptom reporting interventions, across diagnostic patient groups.

We identified four types of health service interventions, and we believe these four represent the full spectrum of services associated with electronic symptom reporting. One of the health service innovations groups, the consultation support group, was very different from the other three, while the monitoring, self-management support, and therapy groups partly overlapped. These three represent a continuum with increasing focus on treatment through electronic communication, and decreasing face-to-face or telephone contact. The ideal electronic symptom reporting service should provide both consultation support and elements of monitoring and self-management support, and when this is not enough, to support the therapeutic relationship whenever this is feasible.

The studies aiming at reduced health care costs were all in the monitoring category, except for 1 self-management study. The 4 studies defined as equivalence studies in part 2 of this review [1], which all belong to the self-management group, could be expected to focus on health care costs, but this is not the case. Equivalence here refers to the intervention hypothesis relative to the control, and not to equivalence with regard to cost. Only 1 of these studies focused on cost effectiveness, and then as its second aim [70], while the other 3 did not formally analyze cost effectiveness. However, Vernmark et al discussed cost effectiveness with regard to spent therapist time [71].

**Limitations and Strengths of the Review**

This is the first review to address this emerging field and to provide a systematic overview. One of the main strengths of this review is the comprehensive search. We searched all the databases recommended by Cochrane [35] (chapter 6), in addition to the IEEE Xplore and the PsycINFO databases. All searches, except those in IEEE Xplore, included 115 or more search terms, and we adapted the searches to the individual databases. Compared with other reviews, in this review we judged a quite high percentage of the identified records (444) in our searches as relevant articles (32).

Another main strength is that the selection and data extraction strategies were based on the Cochrane recommendations. That the review was based on the most mature research in the field, the RCT trials [32,33], is also an important strength. We are familiar with the challenges related to the use of RCTs in medical informatics [82], which therefore are not always applied to test new complex interventions. Limiting our review to RCTs might have led us to miss interventions that could be relatively mature but not tested in an RCT. Even when considering guidelines for reporting medical informatics research [83], we did not see any other way of identifying mature interventions, without simultaneously including a large body of pilot studies and feasibility trials. Evidence-based medicine with RCTs as basic methodology is widely accepted as one important facet in improving clinical practice or patient outcome [84]. However, within the constraints of the review, we did not consider studies using other methods that might have contributed to knowledge about electronic symptom reporting.

Despite using a very comprehensive search strategy, we might have lost articles in the adaptation and translation of the search strategies for the different databases. In addition, we may have missed search words, resulting in overlooked articles. When designing this review, we decided not to include articles based on hand searching of reference lists, due to the Cochrane warning [35] (Cochrane 10.2.2.3, Citation bias). Nevertheless, we checked the reference lists to get a sense of the completeness of our search. We read abstracts for all references where the title included RCT and technology implying communication, and if the abstract seemed relevant, we read the full article. We repeated this process twice for new articles we identified. Our check showed that we did not capture some psychiatry articles—mainly those that focused on a fully electronic therapeutic relationship. In these articles, the electronic symptom reporting and responses to the specific symptoms were a part of the whole picture. We acknowledge this as a blank in our review, as only 1 article from this area came up with our applied search strategy. We propose that this area merits its own review, using psychiatry terminology. We suggest not focusing so much on symptom and its synonyms as search words, since they were lacking in many of these studies, but to include specific search strings such as Interapy [85,86], Internet-based therapy [86,87], Internet-based treatment [86,88-91], and online therapeutic relationship [86].

We included the 6 psychiatry studies, as we identified them in our originally designed search strategy. If they had not been included, the self-management category would have been reduced, and been less convincing, and the focus for self-management would mainly have been on respiratory and lung diseases. On the other hand, if we had conducted a search
that had covered the psychiatry field better, we hypothesize, based on the studies from the reference lists, that the psychiatry studies would have been a mix of self-management and therapy studies. However, further research will have to confirm this hypothesis.

**Future Research**

The finding that nearly two-thirds of the articles had a female first author was surprising and actually something we did not look for, but was immediately obvious. This is much higher than is common in medicine, where only a few American journals have up to 30% female authors, while all others have less [92]. We do not have an explanation for this finding, but female researchers might be more engaged than their male colleagues in patient self-empowerment, defined as “a state in which an individual possesses a relatively high degree of actual power—that is, a genuine potential for making choices” [93] (p. 40). Further studies are, however, needed to investigate this observation.

As mentioned above, health service innovations in this area have so far mainly been developed and tested in the context of a given diagnosis. However, many possible IPCP-based patient groups are not represented in our findings. This is probably only a question of time, since the prereview, which was not limited to RCTs, identified 15 studies on musculoskeletal disease, 8 on gastrointestinal diseases, 8 on neurological diseases, 6 on human immunodeficiency syndrome/acquired immunodeficiency syndrome, and a large group that was not possible to categorize based on the information in the abstract [11]. These were in general pilot studies, where the next step probably is an RCT, if the innovation proves to be feasible.

What we have today is a highly heterogeneous field, where authors rarely seem to build on the experiences gained in other diagnostic settings. The fact that almost all of the patient groups had long-term conditions suggests that long-term conditions have commonalities that make this kind of intervention desirable. Future research should examine whether a common generic approach to electronic symptom reporting, regardless of diagnosis, could be useful.

A total of 3 self-management studies (4 articles) [66,67,73,74] and 3 monitoring studies [54,55,57] mainly used computer-tailored feedback to the patients. None of these studies focused on health care costs, even if these interventions may be the most promising ones to save both time and money for the health care system, compared with monitoring and self-management, where the physician or the nurse is the main communication partner. Therefore, health care costs should be an outcome in future computer-tailored feedback studies. This includes the 3 self-management studies [66,67,73,74] and the 2 monitoring studies [54,57] mentioned above, for which part 2 of this review confirms that they have acceptable methodological quality and that the hypothesis is confirmed [1].

In this regard, the Yardley et al study deserves some special attention [66]. This is the only study where no human recourses were involved on the provider side. The computer system’s tailored advice for patients with minor respiratory problems resulted in a higher level of engagement, higher satisfaction, better understanding of the illness, and a modest effect on reduced consultation rates [66] (see Part 2 of this review [1]). This concept is an excellent example of a Web-based decision support system for patients that seems to both help the patients and save time for patients, the health care system, and health care professionals. However, future studies of this concept and other Web-based decision support systems for patients, and investigation of their effect in routine care, are necessary.

In addition to the possible health cost benefits, giving the patient the opportunity to register symptoms continually and providing an interactive-feedback learning mechanism can provide the stimulus for the patient to build the necessary confidence to handle symptoms and self-management, and in this way support patient centeredness. We support Guendelman and colleagues’ suggestion that easy-to-use electronic devices “may be useful tools to empower children to provide their own care while reducing asthma symptoms and health care use in pediatric settings” [54], and might even be considered as a motivating and exciting tool for children with asthma. This idea is supported by the study of Jan et al, where several children reported that using the tool they received was fun and that it reminded them to take their medication [55]. Therefore, further research is needed to discover both the motivating (fun) and the self-management effects of technology “toys” with interactive-feedback learning mechanisms to handle symptoms.

Systematic use or reuse of electronically reported symptoms might also be useful in syndromic surveillance [94,95], to make clinicians aware of community trends and to enable them to issue the right tests and improve their diagnostic assessment [96]. There are several examples of patients reporting symptoms through the Internet for syndromic surveillance [97-100] and of relevant surveillance information being produced based on what people report on the Internet [101]. Whether symptoms reported before a consultation or reported to a decision support systems, such as that of Yardley et al [66], can be re-used for syndromic surveillance and thus result in a double effect should be investigated.

Investigating what the opportunity to easily contact care providers means to patients with long-term conditions, in terms of feeling secure, appears necessary, as nearly all of the patients who contacted the e-coach in the study of Leveille and colleagues were interested in further coaching [50,81], although the intervention had not been that promising regarding detection of screened conditions, symptom ratings, and quality of life [50].

With regard to research targets, the most interesting finding may be that none of the trials focused on safety, timeliness, and equity. Timeliness—that is, reducing delays for both providers and receivers of health care, for example, avoiding cancellation of surgery—is an area where we expect electronic symptom reporting to have a positive impact. As the mobile phone seems to narrow the digital divide [102], electronic symptom reporting might as well improve equity—that is, that health care does not vary in quality because of gender, ethnicity, geographic location, and socioeconomic status. Studies addressing these issues are needed to investigate the potential benefits.
Implications for Practice

The recent large increase in studies being conducted in electronic symptom reporting, as also shown in our preliminary review [11], reflects the establishment of a new concept of improved patient centeredness. In addition, 88% of doctors express that they want their patients to report health indicators via mobile devices, and 40% of doctors believe it can reduce the number of office visits, according to a company that both creates products for health care companies and conducts research [103]. Accordingly, some communities and countries have already taken serious steps to achieve maximum benefits from these types of innovations. Plans to include patient-reported information as part of the electronic health record [104] have been developed. Sweden is now establishing an electronic health record and personal health record to make it possible for the patient to read health record information written by their providers, and for the health care professional to read specific parts of the patient’s personal health record describing symptoms and health information relevant to the patient’s problems and future consultations [105,106]. England’s Department of Health has just announced that they want their general practitioners to prescribe apps rather than doctors’ visits whenever possible [107-110]. They want patients to use mobile devices to monitor and track their health status, and to identify—and if possible solve—the problem before they request a visit [107-110]. They suggest these initiatives will improve quality, save money, and give patients more control over their own health. In addition, these initiatives will probably also inspire other counties to establish similar strategies. We welcome these initiatives, but recommend basing design and implementation plans on research with regard to how the technology can be used to provide safe, effective, patient-centered, timely, efficient, and equitable health care.

Conclusion

The RCT-based research on electronic symptom reporting has developed enormously since 2002, with 75% of the articles published during the last 5 years. This indicates that a new concept to improve patient centeredness is being established. So far, the research has focused on five specific patient groups and health conditions: cancer, respiratory and lung diseases, cardiovascular disease, psychiatry, and diabetes. The evidence from RCTs can be structured into four health service innovation categories: consultation support, monitoring with clinician support, self-management with clinician support, and therapy. Most of the research (72%) has been conducted within the following four combinations: consultation support innovation in the cancer patient group (5/29, 17%), monitoring innovation in the respiratory and lung diseases patient group (8/29, 28%), and self-management innovation in the psychiatry patient group (4/29, 14%) and in the respiratory and lung diseases patient group (4/29, 14%). New patient groups, and combinations of patient groups and the four identified health service innovations, are expected in the near future. We suggest that the development of a generic (not diagnosis-specific) model for electronic patient symptom reporting for long-term conditions may benefit the development of this field.

Acknowledgments

This study was partly funded by grants from the Health North Authorities (TFP-661-07), Norwegian Research Council grants (1749349), and The Norwegian Centre for Integrated Care and Telemedicine (NST). We want to express our thanks to colleagues at NST for useful advice, support, and feedback.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Medline search strategy and search terms.

[PDF File (Adobe PDF File), 130KB - jmir_v14i5e118_app1.pdf ]

Multimedia Appendix 2

The classification process based on abstracts from the database searches.

[PDF File (Adobe PDF File), 9KB - jmir_v14i5e118_app2.pdf ]

Multimedia Appendix 3

The main focus of the research targets presented according to health service innovations and patient groups.

[PDF File (Adobe PDF File), 82KB - jmir_v14i5e118_app3.pdf ]

References


92. Baethge C. First authors in Deutsches Arzteblatt: women are catching up. The number of female authors in medical literature is increasing, but is still considerably lower than that of male authors and corresponds to the proportion of women working in academic medicine. Dtsch Arztebl Int 2008 Jul;105(28-29):507-509 [FREE Full text] [doi: 10.3238/arztebl.2008.0507] [Medline: 19626204]


95. Reingold A. If syndromic surveillance is the answer, what is the question? Biosecur Bioterror 2003;1(2):77-81. [doi: 10.1016/j.vaccine.2009.05.042] [Medline: 19840672]

96. Folds SL. Linking better surveillance to better outcomes. MMWR Morb Mortal Wkly Rep 2004 Sep 24;53 Suppl:12-17 [FREE Full text] [Medline: 15717406]


Abbreviations

ICPC: International Classification of Primary Care
IOM: Institute of Medicine
©Monika Alise Johansen, Eva Henriksen, Alexander Horsch, Tibor Schuster, Gro K Rosvold Berntsen. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 03.10.2012. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Using Noninferiority Tests to Evaluate Telemedicine and E-Health Services: Systematic Review

Per Egil Kummervold1,2, PhD; Jan-Are K Johnsen2,3, PhD; Stein Olav Skrøvseth4, PhD; Rolf Wynn2,3, MD, PhD

1Northern Research Institute, Tromsø, Norway
2University of Tromsø, Faculty of Health Sciences, Department of Clinical Medicine, Tromsø, Norway
3University Hospital of North Norway, Division of Addictions and Specialized Psychiatric Services, Tromsø, Norway
4University Hospital of North Norway, Norwegian Centre for Integrated Care and Telemedicine, Tromsø, Norway

Corresponding Author:
Per Egil Kummervold, PhD
Northern Research Institute
Postboks 6434 Forskningsparken
Tromsø, 9294
Norway
Phone: 47 41435795
Fax: 47 77629401
Email: peregil@norut.no

Abstract

Background: An increasing number of studies within the field of telemedicine and e-health are designed as noninferiority studies, aiming to show that the telemedicine/e-health solution is not inferior to the traditional way of treating patients.

Objective: The objective is to review and sum up the status of noninferiority studies within this field, describing advantages and pitfalls of this approach.

Methods: PubMed was searched according to defined criteria, and 16 relevant articles were identified from the period 2008-June 2011.

Results: Most of the studies were related to the fields of psychiatry and emergency medicine, and most were published in journals relating to these fields or in general scientific or general medicine journals. All the studies claimed to be noninferiority studies, but 7 out of 16 tested for statistical differences as a proxy of noninferiority.

Conclusions: The methodological quality of the studies varied. We discuss optimal procedures for future noninferiority studies within the field of telemedicine and e-health and situations in which this approach is most appropriate.

Introduction

In the field of telemedicine and e-health, there is often a need to demonstrate that a new solution/application is equal in quality or efficacy of treatment to the traditional or established way of treating patients. Demonstrating superiority of the new solution in terms of quality or efficacy of treatment is not always necessary, as the telemedicine/e-health solution/application may have other types of advantages, including saved travel time or saved costs. Testing that the new solution is not inferior to a traditional counterpart may therefore seem to be sufficient in many cases. As would be expected from this line of reasoning, there has been an increase in published studies within the field of telemedicine and e-health, using a noninferiority design, ie, studies that aim to show that the new telemedical solution is not of a lower quality than the established way of treating patients.

In the present study, we performed a systematic review of the published literature and found 16 studies [1-16] within the field of telemedicine and e-health as commonly defined: “E-health is an emerging field in the intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the Internet and related technologies” [17] and claiming to use noninferiority tests. We assessed the current status of the field and the strengths and weaknesses of the published studies.
The review aims to follow the criteria outlined in the PRISMA statement [18], but not all points are relevant since this is not a meta-analysis.

**Why is a Failed Test of Superiority not the Same as Noninferiority?**

A good starting point for understanding what an insignificant result really means is by considering the famous quote by astronomer Carl Sagan: “Absence of evidence is not evidence of absence” [19].

Consider an experiment where we evaluate a video-based telemedicine service called T. We have decided to test whether this service is superior to a traditional clinical treatment called C. For simplicity we are looking at one single aspect, the patient’s blood sugar levels.

We do a single sided t test of the mean blood sugar levels to check if T is superior to C, but we end up with a P value higher than .05. In other words, we have an insignificant result. Unfortunately, from a statistical point of view, this is nothing more than a failed test of superiority. It is not evidence that superiority does not exist. The only thing we are certain about is that our test was unable to prove any superiority.

The easiest way to understand this is that by reducing the number of participants, we are much more likely to get an insignificant result. It should be fairly obvious that a reduction in the number of participants is not making the groups more equal. It will result only in a study of lower quality and that is less able to detect if the new service is superior.

Including more persons in the trial will increase the chance of detecting superiority (if it exists). However, whenever we end up with an insignificant result, we are still facing Sagan’s observation that the absence of evidence is not evidence of absence.

If the ultimate goal is to prove that service T is not inferior to service C, the only way of approaching this is to first define what we mean by “inferior”. Note that “inferiority” is an empirical definition. When comparing two groups in medical trials, we never end up with exactly the same results, and what margins we define should be based on clinical considerations of what are meaningful margins, not upon our ability to measure them.

In noninferiority trials, we therefore first define that a margin (M) below C is to be considered as noninferior. How to set this margin is discussed in “Methods”. We then go on to test if T really is superior to this margin.

**Methods**

**Statistical Considerations**

Testing for equivalence has become an essential statistical tool in the process of securing approval for new generic drugs [20]. Equivalence testing makes it possible to show that the generic drug is no different from the drug it is going to replace, without having to compare the new drug directly to placebo. Technically, a noninferiority test is nothing other than a one-sided equivalence test, requiring fewer participants to obtain the same power.

As described in the Introduction, there are multiple reasons a failed test of superiority is insufficient for concluding noninferiority, among them is sample that’s too small (ie, lack of power) or that the study is not able to detect a real world difference (ie, lack of assay sensitivity).

In order to demonstrate noninferiority, we need to define a margin for when the test group is worse than the control group. We call this the noninferiority margin and let M represent this value. If we let T represent the efficacy of the new test service and C represent the efficacy of the control, noninferiority can be expressed as: C − T < M. This is the alternate hypothesis in a noninferiority trial. The corresponding null hypothesis will be $H_0: C − T \geq M$ [21]. According to the CONSORT statement, a recommended way of performing a noninferiority test is constructing a two-sided 90% confidence interval (since $\alpha$ in principle may be different from 5%, the precise definition of the CI is $1-2\alpha$), and if the upper limit of the interval is less than M, the null hypothesis is rejected, ie, noninferiority is considered proven [22].

Setting the margin (M) must be done at the start of the trial, and in a clinical trial it should be related to what experts find clinically relevant. Wellek [20] stresses that the setting of M must be done after careful consideration in every project but mentions that everyday experience indicates that most people would consider a difference between C and T of 10% (strict) and 20% (liberal) to be of the same magnitude. This is also similar to what the FDA suggests as the threshold for establishing bioequivalence [23].

However, not only the difference between C and T is relevant for setting M. The margin must also be set in a way that a certain amount of the real effect of the active control over nontreatment/placebo (C-P) is conserved. Within biomedicine, it is discussed how small M could be in relation to C-P, and values ranging from 50-80% have been mentioned [21,24]. Setting M too small could lead to proving that the trial (T) is noninferior to the control (C), while at the same time not being clinically superior to nontreatment (P).

In an ordinary trial, a significant result does automatically prove the ability to detect a difference—typically called the trial’s assay sensitivity. A noninferiority trial does not have built-in assay sensitivity. Even if we get a significant result proving $C − T < M$, it is not proven that the two treatments have an effect. In fact, in a situation where our tools did not detect anything, we would also end up with $C − T < M$. In cases where it is impossible to include a placebo, assay sensitivity must be established drawing on historical data.

Summing up, the following factors are essential in noninferiority trials:

1. Finding a clinical relevant definition of M. M should be independent of factors like variance and sample size. While some have suggested that M could be in the range of 10-20% of C, this needs to be set individually for each project and must
be done before the trial. It is not an error to clinically decide that $M$ should be lower.

2. Making sure that $M$ conserves the main effect between the active control and nontreatment. Values of $M$ should be at least 50% of C-P.

3. Assuring assay sensitivity, either by including a placebo or by drawing on historical data.

Whether it is possible to find a formal determination of $M$ and whether it is possible to prove assay sensitivity using historical data are both questions that are still discussed vigorously among statisticians [25].

Search Strategy and Selection

The inclusion criteria are English-language articles that apply accepted definitions of telemedicine or e-health [17] and that use noninferiority tests as part of their methodology. The search terms are meant to reflect these criteria. A search in PubMed found 36 articles meeting the search criteria, which are given in Table 1.

Specific technological channels were included (eg, videoconference, Internet) in order to include articles within an intersection of fields that is not clearly defined as telemedicine or e-health in the article’s title or abstract. After the search, articles were manually scanned to exclude articles not fulfilling the inclusion criteria. Eighteen articles were excluded because they were clearly unrelated to telemedicine or e-health (in most cases this was caused by abstracts with the words “video” or “Internet”). One additional article was excluded because the main article was available only in Japanese, and another article was excluded since it referred to other noninferiority trials only in the abstract. This left 16 articles for further analysis (Table 2). The strategy is outlined in Figure 1.

Of the included articles, three were from 2008, three from 2009, five from 2010, and five from 2011 (until June 2011). No articles meeting the inclusion criteria were published prior to 2008.

- Records identified (N=36)
- Records screened (N=36)
- Full articles assessed for eligibility (N=18)
- Studies included in full analysis (N=16)
- Records excluded: Non-telemedicine/eHealth (N=18)
- Records excluded: Full article only in Japanese (N=1)
  Only mentions another noninferiority article in abstract (N=1)
Review Process
In the review of the articles, two reviewers (Authors 1 and 2) identified how the noninferiority margin was set and the reason that was provided for setting it. They also noted whether an actual noninferiority test was performed or if it was a test for difference. Finally, they registered how assay sensitivity was assured.

Results
Six of the included articles dealt with matters related to psychiatric treatment (post-traumatic stress disorder, generalized anxiety disorder, depression), four of the articles dealt with medical procedures particularly relevant to emergency medicine (vascular access, defibrillation, advanced life support), one was within the field of urology, one within rehabilitation after surgery, one within endocrinology, one within hematology, and two within medical communication studies. With regard to where the papers were published, only one was published in a telemedicine journal, five were published in emergency medicine journals, two in a psychiatric journal, one in an orthopedic surgery journal, one in an endocrinology journal, and six in general scientific or general medical journals.

The Setting the Noninferiority Margin
Various ways of defining the inferiority margin were used in the 16 articles reviewed (Table 2). In two articles [2,6], the inferiority margin was set to of 10% deviance from the main effect. In four articles [5,8,9,14], it was related to absolute values on validated questionnaires. In one of these articles [5], Cohen’s $d = 0.5$ was used for setting the inferiority margin for some of the measures. Cohen’s $d$ was also used in another article [3], but here the margin was set to 0.2.

In one article [1], the margin was defined as 0.15SD. Another article [10] defined the noninferiority margin as a 10 percentage points difference between the proportions in the two groups.

Two studies referred to the lower bound of the confidence interval for the scores of the reference group. One of them [16] used the 90% confidence interval; the other [4] used a 95% confidence interval. In one article [11], the inferiority margin was set to RR = 0.95.

In the four remaining studies [7,12,13,15], the authors made no attempt to set an inferiority margin.

Reasons Given for Setting a Specific Margin
Five articles [2,5,8,9,14] referred to expert consultations or clinical relevance as the main source for setting the margin, while two of them [2,9] also stated that this value was similar to the value set in prior studies.

In one article [6], it was argued that 10% is a typical value in medical trials. One article [1] stated that setting of the noninferiority margin was guided by Cohen’s [26] conventional criterion for small, medium, and large effect sizes. One article [3] simply stated that the margin was defined as being relevant, while four articles [4,10,11,16] did not provide a reason.

In the remaining articles [7,12,13,15], the authors did not set a specific margin.

Testing for Inferiority
Another question is whether a noninferiority test was actually performed, ie, that it was tested that the target effect was larger than the noninferiority margin. This could be accomplished either by checking whether the entire confidence interval for the means difference was above the noninferiority margin or by calculating a $P$ value.

Nine of the articles [1,3,5,6,8,11-14] involved tests for noninferiority against the noninferiority margin. All except [3] found a significant result.

Seven of the articles [2,4,7,12,13,15,16] tested for differences instead. When this did not provide a significant result, they claimed noninferiority.

Ensuring Assay Sensitivity
Four of the studies [2,13-15] had a pre-post design and were able to detect a significant difference between the start and end scores. This means that the studies had assay sensitivity. In some studies [1,5,6,9,16], one of several previously validated questionnaires was used—Patient Assessment of Communication during Telemedicine (PACT) [1], Liebowitz Social Anxiety Scale (LSAS) [5], Rapid HIV Pretest Information Comprehension [6], Clinician Administered PSTS Scale (CAPS) [7], State Trait Anger Expression Inventory-2 (STAXI-2) [8], Clinician Administered PSTS Scale (CAPS) [9], Novaco Anger Scale total score (NAS-T) [9], and AHA PALS Core Case Testing Checklist [16]. Since these questionnaires had previously shown significant results, it might be argued that this ensures assay sensitivity. It can be argued that [4] is in the same category, since measuring number of days in the therapeutic range is typically used when evaluating anticoagulants in other studies.

In [3], the authors included a noninferiority test but did not get a significant result. A difference test would show a significantly worse outcome for the treatment group, and the study does therefore, albeit indirectly, have assay sensitivity. In [10-12], we were not able to identify attempts at proving assay sensitivity.
Table 2. Articles included in review.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Margin</th>
<th>Reasoning</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agha et al, 2009 [1]</td>
<td>0.15 SD</td>
<td>Guided by Cohen</td>
<td>Noninferiority</td>
</tr>
<tr>
<td>Chenkin et al, 2008 [2]</td>
<td>10% from mean</td>
<td>Clinically + prior studies</td>
<td>Difference</td>
</tr>
<tr>
<td>de Vries et al, 2010 [3]</td>
<td>Cohen’s $d = 0.2$</td>
<td>Defined</td>
<td>Noninferiority</td>
</tr>
<tr>
<td>Hedman et al, 2011 [5]</td>
<td>Absolute value + Cohen’s $d = 0.5$</td>
<td>Clinically + prior studies</td>
<td>Noninferiority</td>
</tr>
<tr>
<td>Merchant et al, 2009 [6]</td>
<td>10% from mean</td>
<td>Typical in medical trials</td>
<td>Noninferiority</td>
</tr>
<tr>
<td>Mpotos et al, 2011 [10]</td>
<td>10 percentage points difference in proportions</td>
<td>No reason given</td>
<td>Noninferiority</td>
</tr>
<tr>
<td>Munger et al, 2008 [11]</td>
<td>RR=0.95</td>
<td>No reason given</td>
<td>Noninferiority</td>
</tr>
<tr>
<td>Weeks &amp; Molsberry, 2008 [16]</td>
<td>Lower bound 90% CI</td>
<td>No reason given</td>
<td>Difference</td>
</tr>
</tbody>
</table>

Discussion

As the results show, there are considerable variations in the way the noninferiority trials are performed. The 16 included articles should encompass the majority of the studies that claim to be noninferiority trials within the field of telemedicine and e-health, but a few that have not been indexed in PubMed might have been missed. While the study method seems to be growing in popularity, it is still in its infancy. Most current use of noninferiority trials is within biomedicine, and there are, as we have shown, only a few examples of use within telemedicine and e-health. While noninferiority trials within biomedicine can serve as an inspiration, differences between the fields make it difficult to copy the approaches used in biomedical trials. Below, we discuss some of the central elements of noninferiority trials and how they can be applied to studies within telemedicine and e-health.

Setting the Margin

To prove that something is equal, or not inferior, we need to define what we mean by equality or noninferiority. This is mainly a clinical issue that primarily should be assessed by experts within the field. Some very rough guidelines have been referred to, and values within 10-20% appear to be considered fairly equal in the literature. What is clinically relevant cannot be decided by this value alone. In some cases, a 10% difference can have enormous impact, while in other cases this value is clinically irrelevant. Only five of the articles included in our review referred to the concept of clinical relevance.

There are other guidelines stating that the margin should be set so that a majority of the effect between the control (C) and the nontreatment (P) should be preserved. In trials where the nontreatment group is not included, the researcher will have to estimate the effect of C-P based on previous trials. This is not a luxury that many telemedicine/e-health trials have.

Proving Noninferiority

When performing a traditional hypothesis test, a $P$ value higher than the significance level does not provide evidence that the null hypothesis is true. It simply means that the evidence is not strong enough to reject the null hypothesis with sufficient confidence. Indeed, it is possible that a study that results in a $P$ value above the significance level will be a positive contribution to a future meta-analysis in proving that there is a difference. The most surprising result of our review is that almost half (7 of 16) of the articles seem to disregard this fact. They actually performed tests of difference, and their main argument for noninferiority was that the difference test gave an insignificant result.

Assay Sensitivity

One of the main driving forces in the popularity of noninferiority and equality testing within biomedicine is that it enables doing evidence-based medicine without including a nontreatment group. In some cases it might be ethically unacceptable to introduce a placebo. In other cases, this is primarily a question of cost saving. It might be fair to say that the increasing use of noninferiority and equality testing is related to the growth of so-called explanatory or pragmatic trials, where the main question is not whether a treatment is effective but whether the treatment is worthwhile using in a clinical setting [27,28].

Ideally, assay sensitivity should be proven by a previous trial or a meta-analysis of multiple previous trials. It is difficult to replicate studies in this fashion within the field of telemedicine/e-health, and none of the studies examined in our review did this. However, 7 of the 16 studies did use previously...
validated questionnaires, an alternative that in many cases actually may be sufficient.

There were also four studies that included a placebo/no treatment. For simply proving assay sensitivity, this is definitely sufficient. It is, however, a bit contrary to the original purpose of equality and noninferiority tests, which is to be able to do without a placebo/no treatment group.

The review did also identify three studies where there were no explicit indications in the articles that assay sensitivity had been established. The authors might, however, have carried out such procedures without reporting it.

**Recommendations**

As the analysis shows, the fundamentals of noninferiority testing can be daunting to use in practice, especially for authors that are new to this type of analysis. We recommend that authors pay close attention to the extended CONSORT guidelines for noninferiority testing to the extent that they are applicable for the study in question [22]. We believe that one of the articles by Morland et al [8] provides a good example of how a noninferiority article can be performed and reported. Morland et al [9] also provide a more detailed methodological discussion concerning noninferiority trial design.

Performing a noninferiority study requires, as with any choice of statistical analysis, strict adherence to protocol to avoid fishing for positive results, which will dramatically affect the probability of type II errors. In particular, the noninferiority margin must be set before the study starts. Setting the margin after investigating the data means the investigator essentially can obtain any result wanted. Similarly, if an investigator performs a standard superiority trial and finds a nonsignificant result, the study should never be transformed into a noninferiority study. The intent of determining noninferiority must be clear from the outset.

When there is sparse evidence for assay sensitivity, such as if there are few studies to base the analysis on, noninferiority testing may not be the best option. Assay sensitivity is essential for doing a proper noninferiority study since without it, the study could end up proving that the intervention is no worse than doing nothing (ie, does no harm). In such settings, it should be considered if another type of design is more appropriate, eg, an economic evaluation.

**Conclusions**

Noninferiority testing clearly has a place within telemedicine and e-health. It is, however, always a much more daunting task to prove that something (like a difference) does not exist than to prove that it does exist. As we have discussed in our review, noninferiority trials are not a magic shortcut to solving this fundamental challenge.

While several of the trials included in this review are of a high quality, the review also brings to light an apparent lack of awareness of the pitfalls of performing noninferiority trials. We recommend more stringent adherence to the basic principles of noninferiority testing. We have discussed some points that should be given specific attention, including the importance of not mistaking a failed difference test for proof of noninferiority and the importance of setting a clinically relevant noninferiority margin.
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Abstract

Background: We conducted in two parts a systematic review of randomized controlled trials (RCTs) on electronic symptom reporting between patients and providers to improve health care service quality. Part 1 reviewed the typology of patient groups, health service innovations, and research targets. Four innovation categories were identified: consultation support, monitoring with clinician support, self-management with clinician support, and therapy.

Objective: To assess the methodological quality of the RCTs, and summarize effects and benefits from the methodologically best studies.

Methods: We searched Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore for original studies presented in English-language articles between 1990 and November 2011. Risk of bias and feasibility were judged according to the Cochrane recommendation, and theoretical evidence and preclinical testing were evaluated according to the Framework for Design and Evaluation of Complex Interventions to Improve Health. Three authors assessed the risk of bias and two authors extracted the effect data independently. Disagreement regarding bias assessment, extraction, and interpretation of results were resolved by consensus discussions.

Results: Of 642 records identified, we included 32 articles representing 29 studies. No articles fulfilled all quality requirements. All interventions were feasible to implement in a real-life setting, and theoretical evidence was provided for almost all studies. However, preclinical testing was reported in only a third of the articles. We judged three-quarters of the articles to have low risk for random sequence allocation and approximately half of the articles to have low risk for the following biases: allocation concealment, incomplete outcome data, and selective reporting. Slightly more than one fifth of the articles were judged as low risk for blinding of outcome assessment. Only 1 article had low risk of bias for blinding of participants and personnel. We excluded 12 articles showing high risk or unclear risk for both selective reporting and blinding of outcome assessment from the effect assessment. The authors’ hypothesis was confirmed for 13 (65%) of the 20 remaining articles. Articles on self-management support were of higher quality, allowing us to assess effects in a larger proportion of studies. All except one self-management interventions were equally effective to or better than the control option. The self-management articles document substantial benefits for patients, and partly also for health professionals and the health care system.
Conclusion: Electronic symptom reporting between patients and providers is an exciting area of development for health services. However, the research generally is of low quality. The field would benefit from increased focus on methods for conducting and reporting RCTs. It appears particularly important to improve blinding of outcome assessment and to precisely define primary outcomes to avoid selective reporting. Supporting self-management seems to be especially promising, but consultation support also shows encouraging results.


KEYWORDS
Electronic symptom reporting; physician-patient relationship; patient participation; shared decision making; review; consultation; monitoring; self-management; bias

Introduction

This paper presents the second part of a comprehensive review of randomized controlled trials (RCTs) focusing on electronic communication between patient and provider to improve health care service quality. This patient-provider partnership is defined by patients or parents reporting symptoms or health information electronically [1]. The patient reports to health care personnel, an institution, or a system, where the receiver processes and interprets the data and provides feedback to the patient [1]. The general purpose is improved health care service quality and efficiency, for example, by improving or avoiding a consultation [1].

Part 1 of this review identified the following typology of the field in terms of [2] patient groups, health service innovations, and research targets:

- Five specific patient groups mainly based on the International Classification of Primary Care (ICPC) definitions [3]: cancer, respiratory and lung diseases, cardiovascular diseases, psychiatry, and diabetes.
- Four health service innovation categories: consultation support, monitoring with clinician support, self-management with clinician support, and therapy.
- Research targets: consultation support studies primarily aimed to improve patient-centered care and secondarily to provide health benefits. Monitoring studies focused on health benefits, patient-centeredness outcomes, and reduced health care costs. Self-management studies mainly aimed for health benefits and secondarily patient-centered outcomes.

This part of the review looked into the methodological quality on the RCTs, and summarized effects and benefits of electronic symptom reporting of the methodologically best RCTs.

Effects and Benefits of Electronic Symptom Reporting

It is possible to achieve effects of electronic symptom reporting at the health care professional, health care system, and patient levels.

At the health care professional level, electronic symptom reporting might support the diagnostic process, and thus also make better use of the health professional’s time. Determining the patient’s main problem or concern is often demanding for the physician [4]. The way in which patients present their problems, and the sequence, importance, and severity of symptoms influence the physician’s interpretation. Likewise, studies of interview styles show that physicians elicit only about 50% of the medical information considered important in a consultation [5]. Health care professionals may also be challenged by patients’ difficulties in correctly remembering symptom levels beyond the past several days [6] and older patients’ omission of many symptoms [7] during a consultation. On the other hand, we know that people in general report a higher number of and more serious symptoms when using computer-mediated communication than in face-to-face encounters or phone conversations [8] (p. 28-29).

At the health care system level, time and money might be saved [9]. Trials of electronic symptom reporting suggest that it may be possible to substitute about one-third or more of face-to-face consultations in primary care settings [10,11]. It is probably also possible to reduce the number of consultations in specialist care. Internationally, up to 24% of surgeries are cancelled the same day as they are scheduled [12-14], which is a major expense for health care systems [13]. Patient information might be outdated, inadequate, or even wrong at the time of surgery [15,16], and nearly half of the cancellations could have been avoided with an adequate patient information review and update [13].

At the patient level, it is possible to improve documentation of key variables that affect service quality and safety [17]. Patients embrace the idea of reporting symptoms electronically before their visit to the doctor [18-21] and believe it will improve the quality of care and effectiveness during the encounter [19,20]. Wald et al demonstrated that 70% of 2027 patients actually submitted symptom information before consultation, and that patients felt more prepared for the visit and that their provider had more accurate information about them [22]. These findings give rise to the assumption that electronic symptom reporting might be a useful tool to strengthen patient empowerment. Patients who report symptoms electronically prior to a consultation are given a chance to convey their problems in a less-stressful situation. This may result in patients having a preformed clear and concise understanding of their own clinical problems, while at the same time it provides updated patient information and documentation that can be saved in the electronic patient record. This may improve the diagnostic process and result in better patient management and care planning.

However, our preliminary screening found that studies in the field typically are small in terms of number of patients involved and are best described as feasibility studies [1]. Many of the studies focused on technologies rather than health effects, and
most of them seem to have been underpowered to document clinical effects or specific benefits for health care professionals, health care systems, or patients [1]. No systematic review has yet addressed this topic, to the best of our knowledge, which makes it difficult for innovators and researchers to assess which of these choices are most promising and have the strongest potential for development on a larger scale.

**Methodological Quality**

We wanted to limit our work to the most mature stage of a complex intervention before implementation, the RCTs [23,24]. Unfortunately, the overall quality of RCT reporting is not always satisfactory [25]. Studies of low methodological quality typically tend to report better treatment effects than do studies of high quality [26-28]. Despite the development of guidelines to improve RCT reporting [29], it is still necessary to assess the methodological quality of RCTs, in our case for studies on electronic symptom reporting.

**Objectives**

The overall aim of this review was to systematically assemble the knowledge gained from RCTs focusing on electronic communication between patient and provider to improve health care service quality.

The objective for this second part of the review was to (1) assess the methodological quality of the RCTs identified in the first part of the review, and (2) summarize effects and benefits of electronic symptom reporting from data published in the methodologically best RCT articles. The benefits will be presented with regard to patients, health care professionals, and health care systems.

**Methods**

The review in general followed the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) recommendations [30]. To further improve the quality, we consulted the Cochrane handbook [31] for data extraction and assessment of methodological quality. The group conducting the review has multidisciplinary background, including experience in medical and epidemiological research (GB, AH, TS), RCT methodology and statistics (TS, GB, AH), telemedicine and medical informatics (MAJ, EH, AH, TS), theoretical knowledge of electronic symptom reporting (MAJ, EH), and experience from earlier review work (AH, GB, TS).

**Inclusion and Exclusion Criteria**

We included original RCTs if patients or parents reported recent symptoms or health information electronically, either to clinical health care personnel or to a system, where the receiver processed and interpreted the data for health care purposes and provided feedback. Feedback did not need to be given electronically. The focus was on asynchronous systems that can be established within the health care system. If the control group reported symptoms or health information, this information was not received by the health care professional or system. For a detailed description of the inclusion and exclusion criteria, see part 1 of the review [2].

**Search Methods for Identification of Studies**

We searched Medline, EMBASE, PsycINFO, the Cochrane Central Register of Controlled Trials, and IEEE Xplore to retrieve RCTs about human medicine presented in the English language, published from 1990 to November 2011. For a detailed description of the search methods, see part 1 of the review [2].

**Selection of Studies and Data Extraction**

Studies (abstract and full text) were selected independently by two authors (MAJ and EH), and all disagreements were resolved by consensus discussions. We extracted 84 variables from each included article, guided by the Cochrane data collection checklist [31] (Table 7.3.a in the Cochrane handbook). Variables defined as especially relevant for this specific review were included. Extracted variables focused on the assessment of methodological quality, including evaluation of the risk of bias in the results, and outcome measures and results relevant to electronic symptom reporting. A full presentation of the extracted variables and the citations can be found on the website of the Norwegian Centre for Integrated Care and Telemedicine [32]. A comprehensive description regarding selection of studies and data extraction and management is given in part 1 of the review [2].

**Assessment of Methodological Quality**

We assessed the methodological quality of each article, including risk of bias and three additional variables reflecting feasibility, theoretical evidence, and preclinical testing. Risk of bias was assessed according to Cochrane’s recommended domain-based evaluation, the criteria for judging risk of bias [31] (Table 8.5.d in the Cochrane handbook), and judged as low risk, unclear risk, or high risk.

Theoretical evidence and preclinical testing are both recommended as part of a framework for the design and evaluation of complex interventions to improve health [23,24]. An RCT should rest firmly on both a theoretical foundation and practical testing of how that theory can be applied in a specific context. Without such prior exploration, a nonsignificant finding may result from several causes that have nothing to do with the intervention itself, leading to a wrong conclusion. Thus, we included three additional quality assessment variables, referring to (1) whether implementing the intervention as planned is feasible or likely in a real-life setting [31], (2) theoretical evidence that the intervention might have the desired effects, and (3) preclinical testing, referring to the process of operationalizing theories through pilot trials and feasibility or acceptability testing [23,24].

The “assessment of the overall risk of bias involves consideration of the relative importance of different [bias] domains” and the review author’s judgments “about which domains are most important in the current review” [31] (chapter 8.7). Given the nature of telemedicine and eHealth innovations, blinding of participants and personnel is extremely challenging. We thus did not consider this bias to be crucial to the quality judgment of the articles. As it is difficult to blind participants and personnel in electronic symptom reporting settings, we
attached more importance to the blinding of outcome assessment. This kind of blinding is both possible and realistic to achieve, and might affect the study result. We also considered selective reporting to be important, since it indicates post hoc selection of a subset of the original analyses performed [31] (chapter 8.14.1), while typically omitting the negative analyses answering the original research question. Selective reporting thus causes publication bias, as negative results tend to be left unreported, and spurious random findings are highlighted instead. We considered a low risk of bias for selective reporting and for blinding of outcome assessment to be the best indicators for identification of studies with high methodological quality.

Incomplete outcome data refers both to attrition and to exclusion of participants through as-treated or other subgroup analyses. When assessing selective reporting, we accepted that a primary outcome variable could be represented through a group of well-defined measures, as long as authors reported all measures and time points properly and completely in the results section. On the other hand, we assessed studies as having a high risk for selective reporting if we found any incongruence between the published protocol and the reported primary results, or if the variable used to make power calculations was not part of the reported primary outcome measures. We applied the same logic if the authors’ main conclusions did not rely on previously defined outcome parameters and therefore had to be regarded as limitedly interpretable post hoc findings.

The blinding of outcome assessment risk of bias was judged as high if there was no information indicating involvement of any independent personnel for assessment of outcome other than those performing the intervention. If the patients were the outcome assessors for the primary outcome, and all the patients had access to a common online discussion page, we regarded this as having knowledge about which intervention they and other patients received.

The Cochrane criteria for the unclear risk judgment is primarily defined as “insufficient information to permit judgment of ‘low risk’ or ‘high risk’” [31] (Table 8.5.d in the Cochrane handbook). This means that everything in the unclear category might be of good or bad quality. However, the fact that the author did not report satisfactorily for us to make a judgment is in itself a bias, which is why we combined the high and unclear category in the analysis of the total bias results.

Three of the authors (TS, GB, MAJ) assessed the risk of bias independently. In all cases of disagreement, a discussion took place until consensus was achieved.

Effects of Electronic Symptom Reporting

We agree that it is not acceptable to “present analyses and interpretations based on all studies, ignoring flaws identified during the assessment of risk of bias” [31] (chapter 8.8.1). Thus, we excluded articles found to be at high risk or unclear risk for both selective reporting and blinding of outcome assessors from the subsequent analysis of reported effects.

For all other articles, we extracted the primary outcome and present it in an effect table according to the article’s health service innovation category. Some articles defined more than one outcome variable as their primary outcome. In these cases, we chose the first variable presented in the article’s text to be included in our effect table.

Since only a few of these RCTs had a follow-up after the intervention, we chose the immediate postintervention outcome when extracting effects. We calculated within- and between-group pre- to postintervention differences and report the extracted $P$ value for the between-group difference. Studies were defined as either equivalence studies (authors hypothesized that the study arms would be equivalent in terms of the effect measure) or as superiority studies (authors hypothesized that one arm would be superior to the other or others in terms of the chosen effect measure). If the authors’ hypothesis was confirmed, we classified the study as positive; otherwise it was negative. Two of the authors (MJ and GB) extracted the effect data independently. In case of disagreement regarding what to extract and how to interpret the results, a discussion to reach consensus was reached.

In addition to the primary outcome effects, other extracted results from the articles with acceptable quality are reported for each health service innovation according to who might benefit: patients, health professionals, or the health care system. The reporting makes use of the Institute of Medicine (IOM) definitions stating that health care should be safe, effective in terms of health benefits, patient centered, timely, efficient (reduced time, reduced health care costs for the health system, and resource utilization of the health professional), and equitable [33]. The extracted outcome variables are based on the Cochrane recommendations, in addition to a set of variables that we developed. The cross-link between who benefits, the extracted outcome variables, and the areas of health service quality defined by IOM is presented in Table 1 in part 1 of the review [2].

Results

Main Background Data

Of 642 records identified and 444 abstracts reviewed, 32 articles presenting 29 studies were included [34-65] (see Figure 1 in part 1 [2]). The 32 articles were published from 2002 to 2011, with 24 of them being published in the last 5 years; 27 studies were conducted in Western countries, 12 of these in the United States. All except 2 studies were designed as parallel studies with random allocation of patients. Of the parallel studies, 4 had three arms [38,47,59,61] and the others had two. A total of 2 studies were based on cluster randomization, 1 on randomized primary care practices [63,64], and 1 on clinics [39]. All studies focused on both genders, and the studies included on average 60% females (varying from 37.5% to 93%).

Methodological Quality

Even if we accept that patients and personnel were not blinded, no articles met all the quality requirements, and many articles satisfied few methodological quality criteria (Table 1, low risk or yes). Only 2 of the articles, Bergström et al [60] and Schwarz et al [54], had a low risk for all types of bias except blinding of participants and personnel. However, they did not fulfill the preclinical testing requirements. For 3 of the articles, Boyes et
al [35], Santamore et al [53], and Williams et al [64], we found no types of bias to be at low risk.

All articles had interventions that could be implemented as planned in a real-life setting. Thus, this aspect is not included in Table 1. Theoretical evidence was provided in almost all articles. However, preclinical testing was properly provided for only about a third of the articles.

The quality assessment with regard to random sequence allocation was the bias domain with the best results, with three-quarters of the articles judged to have low risk. For only about half of the articles, the risk of bias for allocation concealment, incomplete outcome data, and selective reporting was judged to be low risk. With regard to selective reporting, 25% of the articles used several primary outcomes, and 28% had not defined or remained unclear regarding the primary outcome (Tables 4-7 in part 1, [2]).

For barely more than one-fifth of the articles, we judged the blinding of outcome assessment bias to be low risk. High risk of bias due to inadequate concealment of the allocated intervention from participants and personnel during the study is very challenging in telemedicine and eHealth research. This was, not surprisingly, achieved for only 1 of the included articles, Yardley et al [56].

**Effects of Electronic Symptom Reporting**

We excluded 12 articles assigned a high risk or unclear risk for both selective reporting and blinding of outcome assessments from the following effect report. We excluded 3 consultation support articles: Berry et al [34], Boyes et al [35], and Stevens et al [39]. We also excluded 8 monitoring articles (representing 6 studies): Chan et al [42], Chan et al [43], Jan et al [45], Kearney et al [41], Lewis et al (quality of life study) [50], Nguyen et al [51], Prabhakaran et al [46], and Santamore et al [53]. Only the secondary analysis of 1 self-management study was excluded (Williams et al [64]).

The reported effects (Table 2, Table 3, Table 4, and Table 5) show that the authors’ hypothesis was confirmed in 13 (65%) of the 20 remaining articles. Interpreting the hypothesis as negative (no) or positive (yes) for primary outcome depended on whether the intervention hypothesis relative to the control condition was stated as equivalent or superior. We considered 4 of the studies to be equivalence studies, in all of which the authors’ hypothesis was confirmed.

**Overall Picture of Evidence**

Multimedia Appendix 1 shows that the 20 RCTs with acceptable quality included a total of 3991 patients (ie, 200 patients on average per study). The average number of patients per RCT per combination of patient group and health innovation category ranged from 40 (chronic obstructive pulmonary disease monitoring) to 886 (diabetes self-management). The average per innovation category is comparable for consultation support (181), monitoring (162), and self-management (249), while it is much smaller for therapy (55). Evidence appears most advanced in the self-management category, with a total of 9 RCTs including more than half of the total number of patients.

**Main Research Focuses and Study Results**

Table 6 gives an overview of the main research focuses and study results for the 20 articles included in the effect review. Study is now equivalent to article, since none of these studies were reported in more than 1 article after exclusion by quality. Self-management appears to be the most promising health service innovation category, since the hypothesis was confirmed for 8 of the 9 studies.

In the monitoring category, 2 of the asthma studies confirmed their hypothesis, while we lack positive results for chronic obstructive pulmonary disease and cardiovascular monitoring. Also, the hypothesis was confirmed in 2 studies on consultation support in the cancer patient group.
Table 1. Judgments of methodological quality in the reviewed randomized controlled trials of electronic symptom reporting.

<table>
<thead>
<tr>
<th>Article</th>
<th>Theoretical evidence/preclinical testing</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger et al [59]</td>
<td>yes/yes</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Bergström et al [60]</td>
<td>yes/unclear</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Berry et al [34]</td>
<td>yes/yes</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Boyes et al [35]</td>
<td>yes/no</td>
<td>○</td>
<td>○</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Carrasco et al [52]</td>
<td>yes/no</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Chan et al [42]</td>
<td>yes/no</td>
<td>+</td>
<td>○</td>
<td>–</td>
<td>○</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Chan et al [43]</td>
<td>yes/yes</td>
<td>+</td>
<td>○</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DeVito Dabbs et al [55]</td>
<td>yes/yes</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Glasgow et al [63]</td>
<td>yes/yes</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>○</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Guendelman et al [44]</td>
<td>yes/yes</td>
<td>○</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Jan et al [45]</td>
<td>yes/no</td>
<td>○</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Kearney et al [41]</td>
<td>yes/yes</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Leveille et al [40]</td>
<td>yes/no</td>
<td>○</td>
<td>○</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lewis et al [49] (hospitalization)</td>
<td>yes/unclear</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>○</td>
<td>–</td>
</tr>
<tr>
<td>Lewis et al [50] (quality of life)</td>
<td>unclear/unclear</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>○</td>
<td>–</td>
</tr>
<tr>
<td>Nguyen et al [58]</td>
<td>yes/yes</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Nguyen et al [51]</td>
<td>yes/no</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Oerlemans et al [62]</td>
<td>yes/no</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Prabhakaran et al [46]</td>
<td>no/no</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Rasmussen et al [47]</td>
<td>yes/no</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>○</td>
<td>+</td>
</tr>
<tr>
<td>Ruland et al [36]</td>
<td>yes/yes</td>
<td>○</td>
<td>○</td>
<td>–</td>
<td>○</td>
<td>○</td>
<td>+</td>
</tr>
<tr>
<td>Ruland et al [37]</td>
<td>yes/yes</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Santamore et al [53]</td>
<td>no/no</td>
<td>○</td>
<td>○</td>
<td>–</td>
<td>–</td>
<td>○</td>
<td>–</td>
</tr>
<tr>
<td>Schwarz et al [54]</td>
<td>yes/no</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Stevens et al [39]</td>
<td>yes/no</td>
<td>+</td>
<td>○</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>van der Meer et al [57]</td>
<td>yes/unclear</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Velikova et al [38]</td>
<td>yes/no</td>
<td>+</td>
<td>○</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Verhake et al [61]</td>
<td>yes/no</td>
<td>+</td>
<td>○</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Wagner et al [65]</td>
<td>yes/no</td>
<td>+</td>
<td>○</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Willems et al [48]</td>
<td>yes/no</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Williams et al [64]</td>
<td>no/no</td>
<td>○</td>
<td>○</td>
<td>–</td>
<td>–</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Yardley et al 2010 [56]</td>
<td>yes/no</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>○</td>
</tr>
</tbody>
</table>

a Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

b + = low risk, ○ = unclear risk, and – = high risk.

c Blinding of participants and personnel is extremely challenging in telemedicine and eHealth innovations. We thus did not consider this bias to be crucial to the quality judgment of the articles.

d We considered a low risk of bias for selective reporting and for blinding of outcome assessment to be the best indicators for identification of studies with high methodological quality.
Table 2. Effects reported in consultation support randomized controlled trials of acceptable quality of electronic symptom reporting, in alphabetic order of first author⁸.

<table>
<thead>
<tr>
<th>Article</th>
<th>Primary outcome</th>
<th>Intervention hypothesis relative to control</th>
<th>Number at randomization⁹</th>
<th>Within-group pre–post change⁹</th>
<th>Between-group pre–post change⁹</th>
<th>Hypothesis confirmed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leveille et al [40]</td>
<td>Number of patients discussing chronic condition with physician during consultation</td>
<td>Superior</td>
<td>120</td>
<td>NA</td>
<td>NA</td>
<td>4.4% P = .37</td>
</tr>
<tr>
<td>Ruland et al [36]</td>
<td>Congruence (weighted) between patients’ pre-consultation-reported health issues and issues discussed in consultation</td>
<td>Superior</td>
<td>25</td>
<td>NA</td>
<td>NA</td>
<td>20.2 NA</td>
</tr>
<tr>
<td>Ruland et al [37]</td>
<td>Number of patients’ symptoms and problems addressed by physicians as documented in inpatients’ records</td>
<td>Superior</td>
<td>70</td>
<td>NA</td>
<td>NA</td>
<td>2.1 NA</td>
</tr>
<tr>
<td>Velikova et al [38]</td>
<td>Health-related quality of life, functional assessment of cancer</td>
<td>Superior</td>
<td>72</td>
<td>NR</td>
<td>NR</td>
<td>–0.02 NR</td>
</tr>
</tbody>
</table>

⁸ Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

⁹ C = control group, I1 = intervention group 1, I2 = intervention group 2.

⁹⁹ P values for difference between groups.

⁹ Not applicable.

⁹ Not reported.
<table>
<thead>
<tr>
<th>Article</th>
<th>Primary outcome</th>
<th>Intervention hypothesis relative to control</th>
<th>Number at randomization</th>
<th>Within-group pre–post change</th>
<th>Hypothesis confirmed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrasco et al [52]</td>
<td>Number of patients exhibiting poor hypertension control</td>
<td>Superior</td>
<td>143 142 NA</td>
<td>64.3% 68.3% NA</td>
<td>~4.0% P = .47</td>
</tr>
<tr>
<td>Guendelman et al [44]</td>
<td>Patients experiencing limitations in activity due to asthma last 14 days</td>
<td>Superior</td>
<td>68 66 NA</td>
<td>25% 35% NA</td>
<td>~9% P = .03</td>
</tr>
<tr>
<td>Lewis et al [49]</td>
<td>Number of hospitalizations</td>
<td>Superior</td>
<td>20 20 NA</td>
<td>~7 ~4 NA</td>
<td>~3 P = .16</td>
</tr>
<tr>
<td>Rasmussen et al [47]</td>
<td>FEV&lt;sub&gt;1&lt;/sub&gt;</td>
<td>Superior</td>
<td>100 100 100</td>
<td>0.004 0.187 0.035</td>
<td>~0.183 P &lt; .001</td>
</tr>
<tr>
<td>Schwarz et al [54]</td>
<td>Mean number of hospital readmissions in group</td>
<td>Superior</td>
<td>51 51 NA</td>
<td>~0.33 ~0.32 NA</td>
<td>~0.01 P = .9</td>
</tr>
<tr>
<td>Willems et al [48]</td>
<td>Asthma-specific quality of life</td>
<td>Superior</td>
<td>54 55 NA</td>
<td>~0.06 ~0.29 NA</td>
<td>0.23 P = .386</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>C</th>
<th>I1</th>
<th>I2</th>
<th>C</th>
<th>I1</th>
<th>I2</th>
<th>C-I1</th>
<th>C-I2</th>
<th>Hypothesis confirmed?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>142</td>
<td></td>
<td></td>
<td>64.3%</td>
<td></td>
<td></td>
<td>~4.0%</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>66</td>
<td></td>
<td></td>
<td>25%</td>
<td></td>
<td></td>
<td>~9%</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td></td>
<td>~7</td>
<td></td>
<td></td>
<td>~3</td>
<td></td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td></td>
<td>0.004</td>
<td></td>
<td></td>
<td>~0.183</td>
<td>P &lt; .001</td>
<td>I1: Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51</td>
<td></td>
<td>~0.33</td>
<td></td>
<td></td>
<td>~0.01</td>
<td>P = .9</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55</td>
<td></td>
<td>~0.06</td>
<td></td>
<td></td>
<td>0.23</td>
<td>P = .386</td>
<td>No</td>
</tr>
</tbody>
</table>

<sup>a</sup> Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

<sup>b</sup> C = control group, I1 = intervention group 1, I2 = intervention group 2.

<sup>c</sup> P values for difference between groups.

<sup>d</sup> Not applicable.

<sup>e</sup> Forced expiratory volume of air in the first second of expiration.
Table 4. Effects reported in self-management with clinical support randomized controlled trials of acceptable quality of electronic symptom reporting, in alphabetic order of first author:

<table>
<thead>
<tr>
<th>Article</th>
<th>Primary outcome</th>
<th>Intervention hypothesis relative to control</th>
<th>Number at randomization</th>
<th>Within-group pre–post change</th>
<th>Between-group pre–post change</th>
<th>Hypothesis confirmed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berger et al [59]</td>
<td>Social Phobia Scale</td>
<td>Equivalence</td>
<td>27</td>
<td>16.2</td>
<td>–0.1, P = .90</td>
<td>Yes</td>
</tr>
<tr>
<td>Bergstrom et al [60]</td>
<td>Panic Disorder Severity Scale</td>
<td>Equivalence</td>
<td>60</td>
<td>NA</td>
<td>NR, P = .95</td>
<td>Yes</td>
</tr>
<tr>
<td>DeVito et al [55]</td>
<td>Perceived self-care agency (in follow-up after surgery)</td>
<td>Superior</td>
<td>17</td>
<td>–15.1</td>
<td>NA, P = .003</td>
<td>Yes</td>
</tr>
<tr>
<td>Glasgow et al [63]</td>
<td>Number of laboratory procedures completed in accordance with national diabetes guidelines</td>
<td>Superior</td>
<td>25/17</td>
<td>–0.09</td>
<td>NA</td>
<td>Yes</td>
</tr>
<tr>
<td>Nguyen et al [58] (dyspnea)</td>
<td>Patients' self-report of dyspnea with activities of daily living, Likert scale</td>
<td>Equivalence</td>
<td>24</td>
<td>–4</td>
<td>NA</td>
<td>Yes</td>
</tr>
<tr>
<td>Oerlemans et al [62]</td>
<td>Cognitive Scale for Functional Bowel disorders</td>
<td>Superior</td>
<td>38</td>
<td>1.84</td>
<td>–7.15, P &gt; .05</td>
<td>No</td>
</tr>
<tr>
<td>van der Meer et al [57]</td>
<td>Asthma-related quality of life</td>
<td>Superior</td>
<td>99</td>
<td>–0.18</td>
<td>–0.56, P &lt; .001</td>
<td>Yes</td>
</tr>
<tr>
<td>Vernmark et al [61]</td>
<td>Symptom reduction: Beck Depression Inventory</td>
<td>Equivalence</td>
<td>29</td>
<td>5.2</td>
<td>–4.7, P = .06</td>
<td>Yes</td>
</tr>
<tr>
<td>Yardley et al [56]</td>
<td>Patient enablement scores, after 4 weeks.</td>
<td>Superior</td>
<td>346</td>
<td>2</td>
<td>–1, P = .03</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(a\) Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

\(b\) C = control group, I1 = intervention group 1, I2 = intervention group 2.

\(c\) \(P\) values for difference between groups.

\(d\) Not applicable.

\(e\) Not reported.

\(f\) Cluster randomized by primary care physicians.

\(g\) 214 replied with regard to patient enablement, 95 in the intervention group, 119 in control.
Table 5. Effects reported in therapy randomized controlled trials of acceptable quality of electronic symptom reporting.a

<table>
<thead>
<tr>
<th>Article</th>
<th>Primary outcome</th>
<th>Intervention hypothesis relative to control</th>
<th>Number at randomization(^b)</th>
<th>Within-group pre–post change(^b)</th>
<th>Between-group pre–post change(^{bc})</th>
<th>Hypothesis confirmed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wagner et al</td>
<td>Intrusion measured by the Impact of Event</td>
<td>Superior</td>
<td>26</td>
<td>NA(^d)</td>
<td>−7.73</td>
<td>NA</td>
</tr>
<tr>
<td>[65]</td>
<td>Scale</td>
<td></td>
<td>29</td>
<td>3.77</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

\(^b\) C = control group, I\(_1\) = intervention group 1, I\(_2\) = intervention group 2.

\(^c\) \(P\) values for difference between groups.

\(^d\) Not applicable.

\(^e\) Authors considered \(P < 0.1\) to be statistically significant.
Table 6. Main research focus and overview of confirmed (+) and not confirmed (−) hypothesis for articles included in effect review of randomized controlled trials of electronic symptom reporting, by health service innovation category and patient group.

<table>
<thead>
<tr>
<th>Patient group</th>
<th>Consultation support</th>
<th>Monitoring with clinical support</th>
<th>Self-management with clinical support</th>
<th>Therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>3 articles (2 excluded): More symptoms identified and discussed [36,37]+, [38]−</td>
<td>0 articles (1 excluded)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory and lung diseases: asthma</td>
<td>3 articles (4 excluded): Improved asthma outcome (symptoms or quality of life): Children: [44]+ Adults: [47]+ Both: [48]−</td>
<td></td>
<td>1 article: Improved asthma-related quality of life [57]+</td>
<td></td>
</tr>
<tr>
<td>Respiratory and lung diseases: COPD[b]</td>
<td>1 article (2 excluded): Reduced health care use [49]−</td>
<td></td>
<td>1 article: Reduced dyspnea [58]+[c]</td>
<td></td>
</tr>
<tr>
<td>Respiratory and lung diseases: other</td>
<td>2 articles: Maximized lung transplant-related health outcomes [55]+ Self-care in management of minor respiratory symptoms [56]−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>2 articles (1 excluded): Improved hypertension [52]− Reduced health care use and costs [54]−</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatry</td>
<td>0 articles (1 excluded)</td>
<td></td>
<td>4 articles: Symptom reduction for (1) social phobia [59]+[c], (2) depression [61]+[c] More effective cognitive behavior therapy for patients with (1) panic disorder [60]+[c], (2) irritable bowel syndrome [62]−</td>
<td>1 article: More effective cognitive behavioral therapy for bereaved people with complicated grief [65]+</td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
<td>1 article (1 excluded) Quality of care [63]+</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>1 article: More symptoms identified and discussed [40]−</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Number of articles excluded due to low quality 3 8 1 0

[a] Articles were identified in a comprehensive search in Medline, EMBASE, PsycINFO, Cochrane Central Register of Controlled Trials, and IEEE Xplore from 1990 to November 2011, and were published in the time period 2002–2011.

[b] Chronic obstructive pulmonary disease.

[c] Hypothesis was to demonstrate equivalence between intervention and control.

Effects in Consultation Support

The outcomes were categorized by IOM’s quality domains [33]. In the consultation support category, all studies provided patient-centered care, ensuring that patient-reported symptoms guided the clinical decisions. Except for the study where nurses coached patients [40], symptom reporting was generally conducted while the patient was present at the clinic, and a summary of the reported symptoms was made available to the physician [36-38]. These summaries were found effective in...
identifying and prompting discussion of troublesome symptoms, which made it possible to focus the conversation on issues relevant to the patient’s problems [36-38].

The electronic symptom reporting systems also showed positive outcomes for patient symptom distress [37], symptom management [37], and health-related quality of life [38]. Patients supported the gathering of symptom information by computerized survey [36,40] and spent a median of 9 minutes reporting [36].

Most clinicians found the summaries useful for identifying problems and providing communication [38], which reduced the need for symptom management support [37]. Benefits for the health care system were mainly that visit duration was similar with and without use of the summaries [38].

The one trial with patient coaching [40] did not show benefits for patients or health professionals regarding detection of symptoms and quality of life, but patients in the intervention group reported that they received significantly more advice about their health and referrals to specialist.

**Effects in Monitoring With Clinical Support**

Only 2 monitoring studies reported benefits for patients, while nearly no benefits for the health system and none for the health professionals were reported. The 2 studies identifying health benefits for the patient focused on asthma outcomes for children [44] and adults [47] respectively. Both studies included a strong self-management element. For the latter study, some side effects for the health care system and patient need to be resolved [47].

All the studies, except 1, that aimed to demonstrate reduced health care costs belong to the monitoring group. However, with one exception, no health care costs or health care system benefits were identified: there was no improvement in total number of home care services or informal social support [54], number of consultations [52], occurrence of emergency room visits [44], hospital or specialist team use [49], number of hospital admissions [44,52,54], or mean costs per patient [66]. However, primary care contacts were reduced for patients with chronic obstructive pulmonary disease [49].

**Effects in Self-management**

Articles on self-management support were of higher quality, allowing a larger proportion of studies to be assessed with respect to effects. All self-management interventions were found equally effective to or better than the control option, with only one exception [62]. Substantial benefits for patients, and partly also for health professionals and health care systems, have been documented in this area.

Patient health benefits were reported for follow-up after lung transplantation [55], improved asthma-related quality of life [57], and reduced dyspnea associated with chronic obstructive pulmonary disease [58]. Patient-centered aspects of diabetes care [63], improved level of enablement through Web-based decision support of minor symptoms [56], and satisfaction [56,58] were also documented. Patient health benefits were documented in the psychiatry category for Internet-delivered treatment for social phobia [59], panic disorder [60], major depression [61], and partly for irritable bowel syndrome, with respect to catastrophizing thoughts [62]. Patients also reported a high level of satisfaction [59].

For health professionals, resource utilization was reported. There was some reduction in the number of physician consultations, due to increased asthma control [57] and when patients used the Web-based decision support system providing tailored advice for minor respiratory symptoms [56]. Regarding the latter study, it is important to take into account that the control group used a webpage consisting of advice previously shown to be effective in reducing the number of consultations [56]. In addition, the Internet-delivered treatment of panic disorder used considerably less therapist time than the cognitive behavioral therapy group treatment [60]. However, therapist time for email therapy for major depression was almost 10 times longer than time for guided self-help [61].

At the health care system level, health care cost benefits were analyzed and reported for Internet treatment of panic disorder, which was nearly 4 times cheaper than group treatment [60].

**Effects in Therapy**

Patients receiving email therapy for complicated grief improved significantly relative to participants in the waiting list condition, and were quite satisfied with the treatment [65]. Only 20% missed face-to-face contact with a therapist, and 85% had positive attitudes toward being treated via the Internet instead of face-to-face [65].

**Discussion**

Results are discussed with respect to methodological quality of the included RCTs and the effects and benefits gained from electronic symptom reporting between patient and health care provider.

**Principal Findings on Methodological Quality and Effects or Benefits**

Overall, the research field appears to be characterized by a comparably large number of low-quality articles that have serious methodological drawbacks.

In total 25% of the articles had multiple primary outcomes, and 28% had not defined or remained unclear regarding the primary outcome.

We extracted effect data only from articles with acceptable quality, which represented 62.5% of all included articles. About half of the articles in the consultation support and monitoring categories were excluded due to low quality, whereas only 1 of the 10 articles on self-management had to be excluded (1 of 2 articles describing the same study). The study hypotheses were confirmed in 13 of the 20 remaining articles. The hypotheses were confirmed in all 4 equivalence studies.

Overall, articles on self-management support were of a higher quality, allowing a larger proportion of studies to be assessed with respect to effects. All the self-management interventions were equally effective to or better than the control option, with one exception [62]. Substantial benefits for patients, and partly also for health professionals and the health care system, have been documented in this area.
In the monitoring trials, health benefits were identified for asthmatic children [44] and adults [47]. Both of these interventions included self-management elements with computer-tailored feedback. Of the 6 monitoring studies, 5 also addressed health care costs, but with one small exception, no cost benefits were identified.

The cancer studies in consultation support are encouraging, since it was found to provide patient-centered care, ensuring that patient-reported symptoms guided the clinical decisions.

Interpretation of Results
According to our requirements, seven of eight quality criteria should be fulfilled for a study to be considered methodologically correct (accepting that patients and personnel are not blinded). Unfortunately, none of the included articles received positive scores on all criteria, and many articles met just few of them. This lack of adequate methodology negatively affects the overall quality of the RCTs, as pointed out in other studies and reviews [25-27,67,68].

A total of 9 studies had an unclear primary outcome description [2], and all of these studies were excluded from the review of intervention effects due to low quality. Therefore, it is obvious that the field would benefit from a better definition of primary outcome to raise study quality in general, and to avoid selective reporting in particular.

Of the 9 studies with unclear primary outcome and excluded due to low quality, 6 belong to the monitoring category. None of the self-management studies were excluded (only a secondary analysis article where the primary analysis article still is included), which may reflect that this area is more mature. Self-management has already proven to be quite efficient for many long-term diseases [69,70], including psychiatric conditions [71], and various Internet-based setups for self-management have already been used and evaluated for many years.

The heterogeneity in intervention and research targets limits the possibilities to draw reliable conclusions with respect to the effects. Furthermore, designing, conducting, and reporting high-quality RCTs in this field in general is a great challenge, as they have to deal with complex interventions. The complex interventions include several components acting both independently and interdependently [23], and are thus difficult to analyze. If the result is negative, it is hard to judge whether this is because the trial was inadequately developed or applied, or applied in an inappropriate context, or used an inappropriate study design, especially regarding control groups and outcomes [23]. On the other hand, if the result is positive, there is no guarantee that the results can be generalized to a different context [23], not even within the same patient group. For example, in the study of Rasmussen et al where the “study showed that its use resulted in closer monitoring, immediate feedback, adequate medication, and better compliance and that all these initiatives together produced better asthma control” [47], it might be a challenge to judge how the different components affected each other, and how one can repeat the study expecting to obtain the same positive effect. This implies that even implementing an innovation that has been demonstrated to provide a positive effect requires attention and examination of the effects, rate of uptake, intervention stability, and so on [24]. To improve the uptake and impact of technologies in medical care, a holistic framework based on existing eHealth frameworks has recently been suggested [72]. This approach is aware of the existing interdependencies between technology, human characteristics, and the socioeconomic environment, and may be useful for innovating health care, also in future implementations [72]. Another possible next step in the quality assessment process of evaluating possible health service innovations is to use the Model for Assessment of Telemedicine as a guide. This model assists decision makers, before bringing services into everyday use, in predicting medical, social, economic, and ethical issues related to use of the service [73].

Limitations and Strengths of the Review
An important strength of this review is that the methodological quality assessment was based on Cochrane’s recommended domain-based evaluation for assessment of risk of bias [31], in addition to including three not commonly used quality assessment variables. These variables focus on the feasibility [31] and the theoretical basis for evaluation of complex interventions such as theoretical evidence and preclinical testing recommended by the Framework for Design and Evaluation of Complex Interventions to Improve Health [23,24]. Another important strength is that the risk of bias assessment was conducted by three independent researchers, spending several working days on consensus discussions. A third strength is that effect variables were extracted by two independent persons. A fourth strength is that we followed Cochrane’s recommendations for identifying the types of bias that are most important for the review. A fifth strength is that we took into account the Cochrane warning not to present effects for all studies, and in this way took seriously the flaws identified during the methodology assessment.

However, when conducting the bias evaluation, we could have split the bias regarding blinding of participants and personnel in two—that is, considering study participants and personnel separately. The reason for this is that some of the trials blinded patients to which intervention they received, but did not blind the involved health care personnel.

Some of the assessed articles had sources of bias outside those specified by the Cochrane Collaboration. An example is multiple end-point criteria and hypotheses without adequate adjustment for multiple statistical tests, which may cause problems with final interpretation of results [74]. Another example is unclear statistical analyses of cluster randomized trials. However, we felt that the specified Cochrane bias criteria were sufficiently detailed to discriminate between high- and low-quality articles, which is why we did not systematically extract and present information about other sources of bias.

Interpretation of evidence depends on many factors and is rarely straightforward [75]. Therefore, the interpretation also depends on the reviewers’ experience and background. However, as we always had two or three authors performing the reviewing subtasks independently, with consensus discussions for resolving
disagreements, the results of the review should vouch for a high degree of validity and reliability.

Where 8 of the articles used more than one primary outcome, we decided to extract the first variable presented in the text to use in our effect measurement. All 8 had sufficient methodological quality, and 4 demonstrated a positive effect, while the other 4 did not. However, 3 of the 4 that did not demonstrate a positive effect: the self-management study by Oerlemans et al [62] and the consultation support studies by Leveille et al [40] and Velikova et al [38] included other primary outcomes that were positive and significant. We decided to extract the first variable because it is difficult to evaluate a mix of several outcomes; nevertheless, this may be considered a limitation.

Despite using a very comprehensive search strategy, we have reason to believe that we did not quite succeed in covering the area of psychiatry adequately (see part 1 of the review for a more detailed discussion [2]). If the 6 psychiatry studies had not been included, the self-management category would have been reduced, and been less convincing, and the focus for self-management would mainly have been on respiratory and lung diseases. On the other hand, if we had conducted a search that covered the psychiatry field better, we hypothesize, based on reading the studies from the reference lists, that more studies would have been added to both the self-management and the therapy groups. However, the overall quality and effects of electronic symptom reporting within the field of psychiatry are unclear. Therefore, this field deserves its own future review.

As a result of the heterogeneous outcome data in the studies, a meta-analysis was not possible.

**Future Research**

Studies of low quality are typically associated with an overestimation of benefits [26-28]. Consequently, improving the methodological quality in the field is essential, and future reviews are necessary to identify whether the methodological quality is improving. This concerns preclinical testing, allocation concealment, incomplete outcome data, and especially risk of bias introduced by selective reporting and nonblinding of outcome assessments being most relevant for this review. Even the blinding of patients and personnel might be achieved in specific studies.

In addition to better definition of the primary outcome to avoid selective reporting, we also recommend improving the account of how the proposed intervention should work, how the intervention links to the outcome measures, and the use of intention-to-treat analysis. As we rarely found that principles such as patient empowerment and patient-centered care were appropriately taken into consideration, this is also a recommendation for future studies.

We also encourage researchers to carefully consider whether it is necessary to demonstrate that the intervention is superior, or if it is sufficient to demonstrate that it is equivalent, as some of the studies designed as superiority studies would have had positive results if they had been designed as equivalence studies. Examples of such studies are the monitoring study of Willems et al [48] and the self-management study of Oerlemans et al [62].

More than half of the monitoring, self-management, and therapy interventions lasted 4 months or less (see part 1), which might be too brief to achieve the intended effect for long-term conditions, especially for complex interventions where both patient and provider often need some time to get used to the technology. Some of the negative studies may have had too short a time frame for an effect to materialize. For example, in Leveille et al’s study of nurse coaching, 38% of intervention participants had less than 2 weeks between completing the screening survey and their indexed appointment, so a longer intervention period might have led to better outcomes [40].

Appreciating the current evidence, we recommend running pilot trials to determine the time frame for effects to appear, and then designing interventions of the necessary length to better document the effects within the electronic symptom reporting field.

The self-management support trials were very successful and showed the most promising results, and should thus be an important guide for further research.

In the consultation support category, two related questions need to be investigated in future studies: (1) does completion of questionnaires, simply giving patients the opportunity to express how they feel, have a positive effect on patient well-being, regardless of whether the results are fed back to physicians? [35,38], and (2) does completion of assessment schemes prior to consultation result in patients recalling their answers and bringing up more symptoms or problems in the consultations [37,39], even if the physician does not read the reported symptoms? A yes to the second question could perhaps explain why the recognition rates in the group where the physician received the summary after the consultation were higher than recognition rates in usual-care samples [39].

The therapy category comprises innovations where the whole treatment, and all communication between therapists and patients, is conducted exclusively electronically. Unfortunately, we identified only 1 therapy article, so we cannot say anything about the general effects without conducting a new search, using specific psychiatry and Internet therapy-related terminology, as suggested in part 1 of the review [2].

An important contribution to the field would be to identify theoretical models that link the health service innovations, and their various components, with expected effects for patients, health professionals, and the health care system in a way that may support the design of the next generation of studies.

**Implications for Practice**

The number of studies within each combination of patient group and health service innovation is too small to draw final conclusions. However, if we look at electronic symptom reporting with regard to health service innovations, consultation support and self-management seem to bear various potential benefits for all stakeholders, at the patient, health care provider, and health care system levels.
Symptom reporting in cancer consultation support seems to require little staff effort to empower the patient, and there is little reason to doubt the accuracy of real-time reported symptom data when compared with average or retrospective ratings [6,76]. Reporting data has proven effective in identifying symptoms and prompting discussion of troublesome symptoms, and it allows for focusing the clinic visit conversation on issues relevant to the patient’s problems [36-38]. Electronically reported data makes it possible to easily create clinical databases from which symptom and quality-of-life data can be retrieved, processed, and used in future consultations, surveillance, or for other epidemiological purposes.

Electronic symptom reporting for consultation support should also hold potential for other health conditions—for example, in raising sensitive issues the patient might find difficult to disclose in a face-to-face setting, such as stigma associated with sexually transmitted diseases or mental health problems [8]. However, in the future we expect more generic (not diagnosis-specific) symptom reporting to support consultations to guide both the patient and the clinician. When the patient conducts the reporting, data might be automatically analyzed to provide diagnostic aid for patients, or links to further reading, to prepare patients and thus facilitate more active participation in the treatment [77]. The health care provider, on the other hand, might prepare for recommended examinations on the basis of patient symptoms [78] and suggest solutions to problems and possible diagnoses based on comparable cases [79-81]. The patient and the clinician might then use the information to make a shared decision [82], with improved quality in terms of knowledge and values [83]. Positive effects for the health system seem possible as well—for example, through better information flow, which may avoid unnecessary allocation of resources, and through substitution of face-to-face consultations [10,11].

The positive effects on patients’ self-management should encourage health care providers to promote future services based on the best practice of these innovations. Some of the self-management studies also point to improved cost effectiveness, as shown by Bergström et al with their Internet treatment for panic disorder, which was nearly 4 times cheaper than the group treatment [60]. Vernmark et al did not formally analyze cost effectiveness, but they reported guided self-help as the clinically most feasible option to implement, whereas individualized email therapy turned out to be more costly. However, both treatment effect sizes are in the range of what can be expected from face-to-face treatments [61], so cost-effective solutions might easily be offered to patients over the Internet, providing a more equitable service regardless of geographic location.

This review’s positive result regarding self-management studies should be seen in light of the comprehensive Cochrane review on interactive health communication applications for people with chronic diseases [84]. These applications combine health information with either social support, decision support, or behavior support. The Cochrane review showed that these applications have a significant positive effect on knowledge, clinical outcomes, continuous behavioral outcomes, and the patient’s feeling of being better socially supported [84].

**Conclusion**

Even in the subgroup of RCTs, the research methods in the included trials are of low quality. The field would benefit from an increased focus on methods of conducting and reporting RCTs. It appears particularly important to improve blinding of outcome assessment and to more precisely define the primary outcomes to avoid selective reporting.

Electronic communication between patients and health care providers is an exciting area of development for innovative health services, in line with current policies strengthening patient-centered service delivery models and information and communication technologies to increase efficiency and quality. Supporting self-management seems to be especially promising, but results from consultation support trials are also encouraging.
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Abstract

Background: Sexual health education in the United Kingdom is of variable quality, typically focusing on the biological aspects of sex rather than on communication, relationships, and sexual pleasure. The Internet offers a unique opportunity to provide sexual health education to young people, since they can be difficult to engage but frequently use the Internet as a health information resource.

Objectives: To explore through qualitative research young people’s views on what elements of a sexual health website would be appealing and engaging, and their views on the content, design, and interactive features of the Sexunzipped intervention website.

Methods: We recruited 67 young people aged 16–22 years in London, UK. We held 21 focus groups and 6 one-to-one interviews to establish sexual health priorities, views on website look and feel, and what features of a sexual health website would attract and engage them. Two researchers facilitated the focus groups, using a semistructured topic guide to lead the discussions and asking open questions to elicit a range of views. The discussions and interviews were audio recorded and detailed notes were made on key topics from the audio recording. Young people’s views influenced design templates for the content and interactive features of Sexunzipped.

Results: Young people particularly wanted straightforward information on sexual pleasure, sexually transmitted infections and pregnancy, how to communicate with partners, how to develop skills in giving pleasure, and emotions involved in sex and relationships. Focus group participants wanted social interaction with other young people online and wanted to see themselves reflected in some way such as through images or videos.

Conclusions: While it is challenging to meet all of young people’s technological and design requirements, consultation with the target audience is valuable and necessary in developing an online sexual health intervention. Young people are willing to talk about sensitive issues, enjoy the discussions, and can offer key insights that influence intervention development.

(J Med Internet Res 2012;14(5):e127) doi:10.2196/jmir.2116
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Introduction

Sexual health information provided in UK schools is taught within the statutory requirements of the National Science Curriculum [1]. It is variable in quality and tends to focus on the biological facts about reproduction, condom use, and sexually transmitted infections [1]. Consequently, information on skills building, sexual communication, relationship decision making, and sexual pleasure are generally missing from young people’s sexual learning experience. Including these elements in young people’s sexual education would align with one definition of sexual health put forth by the World Health Organization:

...a state of physical, emotional, mental and social well-being in relation to sexuality; it is not merely the absence of disease, dysfunction or infirmity. Sexual health requires a positive and respectful approach to sexuality and sexual relationships, as well as the possibility of having pleasurable and safe sexual experiences, free of coercion, discrimination and violence. For sexual health to be attained and maintained, the sexual rights of all persons must be respected, protected and fulfilled. [2]

Young people can be seen as a hard-to-reach group for health promotion. Internet interventions may be one way of reaching young people, as they frequently use the Internet to search for health information [3-5] and appreciate the privacy, convenience, and ease of accessing information on the Web [4,5]. These potential advantages are particularly valued for stigmatized or sensitive subjects such as sexual health. A further potential advantage of using the Internet for sexual health promotion is the relative ease of covering a broad range of information including sexual pleasure. Some argue that, since one of the main motivations for engaging in sex is pleasure, pleasure must be addressed in the discourse of sexual health promotion [6]. A systematic review of interactive computer-based interventions found that they can help increase sexual knowledge and have a positive effect on safer-sex self-efficacy, intention, and behavior [7].

To determine the feasibility of promoting sexual health on the Internet to young people, we first set out to determine young people’s views about whether an Internet intervention could help meet their sexual health needs and, if so, how best this could be done. This paper reports on our findings and on how they informed the development of an Internet intervention for sexual health known as Sexunzipped [8]. Additional details on integrating psychological theory into the design of this online intervention have been described elsewhere [9].

Methods

Design and Setting

We conducted 21 focus groups in London, UK, at young people’s community sexual health clinics and held 6 one-to-one interviews in the Research Department of Primary Care and Population Health, University College London. Ethical approval was obtained from the University College London Research Ethics Committee (ref number 1023/001).

Participants

Young people aged 16–22 years were eligible to participate in the study.

Recruitment

We used multiple methods of recruitment, including approaching young people in sexual health clinic waiting rooms, distributing flyers around clinics and colleges, approaching key contacts involved in youth work, and placing advertisements on youth websites such as the UK Youth Parliament and college webpages. Snowballing was also used, where initial participants were asked to recruit potentially interested friends.

Participants were initially asked to attend only 1 focus group but were invited to subsequent groups if they were particularly engaged. Repeated attendance at focus groups over time allowed these participants to build on previous discussions. They were able to comment on refinements made to earlier website content and interactive formats.

We asked 3 focus group participants who were particularly engaged to attend a one-to-one interview. We also recruited 3 interviewees from online advertisements on youth websites and through key youth work contacts.

All participants provided written consent to their participation before attending a focus group or interview and were offered a £10 (US $16) cash incentive if they stayed for the duration.

Data Collection

The focus group discussions were used to explore (1) young people’s sexual health priorities, (2) their views on website look and feel, and (3) what features of an interactive sexual health website would attract and engage them.

All focus groups were moderated by 2 facilitators who introduced the project, explained the purpose of the focus group, set ground rules of mutual respect and confidentiality, and ensured that all participants had provided written informed consent. Participants provided anonymous demographic information by completing a paper form. The discussions and interviews were audio recorded with participants’ permission.

Semistructured topic guides were used to guide the focus group discussions. These guides evolved as data were collected. Open-ended questioning was used to elicit a wide range of views, and participants were asked to elaborate on relevant topics beyond the topic guide. Less-vocal participants were encouraged to share their views. We developed the Sexunzipped website in parallel with the emerging data from the focus groups, with early website design templates prompting discussion in subsequent focus groups. This enabled participants to comment on the presentation and content of the intervention, leading to iterative changes as a form of participatory design. Focus group discussions ranged from 60 to 90 minutes, depending on the quality of the information gathered and participants’ attention spans.

One-to-one interviews lasted 60 minutes and used open-ended questioning. The interviews were used to gather views on early versions of website content and to generate anonymous quotations on sexual health issues to use throughout the website.
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To test the website content, we asked participants to read and comment on sample content and to give feedback on paper versions of interactive activities. To generate the quotations, the interviewer asked participants for their views on potentially controversial sex-related topics, such as “What do you think about girls carrying condoms?”. Anonymous quotations for the website were also generated by adapting comments taken from youth website discussion boards.

**Data Analysis**

One researcher made detailed notes on key themes from the focus group audio recordings. The analytic notes were reviewed and discussed by the core research team consisting of a clinical psychologist, a health services researcher, and a sexual health clinician. Key findings were documented, and emergent themes were tested in subsequent focus groups until the core team was satisfied that the information gained was sufficient. Information from the one-to-one content testing and quotation generation was used to refine subsequent website content.

**Table 1.** Self-reported participant characteristics (n = 67).

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–17</td>
<td>48</td>
<td>72%</td>
</tr>
<tr>
<td>18–22</td>
<td>19</td>
<td>28%</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>50</td>
<td>75%</td>
</tr>
<tr>
<td>Male</td>
<td>17</td>
<td>25%</td>
</tr>
<tr>
<td><strong>Ever had sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>48</td>
<td>72%</td>
</tr>
<tr>
<td>No</td>
<td>19</td>
<td>28%</td>
</tr>
<tr>
<td><strong>Ethnic group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British/white other</td>
<td>26</td>
<td>39%</td>
</tr>
<tr>
<td>Black British</td>
<td>26</td>
<td>39%</td>
</tr>
<tr>
<td>Asian British</td>
<td>2</td>
<td>3%</td>
</tr>
<tr>
<td>Mixed</td>
<td>7</td>
<td>10%</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>9%</td>
</tr>
<tr>
<td><strong>Education/work</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In education or training</td>
<td>57</td>
<td>85%</td>
</tr>
<tr>
<td>Working</td>
<td>3</td>
<td>4%</td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td>10%</td>
</tr>
</tbody>
</table>

**Results**

**Participant Characteristics**

A total of 67 people aged 16–22 years living in the United Kingdom participated in 21 focus groups and 6 one-to-one interviews over 16 months (Table 1). We used 3 one-to-one interviews to test website content and 3 to generate anonymous quotations for use throughout the website.

Of the 67 participants, 48 (72%) were aged 16–17 years, and 50 (75%) were female. Participants were ethnically diverse, with 26 (39%) describing themselves as white British or white other, 26 (39%) as black British, 2 (3%) Asian British, 7 (10%) as mixed, and 6 (9%) as other. The median age at which they first had sex was 15 years for both young women and men, with 33 (66%) young women ever having had sex and 15 (88%) young men ever having had sex. Of the 67 participants, 57 (85%) were in education or training. Most participants lived in inner London, with 2 living outside but near London. Of the 67 participants, 20 (30%) young people participated more than once.

**Young People’s Views on the Creation of a Sexual Health Website**

Focus group participants appreciated being consulted and were eager to share their views. They supported the creation of a sexual health website with input from young people because they felt that current sites did not fully address their needs. They provided a wealth of information about their sexual health priorities and what features of such a website would be attractive and engaging to them.

**Content**

Participants wanted straightforward information on sexual pleasure, sexually transmitted infections and pregnancy, how to communicate with partners, how to develop skills in giving pleasure, and emotions involved in sex and relationships.
Young people wanted information on the pleasurable aspects of sex, presented in a nonjudgmental way (eg, it’s acceptable to have casual sex as long as both people consent and are happy about it) while recognizing the importance of more serious, risk-focused sexual health topics. They were enthusiastic about including information on masturbation, and sexual positions and practices, and wanted general tips on how to be a better lover. They also wanted to hear others’ experiences about giving and getting pleasure.

Participants wanted help with developing skills in communicating about sex and dealing with emotions within sexual relationships. They also wanted practical tips on how to communicate about sensitive issues such as negotiating condom use and talking about what kind of sex they do or do not like.

Participants thought a sexual health website should include information relevant for young people at different stages of sexual experience and exploration. They suggested it should cover information and activities for those who had not yet had sex, such as information on sex for the first time and advice on how to avoid unwanted events, as well as content for those who are looking to explore new sexual practices. Participants felt inclusion of more advanced sexual practices such as anal sex and fisting would not be intimidating or create feelings of inadequacy as long as content was balanced with other sexual health information. They speculated that advanced sexual content would attract young people to the website because such content is usually absent from youth-targeted resources, and if users were not interested in certain areas of the website, they simply would not read it.

Young people wanted website content presented in a straightforward style that sounds honest, accurate, and not “preachy.” They recommended this style should not sound too serious and should not come across as “school work.” They preferred content written in the voice of someone credible and knowledgeable but also someone they can relate to and respect such as an older sibling.

They preferred the use of uncomplicated words and phrases, for example, sex instead of sexual intercourse. For those situations where an uncomplicated word is unavailable, they suggested providing a definition, such as “transmit = to pass on to someone.” They were also adamant that “youth-speak” or slang (eg, coz for because) should not be used, as the website would come across as trying too hard, although young people felt that it could sometimes be appropriate to use simpler versions of words such as lube for lubrication and come for ejaculate.

Young people did not want what they interpreted as clichés such as “I feel like I should be having sex because everyone else is” included on the site. They recognized an existence of double standards for men and women regarding sex (eg, it’s acceptable for men to have numerous partners but not for women) and valued a space to address these issues.

**Website Look and Feel**

There was no clear consensus on website colors and logo design, with some preferring bold colors and others neutral tones. Participants wanted images of people, scenarios, and “real-life stuff” they could relate to such as young people partying in clubs, kissing, and hanging out on the street. They felt that images of young people should reflect the diversity of the UK population.

Participants wanted a website to include specific sexual health images such as photographs of sexually transmitted infections and contraception options. Young people expected the website logo to reflect sex and not require a lot of thought to understand its significance. They suggested the website name should be clear, be memorable, and suggest the content of the website. Young people wanted the site to feel active, with new activities and information added each week. They disliked pages containing a lot of text, which they said that they would not read.

**Engaging Website Features**

Focus group participants wanted social interaction with other young people such as through discussion boards. A post-and-comment format used on social networking websites such as Facebook was a popular suggestion, since it is familiar and enables users to interact. Young people said that all communication must be anonymous so as not to disclose their identity if “embarrassing things” were posted.

Young people wanted videos to feature on a sexual health website but specified that these videos must represent real people talking about real experiences. If this is impossible, high-quality actors must be used; if the people and situations in videos are not believable and realistic, the young people would not relate to them and would not find them valuable. One suggestion was to include short clips of young people sharing real stories on a range of issues with a means of commenting on the videos such as on the website YouTube.

Another feature that appealed to young people was a dramatic story format in which the user can choose different courses of action at pivotal points in the narrative. Participants liked the idea that dramas could have different endings depending on what decisions they made along the way and said they would be disappointed if they received the same feedback after different story endings.

**Design and Content of the Sexunzipped Website**

Paying particular attention to young people’s desire for interactivity, we integrated young people’s views with psychological theories of behavior change to create the Sexunzipped theory-based intervention website [9]. Reflecting young people’s suggestions and priorities, the website content is divided into three major sections: Relationships, Safer Sex, and Sexual Pleasure. Each section contains a combination of interactive quizzes and decision-making activities, as well as text-based information. Links to other related topics on the site are provided at the end of all activities and text-based pages.

**Information Pages**

The text-based information pages throughout each of the three sections cover the major issues raised by the young people under the headings Relationships, Safer Sex, and Sexual Pleasure (Figure 1).
**Interactive Quizzes**

Drawing from behavior change theory [9], the quizzes on Sexunzipped were designed to prompt active learning and reflection by providing feedback according to responses given by users (Figure 2). Response options were designed to encourage users to reflect on their views, emotions, and experiences, as well as providing information on social norms, and encouraging beliefs and attitudes associated with safer-sex behavior. Incorporating what we learned from the focus groups, we designed and wrote the quizzes to be entertaining as well as educational, keeping in mind that young people said they valued an honest tone that does not “try too hard.”

**Interactive Decision-Making Activities**

The decision-making activities were designed to provoke self-reflection about sexual behavior, focusing on problematic situations or dilemmas concerning relationships, or risky or regretted sexual situations (Figure 3). Participants had strong feelings about the length of these activities, which they said must be short and not require a lot of writing. To address this, we created a format whereby users could drag and drop prespecified response options but could also add their own.

The website also includes quotations with aliases reflecting a range of views intending to give the feel of a peer-to-peer exchange of views (Figure 4).
Figure 2. Interactive quiz: example feedback.

Figure 3. Decision-making activity: example question with drag-and-drop feature.
Discussion

Principal Results

Participants were actively engaged in the focus group discussions and enjoyed taking part. They offered key insights into the content, look, and feel and interactive features of the Sexunzipped sexual health website. The resulting intervention has been tested in a pilot online trial (trial registration number ISRCTN55651027).

The strongest message to emerge from this research was the importance of providing young people with honest sexual health information that features content on sexual pleasure and relationships. Participants desired a website that reflects a mature, trustworthy, and true-to-life feel, conveyed through the voice of a knowledgeable youth worker or older sibling. The need for the website to appear trustworthy [10,11] along with the potential to share and compare real-life experiences [12] is consistent with previous findings. Our focus group findings align with other research, which found that young people are interested in receiving sexual health information through digital technologies such as the Internet and mobile phones [11,13], and are interested in knowing more about sexual pleasure, feelings, and emotions [14].

The integration of pleasure and relationship information with traditional risk-focused sexual health promotion was seen as novel and attractive, with participants preferring this approach to their experiences of sexual health education delivered by schools or by health authorities. Giving equal weight to traditional risk-based messages and sexual pleasure (including masturbation, for example) would give the message that both are important for healthy sexual lives [15,16].

A wide variety of sexual health websites targeted at young people are available on the Internet, for example, those developed in consultation with young people [17], those including information on sexual pleasure [18,19] and those offering multimedia features such as videos of people talking about their experiences [20,21]. The Sexunzipped website combines these elements in that it was developed with young people, features sexual pleasure, and includes theory-based interactive activities.

Addressing What Young People Want in a Website

Perhaps the greatest challenge was to integrate young people’s preferences with psychological theory [9] within technical and budgetary constraints to create an acceptable and engaging sexual health website.

Participants expressed their desire for direct social interaction with other young people online (eg, via discussion boards and instant messaging). These features are expensive, require moderation, and raise ethical issues, for example, regarding online bullying, or disclosure of illegal or dangerous activities. There was also a risk that if no one used the discussion board, the site would appear unpopular and therefore unattractive. Young people wanted to see themselves reflected on the site (eg, in videos and drama), but this is expensive to produce and is difficult to pitch correctly. Young people are accustomed to the actively changing landscape on the Internet and wanted new activities and information added on a regular basis, which is resource intensive.

Consultation with users is essential in the development of websites targeted at young people, as this group can be particularly influenced by look and feel. This research and previous research suggest that listening to and meeting young people’s desires in terms of website design and content is essential in engaging them [10,12]. However, websites may
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quickly look and feel out-of-date due to the rapidly changing online environment, which necessitates regular user consultation and updating. This requires careful financial planning by those involved in site maintenance in order to support the continued user consultation and updating.

Limitations

Focus group participants were London-based young people, which could mean that any differences in sexual health priorities due to geographical location may be underrepresented in the content of Sexunzipped. However, we thought that young people in other areas of the United Kingdom would be able to recognize and relate to inner-city youth culture to some degree. The Sexunzipped website design was intended to appeal to a broad range of young people, avoiding any specific styles that could alienate particular groups or become quickly out-of-date.

The sample contained 75% (50/67) women because greater numbers of young women attend community sexual health clinics. This may have resulted in views more representative of female needs and priorities. We made attempts to include more young men such as contacting male youth organizations, but this group proved to be less accessible than young women.

Although most focus groups included participants who did not know each other, the snowballing method of recruitment meant that the sample could have resulted in participants having similar views.

Conclusions

Consultation with the target audience is valuable and necessary in developing sexual health interventions, particularly in developing interventions for young people. It can be difficult to pitch content correctly, but it is possible with repeated consultation with users. It is challenging to incorporate all of young people’s technological desires, but digital technology makes it possible to create an engaging online intervention that includes a variety of interactive formats covering a broad range of topics. Young people are willing to talk about sensitive issues, enjoy the discussions, and can offer key insights that influence intervention development.
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Abstract

Background: Internet interventions with and without therapist support have been found to be effective treatment options for harmful alcohol users. Internet-based therapy (IT) leads to larger and longer-lasting positive effects than Internet-based self-help (IS), but it is also more costly to provide.

Objective: To evaluate the cost effectiveness and cost utility of Internet-based interventions for harmful use of alcohol through the assessment of the incremental cost effectiveness of IT compared with IS.

Methods: This study was performed in a substance abuse treatment center in Amsterdam, the Netherlands. We collected data over the years 2008–2009. A total of 136 participants were included, 70 (51\%) were female, and mean age was 41.5 (SD 9.83) years. Reported alcohol consumption and Alcohol Use Disorders Identification Test (AUDIT) scores indicated harmful drinking behavior at baseline. We collected self-reported outcome data prospectively at baseline and 6 months after randomization. Cost data were extracted from the treatment center’s cost records, and sex- and age-specific mean productivity cost data for the Netherlands.

Results: The median incremental cost-effectiveness ratio was estimated at €3683 per additional treatment responder and €14,710 per quality-adjusted life-year (QALY) gained. At a willingness to pay €20,000 for 1 additional QALY, IT had a 60\% likelihood of being more cost effective than IS. Sensitivity analyses attested to the robustness of the findings.

Conclusions: IT offers better value for money than IS and might therefore be considered as a treatment option, either as first-line treatment in a matched-care approach or as a second-line treatment in the context of a stepped-care approach.

Trial Registration: Netherlands Trial Register NTR-TC1155; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=1155

(J Med Internet Res 2012;14(5):e134) doi:10.2196/jmir.2052
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Cost-benefit analysis; randomized controlled trial; alcohol-induced disorders; self-help; computer-assisted therapy

Introduction

Harmful alcohol use is the number-3 leading contributor to global burden of disease \[1\] and causes 3.8\% of global mortality \[2\], as well as losses in gross domestic product \[3\]. The majority of people with alcohol use disorders are not receiving any form of treatment, leading to a treatment gap \[4\]. Among the possible means of bridging this treatment gap is the use of accessible...
and efficient treatment, delivered over the Internet. Internet interventions with and without therapist support [5-8] have been found to be effective treatment options for harmful alcohol users and could perhaps be used sequentially in a stepped-care format. Internet-based therapy (IT) leads to larger and longer-lasting positive effects than Internet-based self-help (IS) in the treatment of depression [9,10], anxiety [10,11], and problem drinking [8]. However, IT is more costly to provide and more demanding for both participants and therapists. Thus, the research question is, “Does the additional positive result of therapist support outweigh its additional cost?” We present an economic evaluation assessing the cost effectiveness and cost utility of IT compared with IS for harmful alcohol use. Recently, studies have been published on the cost effectiveness of Internet-based (self-help) interventions for depression [12], weight management [13], and harmful alcohol use [14]. The cost effectiveness of therapist support in Internet-based alcohol interventions has not yet been supported, however.

Methods

Study Design and Participants

We collected data for the cost effectiveness analysis alongside a pragmatic randomized controlled trial on the effectiveness of IT relative to IS and a waiting list, conducted in the Netherlands in 2008–2009. Because in economic evaluation the preferred comparison is between the intervention of interest (IT) and its best alternative, in this case IS, we do not present waiting list data in this paper.

We recruited applicants through jellinek.nl, a substance abuse treatment center website with 650,000 visitors annually [8]. For inclusion, applicants had to (1) be between 18 and 65 years old, (2) live in the Netherlands with health care insurance coverage, (3) have Internet access at home, (4) score above 8 on the Alcohol Use Disorders Identification Test (AUDIT) [15], (5) report a weekly consumption of more than 14 standard (10 g ethanol) drinking units, and (6) provide informed consent. Exclusion criteria were (1) prior substance abuse treatment, (2) a history of alcohol delirium or drug overdose, (3) a history of severe cardiovascular or gastrointestinal diseases, (4) a history of schizophrenia, epilepsy, or suicidal tendencies, (5) extensive substance use in the last month, and (6) unavailability of more than 2 weeks during the study. Of the 1720 who were assessed, 832 applicants were eligible for inclusion; 205 participants were included. Compared with all 832 eligible applicants, the 205 included participants reported somewhat higher baseline AUDIT scores, but this difference was not significant (mean 18.9, SD 4.98 vs mean 19.5, SD 5.13, t204 = 1.617, P = .11). In the IT group, 48 received the allocated intervention, that is, they participated in treatment exercises and chat therapy. In IS, 57 received the intervention, which consisted of exercises only. Outcome data were collected at baseline, 3 months, and 6 months after randomization (Figure 1). The study design [16] and outcomes of the randomized controlled trial [8] were published elsewhere.

Interventions

Both IT and IS were based on a cognitive behavioral therapy and motivational interviewing treatment protocol [17]. In IS, participants were introduced to various treatment exercises. Without a therapist’s support, participants acquired skills and knowledge about coping with craving, drinking lapses, and peer pressure. IT was driven by 7 synchronous text-based chat-therapy sessions with a personal (Internet) cognitive behavioral therapy-trained therapist, lasting 40 minutes each, and accompanied by homework assignments. Each of the chat-therapy sessions had its own theme: monitoring and goal setting, self-control, and relapse prevention, for example.

Cost Measures

In this economic evaluation, we used the societal perspective. All costs related to IT and IS interventions, health care uptake, opportunity costs of the participant’s time, and productivity losses were included. All costs (Table 1) are expressed in euros and were indexed to the reference year 2010 using an inflation correction based on the Harmonized Index of Consumer Prices (HICP) [18].
Table 1. Unit costs and average quantities per participant for Internet-based therapy and Internet-based self-help.

<table>
<thead>
<tr>
<th>Cost type</th>
<th>Unit</th>
<th>Internet therapy</th>
<th>€/unit</th>
<th>Internet self-help</th>
<th>€/unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapist therapy</td>
<td>Hour</td>
<td>2.49</td>
<td>79.20</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Therapist administration</td>
<td>Hour</td>
<td>0.55</td>
<td>79.20</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Software development</td>
<td>Participant</td>
<td>1</td>
<td>23.25</td>
<td>1</td>
<td>4.87</td>
</tr>
<tr>
<td>ICT\textsuperscript{b} service</td>
<td>Participant</td>
<td>1</td>
<td>14.92</td>
<td>1</td>
<td>2.49</td>
</tr>
<tr>
<td>Software overhead</td>
<td>Participant</td>
<td>1</td>
<td>4.27</td>
<td>1</td>
<td>4.27</td>
</tr>
<tr>
<td>Total intervention costs</td>
<td>Participant</td>
<td>1</td>
<td>283.21\textsuperscript{c}</td>
<td>1</td>
<td>11.63\textsuperscript{c}</td>
</tr>
<tr>
<td>Participant’s leisure time</td>
<td>Hour</td>
<td>10.33</td>
<td>9.18</td>
<td>2.43</td>
<td>9.18</td>
</tr>
<tr>
<td>Work absenteeism\textsuperscript{d}</td>
<td>Hour</td>
<td>32.12</td>
<td>22.21–52.91\textsuperscript{e}</td>
<td>18.35</td>
<td>22.21–52.91\textsuperscript{e}</td>
</tr>
<tr>
<td>Work presenteeism\textsuperscript{f}</td>
<td>Hour</td>
<td>8.15</td>
<td>22.21–52.91\textsuperscript{e}</td>
<td>12.15</td>
<td>22.21–52.91\textsuperscript{e}</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Not applicable.
\textsuperscript{b} Information and computer technology.
\textsuperscript{c} Average intervention cost per participant. Individual costs varied and depended on the amount of intervention uptake.
\textsuperscript{d} Average number of work hours lost in the 6 months preceding measurement due to participants not going to work (eg, sick leave).
\textsuperscript{e} Range of unit cost. The unit value was dependent on sex and age of the participant and based on 2010 Harmonized Index of Consumer Prices inflation-corrected average hourly wages [19].
\textsuperscript{f} Average number of work hours lost in the 6 months preceding measurement due to participants not functioning well professionally while at work.
IT and IS intervention costs consisted of software development costs, information and computer technology service costs, overhead costs (based on the treatment center’s cost records), and—for IT only—therapist-related costs. We collected the cost data over the years 2004-2009. Information and computer technology service costs were based on averaged annual costs and included server rental costs, software security costs, and a monthly information and computer technology support fee. Overhead costs were based on actual time investment estimations. Time invested was multiplied by labor costs based on collective labor agreement wages, with 50% additional employer costs for overhead and insurance. Development, information and computer technology service, and overhead costs were divided by the monthly recorded number of participants (IT: 25; IS: 50). Therapist costs were based on the actual chat-contact time, with an added 10 minutes per chat session for supervision and administrative work. Therapist work time was valued based on average sex-, age-, and profession-specific labor costs in the Netherlands [19], which resulted in €1.32 per minute in 2010. It is worth noting that the cost price for labor was in line with the costs (€80) for a single contact session with a primary care psychologist in the Netherlands in 2009 [20].

We restricted participant costs to a valuation of their time investment, valued as leisure time at €9.18 per hour [19], assuming that the therapy was not received during their office hours. Time investment for participants per treatment session, including homework, was 20 minutes (based on user inquiry) plus the therapy duration in the case of IT chat therapy. We collected data on productivity losses stemming from absenteeism and presenteeism using the Short Form-Health and Labor Questionnaire (SF-HLQ), a subscale of the Trimbos/iMTA questionnaire for Costs associated with Psychiatric illness [21]. Productivity costs were collected over a 2-week period before data collection, in correspondence with the SF-HLQ manual [21]. The reported costs over this 2-week period were then extrapolated. This method was found to be valid in patients with cluster B personality disorders [22], but we did not validate it in the current population of harmful alcohol users. To value inefficient job performance, these data were combined with sex- and age-specific mean productivity cost data for the Netherlands [20]. We used an elasticity estimate of 0.8, as suggested by the Netherlands Economic Institute [23]; we assumed that in case of absence, 20% of the production had not been lost but was compensated for by a firm’s internal labor reserves. Considering the limited time horizon of collected cost data in this study, duration of absenteeism was valued according to the human capital approach. We therefore regarded cost as accrued for the full period of absenteeism and not limited to a friction period [24].

Additional societal costs were calculated using a macroscopic approach based on global burden of disease and injury data [2]. For high-income countries, productivity losses are the primary contributor to total alcohol-attributable costs: productivity loss accounts for 72.1% of the overall societal costs [2]. Additional health care resource costs (12.8%) and law-enforcement costs (3.5%) were estimated based on productivity cost data. Costs due to property damage, administration, or social work services were not taken into account, as these costs are excluded in most economic evaluations. The timeframe for this study and all time-variant costs was 6 months.

**Effect Measures**

The central clinical outcome for the cost effectiveness analysis was treatment response, based on alcohol consumption during the last 7 days. In the study protocol we defined treatment response as alcohol consumption within the British Medical Association boundaries (no more than 14 standard units for women, or 21 units for men, per week) [25], with an additional provision that participants did not present with a deterioration of more than 10% on the AUDIT [15], the Quality Of Life Scale [26], or the Global Severity Index of the Brief Symptom Inventory [27]. In other words, any such deterioration precluded our definition of treatment response. Positive treatment response, meeting these criteria, should be interpreted as desirable outcome of treatment and covers the wider aspects of problem drinking beyond drinking quantities only.

The central outcome for the cost utility analysis was the number of quality-adjusted life-years (QALYs) as calculated with the 5-dimensional EuroQol (EQ-5D) [28] using Dolan’s UK tariff to obtain preference-based utilities [29]. We calculated QALYs taking into account the 6-month timeframe of this study.

**Data Analysis**

We carried out all analyses on an intention-to-treat basis. Missing observations in costs and effects data were handled using multiple imputation. The multiple imputation software package Amelia II [30] for R [31] has been found to yield the most accurate results in the type of data used in this study [32]. Amelia II takes into account the covariance structure between all variables, as opposed to some other approaches that require explication of covariates. Using this software, we imputed the original dataset 5 times, a sufficient number of imputations according to Rubin’s analysis of the required number of imputed sets needed for the missingness rates in the sample analyzed [33]. Analyses were performed on each of these 5 datasets separately, and the outcomes were then combined using Rubin’s rules for combining estimates obtained from multiply imputed datasets [33] for means. For medians and for the figures, we combined (appended) the data from the imputations. The relative attrition between the trial arms was low: IT:IS = ((41/68) / (39/68)) = 1.05 (Figure 1). Analyses were performed using SPSS 17.0 (IBM Corporation, Somers, NY, USA) and R 2.11.0 [31] software.

**Cost and Effect Data**

We analyzed cost and effect data according to methods suggested by Drummond and colleagues [34]. For all participants, we multiplied units of health care (eg, sessions, contacts), time investments, and productivity losses by their associated costs. Differences in costs and effects between IT and IS were calculated at the 6-month follow-up measurement, because randomization had resulted in sufficient comparability across conditions at baseline (Table 2).
Table 2. Baseline characteristics of participants in Internet-based therapy (IT) and Internet-based self-help (IS).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>IT (n = 68)</th>
<th>IS (n = 68)</th>
<th>t134/ P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women, n (%)</td>
<td>35 (51%)</td>
<td>35 (51%)</td>
<td>0.00</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.9 (10.1)</td>
<td>41.1 (9.6)</td>
<td>0.49</td>
</tr>
<tr>
<td>Education, n (%) a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>2 (3%)</td>
<td>7 (11%)</td>
<td>4.49</td>
</tr>
<tr>
<td>Medium</td>
<td>24 (38%)</td>
<td>30 (46%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>38 (59%)</td>
<td>29 (44%)</td>
<td></td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>58 (85%)</td>
<td>55 (82%)</td>
<td>0.25</td>
</tr>
<tr>
<td>Residential urbanization level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>9 (13%)</td>
<td>6 (9%)</td>
<td>0.74</td>
</tr>
<tr>
<td>Medium</td>
<td>21 (31%)</td>
<td>22 (32%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>37 (55%)</td>
<td>40 (59%)</td>
<td></td>
</tr>
<tr>
<td>AUDITb composite score, mean (SD)</td>
<td>18.8 (4.8)</td>
<td>19.6 (5.6)</td>
<td>0.98</td>
</tr>
<tr>
<td>Duration of alcohol problems (years), mean (SD)</td>
<td>5.2 (5.7)</td>
<td>5.4 (5.7)</td>
<td>0.23</td>
</tr>
<tr>
<td>Drinks per week, mean (SD)</td>
<td>45.2 (26.3)</td>
<td>43.4 (24.0)</td>
<td>0.38</td>
</tr>
<tr>
<td>EQ-5Dc score</td>
<td>0.79 (0.20)</td>
<td>0.80 (0.18)</td>
<td>0.32</td>
</tr>
<tr>
<td>Work absenteeismd</td>
<td>756 (2289)</td>
<td>1863 (6983)</td>
<td>1.24</td>
</tr>
<tr>
<td>Work presenteeismd</td>
<td>1137 (2386)</td>
<td>794 (1922)</td>
<td>0.78</td>
</tr>
</tbody>
</table>

a Classified according to Statistics Netherlands (CBS) and International Standard Classification of Education 1997.
b Alcohol Use Disorders Identification Test [15].
c 5-dimensional EuroQol instrument, score calculated using the measurement and valuation of health (MVH-A1) algorithm from Dolan [29].
d Averaged costs over the 6 months preceding baseline measurement.

Bootstrapping
We extracted 1000 nonparametric bootstrapped [35] samples (n = 68 per trial arm) from each of the 5 multiply imputed datasets. For each of these 5 × 1000 bootstrapped samples, we calculated the incremental costs, incremental effects, and incremental cost effectiveness ratio (ICER). This ICER was calculated as follows: ICER = (CIT – CIS)/(EIT – EIS), where C is costs, E is effects, and the subscripts IT and IS refer to the two interventions. As effects, we used two outcome measures: (1) proportion of treatment responders, and (2) QALYs.

Cost Effectiveness Plane
The resulting 1000 ICERs per dataset were used for further calculations and plotted on the cost effectiveness plane [36] (Figure 2). The reference intervention (IS) is positioned in the origin of the cost effectiveness plane. The horizontal axis indicates differences in health gains between IT and IS and the vertical axis represents differences in costs. Along the horizontal and vertical axis, Figure 2 is divided into quadrants, each with a specific interpretation. ICERs that fall in the upper right quadrant indicate that IT generated better health for additional costs; the lower left quadrant indicates a reduction in health gains for fewer costs. In the upper left quadrant, IT is dominated by IS, as poorer health outcomes were obtained at additional costs. In the lower right quadrant, IT dominates IS with better health outcomes for fewer costs. The median values of the bootstrapped ICERs are presented in the Results section.
Cost Effectiveness Acceptability Curve

Based on the distribution of the ICERs over the cost effectiveness plane, cost effectiveness acceptability curves [37] were drawn (Figure 3). The cost effectiveness acceptability curves show the probability that IT is more cost effective than IS as a function of the willingness to pay (WTP) for 1 additional unit of effect (1 treatment responder or 1 QALY). At a probability of 0.5 on the vertical axis, the indifference point is reached. Above this indifference point, IT is to be preferred over IS with regard to cost effectiveness. WTP is an unknown quantity and therefore presented as a series of increments on the horizontal axis.

Sensitivity Analysis

To test the robustness of the economic evaluation, we performed a sensitivity analysis in which we varied the most relevant cost drivers. First, the cost effectiveness analysis was replicated from the health care provider perspective, including only health care costs in the analysis. In other alternative scenarios, the influence of the most influential cost drivers (ie, intervention costs and productivity costs) was explored. These costs drivers were raised and lowered independent of each other, in order to test the influence of adjustments on the median ICER and the likelihood that IT is more cost effective than IS.

Results

Participants

Of the 136 participants included in this cost effectiveness analysis, 68 were randomly assigned to IT and 68 to IS. The participants (n = 70, 51% women) were a mean of 41.5 (SD 9.83) years old (Table 2). Reported drinking frequencies and AUDIT composite score indicated harmful drinking behavior at baseline. None of the baseline characteristics differed markedly between the groups.

Costs

Per-participant costs in IT and IS, and bootstrapped incremental costs are presented in Table 3. All costs were estimated for the 6-month period between baseline and follow-up. Total intervention costs for IT and IS were on average €283 and €12,
respectively (Table 1). Software development costs were, contrary to what is sometimes thought, prospective costs and not sunk costs. Complex software products such as the e-mental health interventions in this study needed continuous updates, bug fixes, security adjustments, and improvements to make sure they functioned with more recent browsers, operating systems, etc. Therefore, development costs were to a large extent running costs, and it is common in eHealth cost effectiveness studies to include these costs in the cost analysis (eg, [12-14]). For both groups, the largest cost drivers at follow-up were costs due to productivity losses (IT: €1331; IS: €886). The difference between IT and IS in mean costs of work absenteeism and presenteeism seems considerable and relevant (though not statistically significant), but must be seen in light of the actual number of participants who reported these costs. At baseline, 8 participants in IT and 12 participants in IS reported absenteeism; for presenteeism at baseline, these counts were 21 for IT and 15 for IS. The number of participants reporting absenteeism 6 months later dropped to 5 for IT and 2 for IS; presenteeism was reported by 7 in IT and 5 in IS. Total average societal costs for IT; €2010, were higher than the average €1120 for IS. The median difference of the societal costs between IS and IT was €845, which means that IT was more costly than IS from a societal perspective. The main incremental cost drivers were productivity costs and intervention costs.

Table 3. Costs and increments in the 6-month period preceding follow-up of the Internet-based therapy (IT) and Internet-based self-help (IS) groupsa.

<table>
<thead>
<tr>
<th>Cost type</th>
<th>IT</th>
<th>IS</th>
<th>Bootstrapped difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Intervention costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapist labor</td>
<td>241</td>
<td>236</td>
<td>0</td>
</tr>
<tr>
<td>Software development</td>
<td>23</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Software/hardware service</td>
<td>15</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Software overhead</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Total intervention costs</td>
<td>283</td>
<td>236</td>
<td>12</td>
</tr>
<tr>
<td>Participant time investment costs</td>
<td>95</td>
<td>103</td>
<td>22</td>
</tr>
<tr>
<td>Productivity costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work absenteeism</td>
<td>1114</td>
<td>5704</td>
<td>536</td>
</tr>
<tr>
<td>Work presenteeism</td>
<td>217</td>
<td>847</td>
<td>350</td>
</tr>
<tr>
<td>Total productivity costs</td>
<td>1331</td>
<td>5774</td>
<td>886</td>
</tr>
<tr>
<td>Societal costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional societal costsc</td>
<td>301</td>
<td>1305</td>
<td>200</td>
</tr>
<tr>
<td>Total societal costs</td>
<td>2010</td>
<td>7141</td>
<td>1120</td>
</tr>
<tr>
<td>Treatment response (propotion)</td>
<td>0.53</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>EQ-5Dd score</td>
<td>0.89</td>
<td>0.20</td>
<td>0.78</td>
</tr>
<tr>
<td>ICER treatment response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICER QALYef</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a All costs have been rounded for presentation in this table, and may therefore not add up exactly.

b Confidence interval.

c An estimation of real costs, based on Rehm et al [2], and includes additional health care resource costs and law-enforcement costs.

d 5-dimensional EuroQol instrument, score calculated using the measurement and valuation of health (MVH-A1) algorithm from Dolan [29].

e Incremental cost effectiveness ratio.

f Quality-adjusted life-year.

Effects

Table 3 shows the proportion of favorable treatment response and the EQ-5D scores. In IT, 36 / 68 = 0.53 responded well to treatment after 6 months; in IS this was 20 / 68 = 0.29. Incremental effectiveness of IT compared with IS was therefore 0.53 - 0.29 = 0.24. Dolan’s [29] EQ-5D scores for IT and IS at 6 months, which can be used for cost utility analysis, were 0.89 and 0.78, respectively. The incremental utility gain of IT relative to IS can thus be calculated as 0.89 - 0.78 = 0.12. Considering the 6-month timeframe of this study, and the fact that mortality of participants in this study was zero, the number of incremental QALYs gained with 1 IT intervention compared with 1 IS intervention can be calculated as 0.12 * (6 / 12) = 0.06 [34].

Cost Effectiveness Analysis

By dividing the incremental costs by the incremental effects, the mean ICER of IT compared with IS from the societal perspective would be calculated as:

\[
\text{ICER} = \frac{\text{Incremental costs}}{\text{Incremental effects}}
\]

where Incremental costs are the difference in total costs between IT and IS, and Incremental effects are the difference in total QALYs gained between IT and IS. This would give an estimate of the cost-effectiveness of IT relative to IS, allowing for a comparison of the two interventions in terms of cost and quality-adjusted life-years gained.
perspective is calculated as €845/0.24 = €3521 for 1 additional treatment responder, 6 months after inclusion. Using the bootstrapping procedure, we estimated the median ICER to be €3683. In the cost effectiveness plane (Figure 2, left), each dot represents a bootstrapped mean ICER. By calculating the proportion of simulated ICERs in each of the 4 quadrants, we found that IT had a 79% probability of leading to additional effects at additional costs relative to IS. A total of 20% fell into the dominant quadrant, indicating that there was a 20% likelihood that IT led to additional effects at lower societal costs (Table 4). The WTP at 50% was €3683 per additional treatment responder. Above a WTP of €3683 per additional treatment responder, IT must be considered cost effective in comparison with IS.

Cost Utility Analysis

The mean incremental societal costs for 1 additional QALY gained by IT compared with IS were €845 / 0.06 = €14,083. The median ICER for 1 extra QALY was estimated too be €14,710. From Figure 3 (left) it becomes clear that there was an 80% probability that IT led to a better QALY health gain at additional costs, while 20% of the ICERs fell into the dominant quadrant. The cost effectiveness acceptability curve (Figure 3, right) suggests that at a WTP of €20,000 for 1 additional QALY, the probability that IT was more cost effective than IS was at 60% (Table 4). At a WTP of €14,710 or more for 1 additional QALY, IT must be considered cost effective in comparison with IS.

Sensitivity Analysis

In Table 4, alternative costing scenarios are explored. From the health care provider perspective, the median ICER was €1157 per additional treatment responder, or €4693 per additional QALY. In other alternative costing scenarios, the main incremental cost drivers (intervention costs, costs due to productivity losses, and associated societal costs) were adjusted over a range of ±60%, in order to explore their impact on the ICERS. The results for ±40% adjustments are presented in Table 4. We found that ICERs were more sensitive to changes in productivity losses than to changes in intervention costs. Adjustments in both intervention and productivity costs led to the largest changes in ICERS. In all sensitivity scenarios in Table 4, the point of indifference from the cost effectiveness perspective between IT and IS was below a WTP of €20,000 per QALY, indicating that in any alternative scenario in this table, IT would be preferred over IS at a WTP of €20,000 or more per QALY.

Figure 4. Cost effectiveness acceptability curve after sensitivity analyses with treatment response (left) and quality-adjusted life-year (QALY) (right) as effect measures.
Table 4. Cost effectiveness analysis of base case, health care provider perspective, and additional sensitivity analyses.

<table>
<thead>
<tr>
<th>Cost drivers</th>
<th>Base case: societal</th>
<th>Alternative case: health care provider</th>
<th>Sensitivity analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incremental costs (median)</td>
<td>845</td>
<td>271</td>
<td>739</td>
</tr>
<tr>
<td>Treatment response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental effects (median)</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>ICERc (median)</td>
<td>3683</td>
<td>1157</td>
<td>3187</td>
</tr>
<tr>
<td>ICER (95% low)</td>
<td>-5703</td>
<td>-6441</td>
<td>-5050</td>
</tr>
<tr>
<td>ICER (95% high)</td>
<td>20,366</td>
<td>3722</td>
<td>19,410</td>
</tr>
<tr>
<td>WTPd €4000</td>
<td>53%</td>
<td>95%</td>
<td>57%</td>
</tr>
<tr>
<td>WTP €8000</td>
<td>76%</td>
<td>98%</td>
<td>78%</td>
</tr>
<tr>
<td>WTP €12,000</td>
<td>87%</td>
<td>99%</td>
<td>89%</td>
</tr>
<tr>
<td>Upper right quadrant</td>
<td>79%</td>
<td>99%</td>
<td>76%</td>
</tr>
<tr>
<td>Upper left (inferior) quadrant</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>Lower left quadrant</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Lower right (dominant) quadrant</td>
<td>20%</td>
<td>0%</td>
<td>23%</td>
</tr>
<tr>
<td>QALYse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incremental QALYs (median)</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>ICER QALY (median)</td>
<td>14,710</td>
<td>4693</td>
<td>12,932</td>
</tr>
<tr>
<td>ICER QALY (95% low)</td>
<td>-18,337</td>
<td>-20,177</td>
<td>-16,241</td>
</tr>
<tr>
<td>ICER QALY (95% high)</td>
<td>71,664</td>
<td>10,848</td>
<td>67,913</td>
</tr>
<tr>
<td>WTP €10,000</td>
<td>40%</td>
<td>95%</td>
<td>45%</td>
</tr>
<tr>
<td>WTP €20,000</td>
<td>60%</td>
<td>99%</td>
<td>64%</td>
</tr>
<tr>
<td>WTP €40,000</td>
<td>85%</td>
<td>100%</td>
<td>87%</td>
</tr>
<tr>
<td>Upper right quadrant</td>
<td>80%</td>
<td>100%</td>
<td>76%</td>
</tr>
<tr>
<td>Upper left (inferior) quadrant</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Lower left quadrant</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Lower right (dominant) quadrant</td>
<td>20%</td>
<td>0%</td>
<td>23%</td>
</tr>
</tbody>
</table>

*Intervention costs.
*Productivity costs.
*Incremental cost effectiveness ratio.
*Willingness to pay.
*Quality-adjusted life-year.

Discussion

Main Findings

In this cost effectiveness analysis, we found that the IT intervention led to almost double (0.53 versus 0.29) the number of treatment responders at 6 months, which was achieved at an incremental cost of €845 (equivalent to US $1008, based on purchasing power parity for the reference year 2010 [38]). Hence, 1 additional treatment responder for IT compared with IS was achieved at a median incremental cost of €3683 (US $4394). IT led to better EQ-5D health-related quality of life and 1 additional QALY was gained at a median incremental cost of €14,710 (US $17,548). At a WTP of €20,000 (US $23,859) [39] for 1 QALY gained, IT had a 60% likelihood of being more...
cost effective than IS. These results are somewhat sensitive to large adjustments in societal costs, but the alternative cost scenarios were also in favor of IT, assuming a WTP of, but not more than, €20,000 (US $23,859) for gaining an additional QALY.

Implications
The maximum WTP per QALY is a matter of debate, but the figure of €20,000 is conservative compared with the World Health Organization’s recommendation of a maximum cost per QALY of 3 times the gross domestic product per capita (€88,000 for the Netherlands in 2010) [40]. The main findings of this study indicate that, from a cost effectiveness perspective, IT could be offered rather than IS, but the difference (60%) is not very large. In a conventional hypothesis-testing statistical approach, this difference would not be considered statistically significant, although such an approach is uncommon in cost effectiveness analyses alongside randomized controlled trials [34].

It is clear that the costs of providing IS from a health care provider perspective are only a fraction of those of providing IT. Alternatively, a stepped-care approach could be proposed, in which a client is referred to IS first and then is referred to IT in a second step when desirable results have not been achieved after IS.

Previous Studies
Smit and colleagues [14] found that Internet-based alcohol self-help has a 73% probability of dominating from a cost effectiveness point of view compared with a text-only information leaflet. They found a negative ICER (US $13,950, ie, a cost saving), mainly due to lower costs of productivity losses in the self-help intervention. In the current study, we did not find a relative reduction in productivity losses between the two active interventions. Solberg and colleagues [41] reviewed cost effectiveness studies from the health care provider perspective for brief (non-Internet-based) alcohol interventions. The number of QALYs gained was found to be highly sensitive to the effectiveness of counseling. Screening and brief counseling compared with no intervention had an overall ICER of US $1755 (in year 2000 terms) per QALY gained. Compared with this figure, the median incremental cost per QALY for IT compared with IS is less favorable. However, the lower cost per gained QALY can be expected when a comparison between an active intervention and no intervention is made.

Strengths and Limitations
A limitation of this study stems from the generalizability of the cost data. The reported software costs were based on actual cost records, which may be different in other settings. To estimate full societal costs, we measured productivity loss cost data using the SF-HLQ, but we estimated health care costs other than the focal intervention and for law enforcement based on Rehm and colleagues [2]. Two potential issues arise: (1) data presented in Rehm et al [2] are not limited to harmful users, and (2) not all costs included as societal costs may be drinking related. Because additional health care costs and law-enforcement costs depend on productivity costs, we leveraged a potential bias in the measurement of productivity costs into these costs.

We collected data on productivity losses using the SF-HLQ, aiming at a 2-week period before data collection. Subsequently, we extrapolated the calculated costs of productivity losses. An alternative approach to calculating absence days could have been applied by (1) retrospectively asking participants about their work absenteeism in the previous 3 or 6 months, and thus collecting an alternative measure of absenteeism based on which we could have validated our extrapolation approach, or (2) measuring absenteeism, presenteeism, and the main clinical end points more frequently, in order to have more data on which to base the extrapolation. This would, however, have increased the research burden on our study participants, but it would presumably also have led to more sound data on costs (and effects). To assess the robustness of the results in terms of deviations from the calculated costs, we performed sensitivity analyses, plus an additional analysis in which we took into account only the intervention costs (health care provider cost perspective).

Another limitation was the time horizon in this analysis, which was restricted to 6 months. It is very possible that clinical effects were maintained after 6 months, although they may diminish over time. The same may be true for losses or gains in (productivity) costs. We have, however, not modeled the possible developments of effects and costs beyond the 6 months for which we have empirical data. This limits the time horizon and may jeopardize informed decision making when considering long-term effects.

By collecting patient-level cost data alongside a pragmatic randomized controlled trial, this study has both good comparability of the populations in the two interventions as a consequence of random allocation, and acceptable external validity as a result of the pragmatic approach [8]. Missing observations were multiply imputed; failing to account for missing costs data properly can produce biased results [42-44]. We subjected our base-case results to cost adjustments in a sensitivity analysis. Our main findings remained stable under alternative costing scenarios. At a WTP of €20,000 per QALY gained, IT offers outcomes for money equal to or better than those obtained with IS, and might therefore be considered as a possible treatment option, either as first-line treatment in a matched-care approach or as second-line treatment in the context of a stepped-care approach.
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Abstract

Background: Web technology is increasingly being used to provide individuals with health risk assessments (HRAs) with tailored feedback. End-user satisfaction is an important determinant of the potential impact of HRAs, as this influences program attrition and adherence to behavioral advice.

Objective: The aim of this study was to evaluate end-user satisfaction with a web-based HRA with tailored feedback applied in worksite settings, using mixed (quantitative and qualitative) methods.

Methods: Employees of seven companies in the Netherlands participated in a commercial, web-based, HRA with tailored feedback. The HRA consisted of four components: 1) a health and lifestyle assessment questionnaire, 2) a biometric evaluation, 3) a laboratory evaluation, and 4) tailored feedback consisting of a personal health risk profile and lifestyle behavior advice communicated through a web portal. HRA respondents received an evaluation questionnaire after six weeks. Satisfaction with different parts of the HRA was measured on 5-point Likert scales. A free-text field provided the opportunity to make additional comments.

Results: In total, 2289 employees participated in the HRA program, of which 637 (27.8%) completed the evaluation questionnaire. Quantitative analysis showed that 85.6% of the respondents evaluated the overall HRA positively. The free-text field was filled in by 29.7% of the respondents (189 out of 637), who made 315 separate remarks. Qualitative evaluation of these data showed that these respondents made critical remarks. Respondents felt restricted by the answer categories of the health and lifestyle assessment questionnaire, which resulted in the feeling that the corresponding feedback could be inadequate. Some respondents perceived the personal risk profile as unnecessarily alarming or suggested providing more explanations, reference values, and a justification of the behavioral advice given. Respondents also requested the opportunity to discuss the feedback with a health professional.

Conclusions: Most people were satisfied with the web-based HRA with tailored feedback. Sources of dissatisfaction were limited opportunities for providing additional health information outside of the predefined health and lifestyle assessment questionnaire and insufficient transparency on the generation of the feedback. Information regarding the aim and content of the
HRA should be clear and accurate to prevent unrealistic expectations among end-users. Involving trusted health professionals in the implementation of web-based HRAs may enhance the use of and confidence in the HRA.

**KEYWORDS**
eHealth; satisfaction; health risk assessment; mixed methods; health behavior

**Introduction**

Health risk assessments (HRAs) with feedback are commonly used instruments for worksite health promotion [1]. HRAs with feedback screen for risk factors for chronic diseases and provide respondents with information about their health risks, current lifestyle behavior, and opportunities for improving their health. Several studies have already shown promising results for HRAs implemented at the worksite: they might reduce employees’ health risks and improve their lifestyles [1]. This is also beneficial for the employer, as employees with healthy lifestyles are generally absent from work less often and are more productive than employees with unhealthy lifestyles [2-4]. Nowadays, HRAs are increasingly offered as web-based applications. The use of computer technology and email provides the opportunity to reach large groups of individuals and to deliver individually tailored feedback [5]. Following Kreuter et al [6], we define tailoring as “any combination of information or change strategies intended to reach one specific person, based on characteristics that are unique to that person, related to the outcome of interest, and have been derived from an individual assessment.” Within the worksite setting, emails can reach diverse employee populations [7]. Emails and web pages offer a natural way of reaching employees, as it fits into their daily work routine. Employees are also able to use computer programs in private, for example, at home, and at a time that suits them [8].

Although the potential of web-based HRAs with tailored feedback at the worksite is clear, few evaluations take into account satisfaction from an end-user perspective. To date, studies that did take this into account were either focused on eHealth approaches (eg, telemedicine) [9,10] other than HRAs, studied satisfaction only as an effectiveness measure without studying factors that affect end-user satisfaction [11-13], or evaluated non–web-based health promotion programs [11,13,14]. However, end-user satisfaction is shown to be positively related to compliance to medical regimes in primary health care [15] and with initiation of health behavior change after participating in the HRA studied here [16]. Respondents who were more satisfied with the HRA were nearly three times more likely to initiate lifestyle changes after participation [16]. Yet to our knowledge, no studies have comprehensively studied satisfaction and the factors affecting it. Furthermore, more extensive evaluation of workplace health promotion programs is needed as the most effective strategies for these services have not yet been determined [17]. Evaluating the factors described within the conceptual framework of Wixom and Todd [18] can give insight into how web-based HRAs with tailored feedback are used and provide opportunities for improvement. By evaluating HRAs after implementing them in the proposed setting on a voluntary basis without remuneration, real-life personal experiences with the HRA could be assessed and used to inform the design process.

**Objectives**

The aim of this study was to evaluate end-user satisfaction with a web-based HRA with tailored feedback applied in worksite settings, using mixed (quantitative and qualitative) methods. Mixed methods can provide insights that may be missed when only a single research modality is used [19]. Satisfaction with different components of the HRA, and determinants affecting this satisfaction were evaluated both quantitatively and qualitatively. Qualitative methods were also used to determine opportunities for improvement.

**Methods**

**Design and Study Population**

This study was conducted between September 2007 and December 2008. Seven companies in the Netherlands invited their employees to participate in a commercial, web-based HRA with tailored feedback. The HRA was part of the companies’ corporate health-management strategy. Two companies used an age-based inclusion criterion for participation in the HRA (35 years and older and 45 years and older, respectively). The other companies did not use inclusion criteria, and all employees were invited to participate. The companies’ human resources departments sent the invitations for participation in the HRA by email. Employees were informed that participation was voluntary and free of charge, that all personal data would be treated confidentially, and that no individual results would be shared with their employer or with any other third parties. In case of no response to the invitation email, a single reminder was sent two weeks after the initial invitation.

Six weeks after participation in the HRA, participants received an invitation by email for an electronic evaluation questionnaire. This electronic evaluation questionnaire was not part of the HRA but was sent for research purposes.

**Intervention**

The HRA consisted of four components: 1) an electronic health and lifestyle assessment questionnaire, 2) a biometric evaluation, 3) a laboratory evaluation, and 4) tailored feedback consisting of a personal health risk profile and lifestyle behavioral advice communicated through a web portal.

The health and lifestyle assessment questionnaire covered sociodemographic variables, family and personal medical history, health complaints, psychological functioning, and lifestyle behavior (physical activity, smoking behavior, alcohol consumption, nutrition intake, and stress). Furthermore,
participants were asked to assess their own lifestyle on a scale from 1 to 10 and their health perception on a 5-point Likert scale (very good, good, neither good nor poor, poor, very poor). More details on the health and lifestyle assessment questionnaire can be found in Laan et al [20].

The biometric evaluation consisted of measurements of weight, height, waist circumference, and blood pressure taken by certified health professionals. Furthermore, samples of blood, urine, and feces were taken for lab analyses of total cholesterol, low-density lipoprotein (LDL) cholesterol, high-density lipoprotein (HDL) cholesterol, triglycerides, glucose, creatinine, and urinary albumin-to-creatinine ratio. To collect and analyze feces samples and provide feedback on the results, the developer of the HRA (NDDO Institute for Prevention and Early Diagnostics (NIPED)) received permission to screen for colorectal cancer under Dutch law, provided by the Dutch Ministry of Health, Welfare, and Sport.

After completing all HRA components, the information collected from both the biometric evaluation and the health and lifestyle questionnaire was processed by computer algorithms to compute the tailored feedback. This feedback was provided to the user immediately after completion of the questionnaire, the biometric evaluation, and after the laboratory provided feedback on the results of blood, urine, and feces. When the tailored feedback was available, the user received an email. The feedback was divided into five health-related domains (behavioral, psychological, physical, personal medical history/familiar risk, and work-related). For each of these domains, 1) a three-color system was used to explain the health risk (green: normal risk; orange: moderately elevated risk; red: seriously elevated risk), and 2) the threats associated with elevated risk (orange and red categories) and the potential gains of taking preventive action were explained. A compass metaphor was used to summarize overall health risk, with the categories “on track (color green),” “slightly off-track (color light orange),” “moderately off-track (color dark orange),” and “seriously off-track (color red).” In the remainder of this article we will refer to those categories by their colors. All risk calculations were based on prevailing practice guidelines, including the European and Dutch guidelines for cardiovascular risk management [21,22]. The feedback concluded with comprehensive suggestions of actions the participant could take. All options suggested trusted external parties the participant could go to for support for the action they might want to take. These suggestions were made based on their expressed preferences (such as for guided versus non-guided interventions, actions in groups or on their own, and actions away from or at home), and differentiated between the participant’s stage of motivation for lifestyle changes (transtheoretical model of health behavior change [23]). In case of seriously elevated health risks, the feedback included a referral to a general practitioner (GP) for further medical evaluation and treatment if necessary. For all participants, a 30-minute health counseling visit with the program physician was available on request. An example of feedback provided by the system is shown in Multimedia Appendix 1 (see also Figure 1), and a more extensive description of how the feedback is generated can be found in Multimedia Appendix 2 (see also Figure 2).

**Figure 1.** Screenshot of the personal health risk profile page.
Measurements

Six weeks after receiving the feedback, participants received a two-part electronic evaluation questionnaire. The first part assessed satisfaction with the HRA, and the second part assessed initiation of health behavior change after participation in the HRA. The questionnaire was sent using an email survey program, with a single reminder after one week. The findings on initiation of health behavior change have been published elsewhere [16].
The part of the evaluation questionnaire related to satisfaction with the HRA—which is the focus of this study—consisted of 10 items. Respondents were asked to appraise (1) pre-program information and communication about the HRA, (2) the registration procedure, (3) the electronic health and lifestyle assessment questionnaire, (4) the planning of the biometric evaluation visit, (5) the biometric evaluation visit, (6) the comprehensibility of the provided feedback, and (7) the optional health counseling visit with the program physician. These items refer to successive steps in the HRA procedure, each of which has to be completed before the next one is started; there is no overlap. Satisfaction with each step was measured on a 5-point ordinal ranking scale (excellent, very good, good, average, poor). In addition, overall satisfaction with the HRA was measured with two questions: (8) “How do you assess your participation in the HRA in general?” (measured on a 5-point ordinal ranking scale: excellent, very good, good, average, poor) and (9) “Would you recommend the HRA to others?” (measured on a 5-point agreement scale: definitely would, probably would, maybe, probably not, definitely not). Finally, a free-text field was available for additional comments. The corresponding instruction read “It’s possible that some things were not contained in the above questions, or that you weren’t able to express these things as you would have liked. If this is the case, please enter them below.”

Data Analyses

Quantitative Analysis of Satisfaction With the HRA

Three items of the questionnaire were not included in the data analyses: pre-program information, the registration procedure, and the planning of the biometric evaluation visit. The first two markedly differed between companies, and no remarks in the free-text field on these components of the HRA were made. The planning of the biometric evaluation visit was excluded because this practical aspect had no direct link with the web-based component of the HRA.

Descriptive statistics were performed on all data to examine population characteristics and satisfaction with the HRA. For satisfaction with the different components of the HRA and the overall satisfaction with the HRA, the response options were dichotomized into “positive judgment” (excellent, very good, good, average, poor) and “negative judgment” (average, poor) because of unbalanced ranking scales. Response bias to the evaluation questionnaire was checked by comparing respondents and non-respondents on demographic characteristics, educational level, health perception, self-rated lifestyle, body mass index, physical activity, fruit and vegetable intake, smoking behavior, alcohol consumption, and overall health risk. Response bias to the free-text field was checked by comparing respondents who made remarks in the free-text field and respondents who did not on demographic characteristics and satisfaction. For both response bias analyses, t test for continuous outcomes, Chi-square tests for dichotomous outcomes, and Mann-Whitney (for two groups) and Kruskal-Wallis tests (for more than two groups) for ordinal outcomes were used. The Statistical Package for the Social Sciences (SPSS) version 18 was used to perform statistical analyses.

Qualitative Analysis of Satisfaction With the HRA

To analyze the textual remarks, a codebook was developed based on concepts from the user satisfaction and technology acceptance literature [18]. User satisfaction and technology acceptance theories are used to evaluate users’ perceptions about information systems to predict actual usage of these systems. The theories use a characteristics-based approach, with the potential end-user’s attitude towards a system as pivotal construct. There are different theories that take varying system characteristics into account. Because we aimed to evaluate the HRA in the broadest sense, we included in our codebook all concepts as described in Wixom and Todd, 2005 Table 1, p. 88 [18]. At the start of the analysis, all domains and concepts were adopted directly from the table. Interpretations of both were specified to the HRA evaluated in the current study. Domains, concepts, and interpretations are listed in Multimedia Appendix 3.

Two researchers (SV and EL) independently categorized the remarks according to three different topic schemes: 1) the component of the HRA addressed (pre-program information and communication about the HRA, the registration procedure, the electronic health and lifestyle assessment questionnaire, the planning of the biometric evaluation visit and the visit itself, the feedback provided by the system, counseling visit with the program physician, or the HRA in general), 2) domain and concept from the codebook (see Multimedia Appendix 3), and 3) whether the remark was positive, negative, or neutral. Considering that remarks sometimes referred to different components of the HRA, they were divided into shorter remarks when necessary, one for each component of the HRA addressed. If these shorter remarks covered different concepts from the codebook, they were again divided into even smaller remarks. If in the original codebook a remark did not pertain to any concept of a domain, we looked for a concept from another domain and copied that between the domains. For example, although “feelings of control” was originally described only in the domain “outcome expectations,” in our analysis this concept was also needed in the domain “information quality,” so we added this concept here. If no suitable concept was found, a new one was added. Changes to the codebook made during the analyses are also described in Multimedia Appendix 3.

During four subsequent meetings, we tried to reach consensus about the categorization by comparing and discussing this. If consensus could not be reached, a third researcher (NP) was brought in to resolve the disagreement.

Analysis of Determinants

Univariate logistic regression analyses were used to assess the associations between respondent characteristics (gender, age, educational level, health perception, self-rated lifestyle, and overall health risk) and satisfaction with each of the program components (health and lifestyle assessment questionnaire, visit for biometric evaluation, comprehensibility of feedback, and health counseling visit with program physician) as well as overall satisfaction with the HRA and intention to recommend the HRA to others. Prior to the analyses, age was categorized into “younger than 50 years” and “50 years and older.” Because a majority of the respondents rated their own lifestyles with the
number 7, this variable was categorized into three categories: 1–6, 7, and 8–10. Baseline data also showed that the distribution of health perception was unbalanced; only a few respondents assessed their health perception as “neither good nor poor”, “poor”, or “very poor”. Therefore, health perception was categorized into “very good”, “good”, and “poor” (comprising the categories “neither good nor poor”, “poor”, and “very poor”). Finally, the response scale for intention to recommend the HRA to others was dichotomized into “positive intention” (definitely would, probably would) and “negative intention” (maybe, probably not, definitely not). Overall, 36 univariate logistic regression analyses were performed, the results of which were quantified as odds ratios.

If a respondent characteristic was found to be significantly associated with a judgment of satisfaction with (components of) the HRA, the remarks that were entered into the free text field were subsequently searched for explanations. This was done by contrasting the remarks of different groups of respondents, as defined by the characteristic. For instance, explanations of significant associations with age were searched for by contrasting the remarks made by respondents younger than 50 years with those made by respondents of 50 years and older.

Results

Study Population

A total of 6790 employees were invited to participate in the HRA. Of those, 2289 (33.7%) completed all components of the HRA measurements and thus received feedback by the system. 183 out of 2472 (7.4%) dropped out after they started with the HRA. The response to the evaluation questionnaire was 27.8% (637/2289). Table 1 shows the characteristics of the respondents who completed the evaluation questionnaire.

Table 1. Characteristics of respondents to the evaluation questionnaire (N=637).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male sex, N (%)</td>
<td>386 (60.6)</td>
</tr>
<tr>
<td>Age, mean ± SD</td>
<td>46.49 ± 8.76</td>
</tr>
<tr>
<td>≥ 50, N (%)</td>
<td>230 (36.1)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
</tr>
<tr>
<td>low, N (%)</td>
<td>139 (21.8)</td>
</tr>
<tr>
<td>moderate, N (%)</td>
<td>191 (30.0)</td>
</tr>
<tr>
<td>high, N (%)</td>
<td>307 (48.2)</td>
</tr>
<tr>
<td>Health perception</td>
<td></td>
</tr>
<tr>
<td>very good, N (%)</td>
<td>116 (18.2)</td>
</tr>
<tr>
<td>good, N (%)</td>
<td>415 (65.1)</td>
</tr>
<tr>
<td>not good, not bad, N (%)</td>
<td>102 (16.0)</td>
</tr>
<tr>
<td>bad, N (%)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>very bad, N (%)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-rated lifestyle (1–10), mean ± SD</td>
<td>7.18 ± 0.98</td>
</tr>
<tr>
<td>1–6, N (%)</td>
<td>119 (18.7)</td>
</tr>
<tr>
<td>7, N (%)</td>
<td>275 (43.2)</td>
</tr>
<tr>
<td>8–10, N (%)</td>
<td>243 (38.1)</td>
</tr>
<tr>
<td>Body Mass Index, mean ± SD</td>
<td>28.09 ± 3.77</td>
</tr>
<tr>
<td>Physical activity (min/week), median [interquartile interval]</td>
<td>165 [60–290]</td>
</tr>
<tr>
<td>Fruit (pieces/day), mean ± SD</td>
<td>1.76 ± 0.43</td>
</tr>
<tr>
<td>Vegetables (g/day), mean ± SD</td>
<td>1.56 ± 0.50</td>
</tr>
<tr>
<td>Currently smoking, N (%)</td>
<td>146 (22.9)</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td></td>
</tr>
<tr>
<td>less than 1 unit/week, N(%)</td>
<td>160 (25.1)</td>
</tr>
<tr>
<td>1–7 units/week, N(%)</td>
<td>268 (42.1)</td>
</tr>
<tr>
<td>8–14 units/week, N(%)</td>
<td>126 (19.8)</td>
</tr>
<tr>
<td>15–21 units/week, N(%)</td>
<td>54 (9)</td>
</tr>
<tr>
<td>22 or more units/week, N (%)</td>
<td>29 (5)</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2012/5/e140/
There were no significant differences between respondents and non-respondents to the evaluation questionnaire, except for age. On average, respondents to the evaluation questionnaire were one year older (mean ± SD: 46.5 ± 8.8 years) than those who did not respond to the evaluation questionnaire (mean ± SD: 45.5 ± 8.5 years) ($P = .01$) (data not shown). Except for age and physical activity, there were also no significant differences between respondents who made remarks in the free-text field (either a negative, positive, or neutral remark) compared to those who did not. Respondents who made remarks in the free-text field were nearly two years older (mean ± SD: 47.8 ± 8.1 years) than those who did not make remarks (mean ± SD: 45.9 ± 9.0 years) ($P = .01$) (data not shown). Respondents who made remarks in the free-text field were less physically active (median [interquartile interval (IQI)]: 150 (50–270) min/week) compared to those who did not make remarks (median [IQI]: 170 (60–300) min/week) ($P < .01$) (data not shown).

Satisfaction With the HRA

Table 2 shows the satisfaction rankings of the respondents to the evaluation questionnaire. Additional analyses showed that fewer respondents who made one or more remarks in the free-text field were satisfied overall with the HRA (134 out of 189, 70.9%) compared to those who did not make remarks (411 out of 448, 91.7%) ($P < .01$) (data not shown). Similar figures were found for the health and lifestyle assessment questionnaire, for the visit for biometric evaluation, for the comprehensibility of the feedback, and for the intention to recommend the HRA to others. However, more respondents who made remarks judged the health counseling visit with the program physician as positive (40 out of 69, 58.0%), compared to those who did not make remarks (130 out of 157, 29.0%) ($P < .01$).

Table 2. Numbers and percentages of respondents that judged positively and negatively about (components of) the HRA (N=637).

<table>
<thead>
<tr>
<th>Judgments of HRA components</th>
<th>Number (percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health and lifestyle assessment questionnaire</td>
<td></td>
</tr>
<tr>
<td>positive, N (%)</td>
<td>557 (87.4)</td>
</tr>
<tr>
<td>negative, N (%)</td>
<td>80 (13)</td>
</tr>
<tr>
<td>Biometric evaluation visit</td>
<td></td>
</tr>
<tr>
<td>positive, N (%)</td>
<td>550 (86.3)</td>
</tr>
<tr>
<td>negative, N (%)</td>
<td>82 (13)</td>
</tr>
<tr>
<td>no answer</td>
<td>5 (1)</td>
</tr>
<tr>
<td>Comprehensibility of the feedback</td>
<td></td>
</tr>
<tr>
<td>positive, N (%)</td>
<td>515 (80.8)</td>
</tr>
<tr>
<td>negative, N (%)</td>
<td>119 (18.7)</td>
</tr>
<tr>
<td>no answer</td>
<td>3 (1)</td>
</tr>
<tr>
<td>Health counseling visit with the program physician</td>
<td></td>
</tr>
<tr>
<td>positive, N (%)</td>
<td>170 (75.2%)</td>
</tr>
<tr>
<td>negative, N (%)</td>
<td>56 (25%)</td>
</tr>
<tr>
<td>Overall satisfaction with the HRA</td>
<td></td>
</tr>
<tr>
<td>positive, N (%)</td>
<td>545 (85.6)</td>
</tr>
<tr>
<td>negative, N (%)</td>
<td>92 (14)</td>
</tr>
<tr>
<td>Intention to recommend the HRA to others</td>
<td></td>
</tr>
<tr>
<td>definitely would, N (%)</td>
<td>274 (43.0)</td>
</tr>
<tr>
<td>probably would, N (%)</td>
<td>198 (31.1)</td>
</tr>
<tr>
<td>maybe, N (%)</td>
<td>107 (16.8)</td>
</tr>
<tr>
<td>probably not, N (%)</td>
<td>44 (7)</td>
</tr>
<tr>
<td>definitely not, N (%)</td>
<td>14 (2)</td>
</tr>
</tbody>
</table>

*Percentage based on those respondents who actually visited the program physician (N=226).

End-users’ Remarks About the HRA

The free-text field at the end of the questionnaire was used to analyze the data qualitatively; 189 out of the 637 respondents (29.7%) filled in this field. One hundred and twelve respondents made one remark, 45 respondents made two remarks, 20 respondents made three remarks, and 12 respondents made four or more remarks. In total, 315 separate remarks were made. Of those 315 remarks, 33 (10%) were positive, 249 (78.3%) were negative, and 33 (10%) were neutral.
Assessment Phase

80 remarks were made by 70 respondents about the assessment phase. Of those remarks, 3 (4%) were positive, 71 (88.8%) were negative, and 6 (8%) were neutral.

Most remarks regarding the health and lifestyle assessment questionnaire were about limitations in opportunities for expressing individual details. There were respondents who felt limited in their ability to enter all the information about their health or lifestyle that they considered relevant (eg, existing health problems like food allergies and back pain). It was also mentioned that the questionnaire was insufficiently tailored to respondents’ personal situation (eg, a lack of gender-specific questions). This resulted in the perception that the assessed personal health risk profile did not adequately represent respondents’ actual health status.

I realize you want the phrasing of the questions to be as clear as possible. In a number of cases, the answers are oversimplified. The actual situation is sometimes far removed from the possible answers, and consequently the results also give a different (more negative) picture. [Male, age 52]

Because of this perceived restriction, these respondents indicated they preferred speaking to a health professional after completing the health and lifestyle assessment questionnaire or expected to be able to provide additional information or ask questions during the visit for biometric evaluation. However, this visit was facilitated by an external organization that had only limited information about the HRA. Their only task was to obtain the measurements. This affected respondents’ satisfaction with the biometric evaluation.

I thought the biometric evaluation visit was quite basic. All of the procedures were carried out in a rather impersonal way and at breakneck speed. It felt a little bit like a production line. [Female, age 38]

To improve the system with regard to the perceived restrictions, respondents suggested adding a text field to the questionnaire where they could enter additional information or ask questions.

Personal Risk Profile and Lifestyle Behavior Advice

83 remarks were made by 68 respondents about the personal risk profile and lifestyle behavior advice. Of those remarks, 1 (1%) was positive, 75 (90.4%) were negative, and 7 (8%) were neutral.

The personal risk profile was criticized because of the format of the information provided. There were respondents who perceived the risk profile as unnecessarily alarming.

The way in which the results were presented meant I didn’t sleep very well for a number of nights, even though afterwards the company doctor and my GP said there was no reason to take any further steps. [Female, age 40]

Feelings of anxiety and lack of confidence in the feedback provided by the system often resulted in a second opinion by the respondent’s own GP.

Others criticized the lifestyle behavior advice for being too complex, and sometimes for being too trivial (eg, respondents felt the advice included complex medical terminology or perceived the advice as simple as it told them to exercise more). Furthermore, there were respondents who expected more guidance in the execution of the lifestyle behavior advice.

I had the impression I’d get more help. But the answers I got were things I already knew. For instance, that I’d like help in trying to lose weight. It just said I could contact my GP. [Male, age 36]

Finally, some respondents argued that the suggestions for taking action were easy to ignore.

Because the communication is all on paper, it’s easy to ignore any recommendations. [Male, age 55]

The HRA was also criticized because the relation between information entered and feedback provided by the system was not always clear to respondents.

I’d like to see a clearer connection between output and input. For example, if there’s a recommendation to eat more dairy products, does this come out of the tests or from the questionnaire? I think it’s important that the client knows what a recommendation is based on. [Male, age 40]

Especially when the feedback contained unexpected information, respondents wanted to review their answers on the questionnaire and have the possibility to link these to the provided feedback—but the HRA did not support this. Perceived contradictions in the feedback sometimes led to irritation.

What stands out for me is that even though I didn’t get any red scores, I’m seriously off-track and was referred to the prevention consultant. This doesn’t add up. [Male, age 47]

Also, some respondents mentioned a lack of confidence in the feedback provided because it was contrary to their expectations.

Many respondents who made a remark mentioned that the personal risk profile did not provide threshold values, especially with regard to the biometric measures. As a result, some of these respondents indicated they did not know how to interpret the feedback.

When the results are shown, there’s not enough mention of reference materials … the result is 4, but on which scale? … What’s good and what isn’t, and when or at what score should I be concerned? [Male, age 42]

Applying the Advice in Practice

39 remarks were made by 28 respondents about applying the advice in practice. Of those remarks, 2 (5%) were positive, 34 (87.2%) were negative, and 3 (8%) were neutral.

Despite the fact that a health counseling visit was available to every respondent, there were respondents who criticized the HRA for the absence of such a visit. This was likely due to a communication problem. Other respondents said that web-based feedback was rather impersonal compared to feedback provided by a health care professional.
Respondents made remarks about their experiences after receiving the feedback. Most respondents who went to their GP either because the provided feedback included referral to their GP or because they wanted a second opinion, underwent another biometric evaluation. Reasons they reported for this were that the GP perceived the feedback as being unclear and unusable, disagreed with the threshold values that were used for risk stratification, or claimed that certain measures were not performed correctly.

**Overall Satisfaction With the HRA**

104 remarks were made by 84 respondents about overall satisfaction with the HRA. Of those remarks, 27 (26.0%) were positive, 64 (61.5%) were negative, and 13 (12.5%) were neutral.

Respondents who made remarks in the free-text field differed in their opinions about the HRA’s usefulness. There were respondents who considered the HRA to be superficial, commercial, of limited value, and/or not useful without a long-term trajectory:

*To me, it was an automated, watered-down version of my own input. I reported that I had high blood pressure and—surprise—the program affirms this. I say I sometimes don’t eat two servings of fruit a day. And presto, the program says I should eat more fruit. I indicate I’m going to exercise more, but the program isn’t interested in this because I’ve already sufficiently answered the questions on exercise.* [Male, age 53]

Furthermore, respondents indicated a preference for a more personal approach.

*During a face to face talk, you could have given a lot more information and clarified things and also have had a more thorough physical examination.* [Female, age 42]

For a few respondents, participating in the HRA was very useful because it warned them of serious health problems such as hypertension and cancer. They underwent appropriate medical interventions and were grateful they participated, something that was illustrated by the following respondent:

*A polyp has been removed from my intestines on two different occasions. According to the specialist, one of these would certainly have become malignant.* [Male, age 46]

Positive remarks were also made by respondents who received confirmation they were in good health, respondents who perceived the HRA as being a good point of reference for their health, and those who considered prevention in general to be useful, as illustrated by the following quote:

*I think it’s a good idea to have one’s weight checked, blood tested for cholesterol, and so forth. Everyone should. Sometimes diseases, abnormalities, come to light (not now, in my case), and then it makes a big difference if this is caught in time. As far as I’m concerned, this can be done every year or every two years.* [Female, age 40]

The biometric evaluation was perceived by some respondents as the most useful component of the HRA.

**Determinants Affecting Satisfaction With the HRA**

Table 3 shows the associations between respondent characteristics and their satisfaction with (components of) the HRA. There were significant differences between men and women in the judgment of the health and lifestyle assessment questionnaire. Women were almost twice more likely to be dissatisfied than men (OR=0.54, *P*=.01). Qualitative analysis showed that there were no differences in the contents of remarks made by men and women in the free-text field though.

Furthermore, significant differences were found in the judgment of the comprehensibility of the feedback amongst groups with different risk profiles. None of the respondents with a green overall risk profile evaluated the comprehensibility of the feedback negatively. Those who received a light orange (OR=1.93, *P*=.02) and dark orange (OR=1.87, *P*<.01) risk profile were more likely to judge the comprehensibility of the feedback positive than those who received a red risk profile. Also, the intention to recommend the HRA varied by risk profile; those who received a green risk profile were much more likely to have the intention to recommend the HRA to others than those who received a red profile (OR=4.52, *P*=.02).

Comparisons of the remarks made by respondents with different risk profiles showed that respondents with a red risk profile perceived more difficulties with applying the lifestyle behavior advice and reported anxiety as a result of the health risk profile than respondents with other risk profiles. For instance, remarks regarding the applicability of the lifestyle behavior advice or disagreement with the provided feedback by GPs were made by respondents with a red risk profile. No remarks regarding the provided feedback were made by respondents with a green risk profile.

In general, respondents with a green risk profile made relatively more positive remarks compared to respondents with other risk profiles. Also, their remarks were about practical issues like the service provided or materials used at the biometric evaluation visit and the evaluation questionnaire itself and no issues related to the web-based component of the HRA.
Table 3. Associations of positive judgments with respondent characteristics, expressed as odd ratios with 95% confidence intervals (N=637).

<table>
<thead>
<tr>
<th>Judgment of the health and lifestyle assessment questionnaire</th>
<th>Judgment of the visit for biometric evaluation</th>
<th>Judgment of the comprehensibility of feedback</th>
<th>Judgment of the counseling visit with the program physician</th>
<th>Overall satisfaction with the HRA</th>
<th>Intention to recommend the HRA to others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
</tr>
<tr>
<td>Female</td>
<td>0.54 [0.34–0.87]b</td>
<td>0.79 [0.49–1.26]</td>
<td>0.87 [0.58–1.30]</td>
<td>0.73 [0.40–1.35]</td>
<td>0.74 [0.47–1.16]</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 50</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
</tr>
<tr>
<td>50 and older</td>
<td>0.93 [0.58–1.52]</td>
<td>1.34 [0.82–2.22]</td>
<td>0.91 [0.61–1.38]</td>
<td>1.40</td>
<td>0.82 [0.52–1.28]</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
</tr>
<tr>
<td>Moderate</td>
<td>1.02 [0.55–1.91]</td>
<td>1.03 [0.55–1.90]</td>
<td>1.38 [0.80–2.17]</td>
<td>0.76 [0.36–1.62]</td>
<td>1.45 [0.79–2.68]</td>
</tr>
<tr>
<td>High</td>
<td>1.40 [0.77–2.53]</td>
<td>1.49 [0.82–2.67]</td>
<td>1.32 [0.81–2.17]</td>
<td>1.47</td>
<td>1.25 [0.72–2.15]</td>
</tr>
<tr>
<td>Health perception</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
</tr>
<tr>
<td>Good</td>
<td>1.04 [0.56–1.91]</td>
<td>0.65 [0.33–1.29]</td>
<td>1.09 [0.65–1.83]</td>
<td>0.82 [0.39–1.73]</td>
<td>0.76 [0.41–1.42]</td>
</tr>
<tr>
<td>Very good</td>
<td>2.23 [0.90–5.49]</td>
<td>1.35 [0.54–3.40]</td>
<td>2.38 [1.12–5.06]b</td>
<td>1.96</td>
<td>1.81 [0.75–4.37]</td>
</tr>
<tr>
<td>Self-rated lifestyle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 t/m 6</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
</tr>
<tr>
<td>7</td>
<td>1.14 [0.61–2.13]</td>
<td>0.48 [0.23–1.03]</td>
<td>1.00 [0.58–1.72]</td>
<td>0.739</td>
<td>0.98 [0.53–1.81]</td>
</tr>
<tr>
<td>8 t/m 10</td>
<td>1.28 [0.67–2.44]</td>
<td>0.52 [0.24–1.12]</td>
<td>1.10 [0.63–1.94]</td>
<td>1.03</td>
<td>0.99 [0.57–1.61]</td>
</tr>
<tr>
<td>Overall health risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Green</td>
<td>0.83 [0.29–2.37]</td>
<td>6.20 [0.81–47.2]</td>
<td>N/Ab</td>
<td>4.14</td>
<td>4.07 [0.93–17.75]</td>
</tr>
<tr>
<td>Light orange</td>
<td>1.28 [0.60–2.72]</td>
<td>0.93 [0.50–1.73]</td>
<td>1.93 [1.10–1.87]b</td>
<td>1.30</td>
<td>1.15 [0.63–2.08]</td>
</tr>
<tr>
<td>Dark orange</td>
<td>0.71 [0.40–1.25]</td>
<td>1.27 [0.73–2.19]</td>
<td>1.87 [1.19–2.94]b</td>
<td>1.75</td>
<td>1.62 [0.97–2.72]</td>
</tr>
<tr>
<td>Red</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
<td>ref. category</td>
</tr>
</tbody>
</table>

a Odds-ratio and 95% confidence interval could not be calculated because all respondents with a green overall health risk evaluated the comprehensibility of the feedback positive.
b \( P < .05 \).
Discussion

Main Findings

This study evaluated end-user satisfaction with a web-based HRA with tailored feedback. Quantitative evaluation data showed that most respondents were satisfied with the HRA in general and with its constituent components. Nearly three-quarters (74%) of the respondents indicated that they would definitely recommend the HRA to others or considered doing so. Overall, respondents who were negative about (components of) the HRA also made critical remarks in the free-text field.

Critical remarks about the HRA found in the qualitative analysis related to perceived control over the entered information, confidence in the generated feedback, and embedding of the HRA in the health care system. Several respondents requested more insight into the generation of the feedback. This and the other results of this study suggest that transparency of the underlying computer system is important for confidence in the feedback provided. If the feedback provided by the HRA did not match the respondent’s expectations, they wanted the system to provide convincing arguments for it, based on the information they had entered. Several remarks also indicated that there were respondents who had more confidence in health professionals than in a computer system. Respondents often mentioned that they went to their GP for a second opinion, as they had no confidence in the feedback provided. There were also respondents who requested the opportunity to discuss the feedback with a health professional.

Relationship to Other Studies

In a systematic review of interventions for worksite health promotion, Soler et al reported two potential adverse effects of HRAs with feedback [1]. First, the feedback provided by the HRA could cause anxiety in participants, and second, there may be false-positive results (i.e., the feedback incorrectly indicates there is health problem). Both adverse effects were reported in our study. Some respondents became anxious when the health plan showed alarming results. Consequently, most of them indicated that they went to their GP for a second opinion. The GP often told these respondents there was nothing to worry about. These signals may either have been false alarms or correct warnings that were not recognized by the GPs. In principle, the latter seems more likely as both the risk calculations and feedback given by the HRA followed prevailing Dutch practice guidelines. So probably GPs were sometimes acting against their own guidelines during the visit. We think this can be explained by unfamiliarity of GPs with the HRA and perhaps a lack of transparency for GPs with respect to the decision rules underlying the feedback. Another possible explanation is the fact that GPs in the Netherlands act as “gatekeepers” to the health care system and tend to act reluctantly.

While there are an increasing number of studies on information systems targeted directly at care consumers or patients, there is more extensive literature on the use of information systems by medical professionals. A systematic review of clinical decision support systems for medical professionals by Kawamoto et al showed that clinical practice is more likely to improve if users are provided with actionable recommendations rather than mere assessments [24]. The HRA evaluated in our study does provide such actionable recommendations, which were appreciated as such by the respondents. Yet our findings also indicate that the advice should be suitably adapted to the user’s needs, preferences, and characteristics. Kawamoto et al also found that the effectiveness of decision support systems might potentially benefit if recommendations given by the system are justified by providing the underlying line of reasoning or research evidence [24]. Our findings support that justifying the provided recommendations has added value for the system’s end-users, especially for their confidence in the recommendations.

In a study on an automated health behavior change intervention, Bickmore et al found that relational behaviors (i.e., empathy and social dialogue) improved the liking of and the satisfaction, relationship, and desire to continue with the system [25]. There were respondents in our study who indicated they preferred to discuss their feedback with a health professional face to face, which supports Bickmore’s finding that adding relational behaviors to the HRA interface might increase the perceived value of the HRA.

In their qualitative study, Wolff et al. found various opportunities and barriers to disease prevention counseling in primary care [26]. The three aspects participants of their study requested most were tailored information, encouragement, and follow-up. The results of our study are in line with these findings: among the respondents, there were requests for more tailoring of information, positive feedback, and in some cases respondents felt the need for a second opinion or another form of professional follow-up after using the HRA.

Strengths and Limitations

In our study, we evaluated end-user satisfaction with a web-based HRA using both quantitative and qualitative methods. As described in the introduction, using mixed methods can provide additional insights that may be missed when only a single research modality is used [19]. In our case, although respondents were generally satisfied with the HRA, the qualitative data contained predominantly critical remarks. The qualitative data showed important aspects to consider when developing or implementing a web-based HRA. Furthermore, by analyzing respondent’s remarks in the broadest sense, this study gave insight into both aspects related to web-based part of the HRA as well as the implementation of the HRA.

During the categorization of remarks, all domains and most concepts of the framework were used. Only one new concept was added, and some concepts were used in more than one domain or not used at all (see Multimedia Appendix 3). Because no new domains were needed and only a few adjustments were made to the framework, we conclude that the used framework was suitable for analyzing the data of this study.

The present study does have several limitations. A large majority of participants did complete all elements of the HRA; however, 183 out of 2472 (7.4%) participants dropped out before completing the HRA and did not receive an evaluation questionnaire. Furthermore, the response to the evaluation questionnaire was 28%, which is lower than the mean response.
of 60% to 67% in most satisfaction surveys [27,28]. However, our response rate is comparable to the response for general email health surveys, which is around 34% [29]. In addition, no indication for selection bias was found, except for age.

Two companies applied an age-based criterion because they believed that HRAs are more beneficial to older employees. Companies without an age-based criterion argued they wanted to give all their employees, regardless of age, the opportunity to participate in the intervention. This might have caused a selection bias. However, complementary analysis showed this bias is small. There is a small difference in the distribution of age between all companies included in this study (age, mean ± SD: 46.5 ± 8.8) and companies without the age-based criterion (age, mean ± SD: 45.9 ± 8.9). For gender, the difference between all companies and those with the age-based criterion was respectively 386 out of 637 (60.6%) and 351 out of 553 (63.5%). Furthermore, this analysis showed that there were no significant differences between companies with and without this age-based criterion on satisfaction, except for satisfaction with the health counseling visit with the program physician (data not shown).

Self-reported data concerning health status should be interpreted with care, as they may be influenced by social factors. In addition, the phrasing of the question of the free-text field might have influenced the number and the subjects of the remarks made by respondents. The free-text field was not a mandatory field, which could explain the low percentage of respondents who actually made remarks. In general, free-text fields take more time and therefore more effort to fill in, which could also explain the low number of remarks. More important is that the free-text field was intended for additional remarks, which could have resulted in a lower number of these. Interpreting the term “additional” as “other than what was mentioned in the evaluation questionnaire” could also result in remarks unrelated to the items contained in the evaluation questionnaire. This could explain the apparent discrepancy between the results found in the quantitative and the qualitative data. Despite the limitations of the phrasing of the free-text field question, we assumed that if respondents had remarks, they would write those down anyway. Subsequently, unbalanced ordinal ranking scales were used in the evaluation questionnaire. An unbalanced scale was used to rank satisfaction with the different components of the HRA program. Therefore we dichotomized the scale into positive (excellent, very good, good) and negative (average, poor) rankings. The item “Intention to recommend the HRA to others” was ranked on a balanced scale.

Several components of the HRA (pre-program information, the registration procedure, and the planning of the biometric evaluation visit) were excluded beforehand from the analysis. Therefore, we cannot draw conclusions about the above described components of the HRA or about the influence of these components on the satisfaction rankings. Furthermore, although we believe the framework we used was suitable for the categorization of our data, some of the remarks of participants did not fully fit the framework. Therefore, extending the framework with, for example, aspects of the “Diffusion of innovations” theory [30] might have put our findings in another perspective.

Finally, the quantitative analysis showed that critical remarks in the free-text field were made by respondents who were less satisfied with the HRA. This suggests that those who are less satisfied are more inclined to make remarks, which explains the predominantly negative remarks. Still, we believe that these remarks should be taken seriously and that they could support us in improving future HRAs and increase the utilization of HRAs.

**Meaning of the Study**

Our study showed that in general end-user satisfaction with the web-based HRA was high, but qualitative analysis of free-text field remarks indicated that there still are opportunities to increase satisfaction. We know from a previous study that satisfaction with the HRA is positively related to initiation of health behavior change after participation [16]. This suggests that by improving satisfaction based on our findings, we also extend the effectiveness of HRAs.

From our findings, confidence seems to emerge as a key construct in the satisfaction with the HRA. Also, the confusion or disagreement of the GPs about the feedback reported by participants suggested that the evaluated HRA was not optimally embedded in the health care system. Therefore, the HRA should be seamlessly intertwined into the current health care practice. First, this might increase the familiarity of health professionals with the feedback provided by the HRA, which may encourage the use of this feedback by the GP. Second, when the HRA is offered by a health professional itself (eg, GPs), confidence of end-users in the HRA and the provided feedback might increase. Offering the HRA via the GP might also increase initial participation. Colkesen et al showed that one of the most frequently mentioned reasons for not participating in the HRA was that people were already under supervision of a physician [31]. In such cases, the physician can explain why it might still be relevant for them to participate in the HRA.

For developers of HRAs, this study provides insight into implications for HRAs and potential improvements. Transparency of the provided feedback is an important aspect to consider. Furthermore, information regarding the aim and content of the HRA should be clear and accurate, to prevent unrealistic expectations among end-users. For example, end-users should know the benefits and limitations of the HRA but also need to be educated about the advantages and disadvantages of screening in general.

**Unanswered Questions and Future Research**

Our study evaluated end-user satisfaction with a web-based HRA with tailored feedback and showed that respondents with elevated health risks were less satisfied with the comprehensibility of the provided feedback. Remarks showed that these respondents had difficulties applying the lifestyle advice and reported anxiety as a result of the feedback of the HRA. As lifestyle behavior change and other health-related actions will be most needed in this group of respondents, further research is needed to provide an insight into how the feedback can be improved and into the relation between respondent’s satisfaction rankings and the actual health-related behavior. For instance, it is possible that respondents are more critical because...
of an increased awareness about their health. Future research should also focus on the relationship between confidence in the HRA and satisfaction rankings.

Furthermore, before and during use of an HRA, end-users will have various expectations with regard to an HRA's output and usefulness. This will influence their willingness to use and their eventual satisfaction with the system in question. For example, another important reason for non-participation in this HRA was that many potential users felt they were healthy and therefore not in need of screening [31]. Providing accurate information tailored to this particular group of users might increase participation. Furthermore, our study showed that during use, the expectations of participants did not match with the HRA’s output, which influenced their satisfaction. Although these expectations with regard to the outcome and usefulness of a HRA might vary, it will probably be possible to distinguish clusters of (potential) users with similar expectations. If these are known, tailored HRA solutions and information about HRAs that increase participation and eventual satisfaction can be developed.

**Conclusion**

In general, respondents were satisfied with the web-based HRA with tailored feedback. However, information about elevated health risks was not always received well. Our study showed that respondents with elevated health risks were less satisfied with the comprehensibility of the feedback given by the HRA and were suspicious of the feedback. Furthermore, there was a lack of confidence in the HRA, as respondents felt they could not exert control over the health information and therefore they perceived that the HRA did not reflect their health status correctly. As a result, several respondents remarked they would prefer a personal face to face consult with a health professional. This suggests a need for a more responsive and flexible approach.

An important aspect in improving the web-based HRA is to increase the transparency of the generation of the provided feedback for both health professionals as well as participants. In particular, it is necessary to improve the embedding of the HRA in current health care practice. This might result in increased use and confidence in the HRA.
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Abstract

Background: Full recovery after gynecological surgery takes much longer than expected regardless of surgical technique or the level of invasiveness. After discharge, detailed convalescence recommendations are not provided to patients typically, and postoperative care is fragmented, poorly coordinated, and given only on demand. For patients, this contributes to irrational beliefs and avoidance of resumption of activities and can result in a prolonged sick leave.

Objective: To develop an eHealth intervention that empowers gynecological patients during the perioperative period to obtain timely return to work (RTW) and prevent work disability.

Methods: The intervention mapping (IM) protocol was used to develop the eHealth intervention. A literature search about behavioral and environmental conditions of prolonged sick leave and delayed RTW in patients was performed. Patients’ needs, attitudes, and beliefs regarding postoperative recovery and resumption of work were identified through focus group discussions. Additionally, a literature search was performed to obtain determinants, methods, and strategies for the development of a suitable interactive eHealth intervention to empower patients to return to normal activities after gynecological surgery, including work. Finally, the eHealth intervention was evaluated by focus group participants, medical doctors, and eHealth specialists through questionnaires.

Results: Twenty-one patients participated in the focus group discussions. Sufficient, uniform, and tailored information regarding surgical procedures, complications, and resumption of activities and work were considered most essential. Knowing who to contact in case of mental or physical complaints, and counseling and tools for work reintegration were also considered important. Finally, opportunities to exchange experiences with other patients were a major issue. Considering the determinants of the Attitude–Social influence–self-Efficacy (ASE) model, various strategies based on a combination of theory and evidence were used, resulting in an eHealth intervention with different interactive functionalities including tailored convalescence recommendations and a video to communicate the most common pitfalls during the perioperative period to patients and employers. Fifteen patients in the focus groups, 11 physicians, and 3 eHealth specialists suggested points for improvement to optimize the usability of the eHealth intervention and judged it an approachable, appropriate, and attractive eHealth intervention to empower gynecological patients.

Conclusions: The IM protocol was a useful method to develop an eHealth intervention based on both theory and evidence. All patients and stakeholders judged the eHealth intervention to be a promising tool to empower gynecological patients during the perioperative period and to help them to return to normal activities and work.
Introduction

Following gynecological surgery, full recovery (including returning to work) takes much longer than expected regardless of surgical technique or the level of invasiveness [1-3]. In two prospective observational studies in the Netherlands, median sick leave after gynecological procedures for benign conditions was 8 weeks [4]. Prolonged absence from work often results in a lack of social structure and meaningful activities [5,6] and can result in work disability, poorer general health, and increased risk of mental health problems [7,8]. As a result, long periods of sick leave contribute to a reduced quality of life and induce unnecessary yet substantial costs for society through lost working hours, physician consultations, medication treatment, and higher hospital admission rates [9,10].

To reduce health care costs, there is a increasing trend to limit the duration of in-hospital care and to transfer postoperative care to outpatient and primary care [11-13]. However, after discharge, gynecological care is given only on demand, detailed recommendations about resumption of work activities are not provided typically [1,14], and patients often do not know who to contact for support in case of postoperative complaints. Furthermore, family physicians frequently do not give advice about resumption of work activities and occupational or insurance physicians are only consulted if patients have paid work and these consultations take place relatively late in the course of sick leave because of legislation [15-17]. This contributes to irrational beliefs and avoidance of resumption of activities that can result in a prolonged sick leave [18].

Because a significant part of the recovery and return to work (RTW) problems of patients seem to be caused by counseling and communication deficiencies, the starting point of this study was to identify these specific problems. Many interventions aiming to improve communication with and counseling of patients have focused only on health care professionals [19,20]. However, to improve communication and health outcomes, empowering patients to actively participate in their consultations with physicians is also important [21,22]. Patient empowerment refers to the enhanced ability of patients to actively understand and influence their own health status [23]. It focuses on control in patients’ experiences of health, disease, and illness, as well as the roles of health care organizations, communities, and the broader health care system [24,25]. eHealth interventions seem to be a promising way to empower patients by providing personalized education (eg, detailed recommendations on resumption of work activities) and enhancing interaction between health consumers and professionals [26-28]. Patients become more actively engaged in their own state of health (eg, are aware which complications need additional consultation) and the communication between patient and health care provider becomes more efficient and equal [29-31]. Tailored eHealth interventions are more intensively used [32,33] and have a greater impact on people’s behavior [33-36] than generic materials, and they provide the opportunity to deliver information to a large audience [37] at any time and with lower costs [34,38]. An important condition for a successful eHealth intervention is adequate implementation [39,40].

Therefore, the objective of this study was to develop a feasible and generally accepted eHealth intervention that empowers gynecological patients during the perioperative period about returning to normal activities and work, to obtain timely RTW, and prevent work disability. To develop this intervention, we used the intervention mapping (IM) protocol [41,42], which has been shown to be a suitable systematic and scientifically accepted method for the development and implementation of a wide range of eHealth [43-46] and RTW [47,48] interventions based on theory and stakeholders’ (including patients’) involvement.

Methods

Intervention mapping was used to tailor the eHealth intervention to patients’ needs and wishes, taking into account the clinical evidence of the main determinants that influence patients’ behavior to reach timely RTW. The project group consisted of 1 research physician, 2 gynecologists, and 2 occupational physicians. Although it is not a theoretical or conceptual framework, IM is a systematic description of a logical planning process involving 6 steps: (1) performing a needs assessment; (2) defining program objectives; (3) selection of theory-based methods and practical strategies; (4) design of the intervention program; (5) development of a plan for adoption and implementation; and (6) design of an evaluation plan (Figure 1). The iterative character of IM enables the intervention to be based on a combination of theory and evidence, which maximizes the applicability for the target population and minimizes the risk of choosing the wrong theory behind the intervention (theory failure) or of poor adoption of the intervention (program failure) [49].
Figure 1. Intervention mapping process.

Step 1: Needs Assessment
In needs assessment, the discrepancy between the current and the desired situation in a given group of people is studied. The needs assessment was structured by the Precede-Proceed model, which analyzes and correlates quality of life, health, behavior, and environmental factors of a certain population [50].

Step 2: Matrices
• State expected changes in behavior and environment
• Specify performance objectives
• Specify determinants
• Create matrices of change objectives

Step 3: Theory-based methods and practical strategies
• Review program ideas with interested participants
• Identify theoretical methods
• Choose program methods
• Select or design strategies
• Ensure that strategies match change objectives

Step 4: Program
• Consult with intended participants and implementers
• Create program scope, sequence, theme, and materials list
• Develop design documents and protocols
• Review available materials
• Develop program materials
• Pretest program materials with target groups and implementers and oversee materials production

Step 5: Adoption and implementation plan
• Identify adopters and users
• Specify adoption, implementation and sustainability performance objectives
• Specify determinants and create matrix
• Select methods and strategies
• Design interventions to affect program use

Step 6: Evaluation plan
• Describe the program
• Describe the program outcomes and effect questions
• Write questions based on matrix
• Write process questions
• Develop indicators and measures
• Specify evaluation designs

a The Precede-Proceed model structures the analyses and correlation of quality of life, health, behavior, and environmental factors of a certain population [50].
certain population [50]. The current situation has shown a large discrepancy between expected duration of physical recovery and actual RTW after gynecological surgery (even laparoscopic), whereas there is strong evidence that long periods of sick leave can result in poorer general health, increased risk of mental health problems and work disability, and induces unnecessary costs for society [2,8]. The most frequently performed gynecological surgical procedures with a considerable postoperative effect on recovery and RTW (accounting for more than 17,500 procedures in the Netherlands per year) are hysterectomy (abdominal, vaginal, and laparoscopic) or laparoscopic adnexal surgery on benign indication [51]. Because approximately 67% of women aged 25-65 are in the workforce, these large numbers of surgical procedures have a great impact on absenteeism [52]. Therefore, patients who underwent these types of surgical procedures were chosen as the target group for this intervention.

To clarify and find possible explanations for prolonged sick leave, a literature search in PubMed regarding behavioral and environmental conditions of prolonged sick leave and delayed RTW in the target group was performed.

The focus group technique was considered the most suitable supplement to the literature search for identification of patient’s needs, attitudes, and beliefs regarding postoperative recovery and resumption of work. In addition to supplementing the results of the literature search, it was assumed that focus group discussions would align the results to the Dutch context and give more insight into specific content requirements of the prospective eHealth intervention that could be used during the development process. The participatory technique of focus group discussions is widely used and scientifically accepted to gain insight into public views and needs through group interaction [53,54].

Participants for the focus group discussions were recruited from the patient files of the VU University Medical Center, an academic hospital in the Netherlands. To mirror the intended target group, inclusion criteria for participation in the focus group discussions were age 18-65, a history of a laparoscopic adnexal surgery and/or hysterectomy on benign indication in 2008, and a job (paid or unpaid) of at least 8 hours per week. To create homogeneity within the focus groups but heterogeneity among the groups, the patients were recruited by means of purpose sampling into 3 groups: fast RTW, intermediate RTW, and delayed RTW. All of the participants had already returned to work after surgery (range 1-36 weeks).

The purpose of this step was to transform the identified behaviors and environmental conditions causing prolonged sick leave into behaviors and conditions that prevent a prolonged sick leave. To achieve this, performance objectives were formulated. Performance objectives describe in detail patients’ behavioral and environmental outcomes that are necessary for patients to reach the formulated behavior objective of “timely RTW.”

To select a suitable theoretical framework to reach the performance objectives, a literature search regarding main determinants of recovery and RTW was performed in PubMed. To elucidate, a suitable theoretical framework provides appropriate determinants that could be influenced to reach the behavior objective. Based on this framework, the performance objectives of the target group were elaborated into matrices with change objectives, explaining how patients and their environment will change as a result of the eHealth intervention to reach the behavior objective.

Step 3: Theory-based Methods and Practical Strategies

In this step, theoretical methods and practical strategies to address the change objectives were searched for and applied. Research has shown that the effectiveness of interventions to change behavior can be increased by the use of theory-based methods [56]. A theory-based method is a method derived from theory and research that describes a process that influences changes in determinants of behavior and environmental conditions. A practical strategy is a technique for the application of the theory-based method in ways that fit the target group and the context in which the eHealth intervention will be applied. The required theoretical framework, theory-based methods, and
translation into practical strategies were determined based on the book that describes the IM approach [42], a literature search in the PubMed database, the focus group discussions, and a brainstorm session of the researchers.

**Step 4: Program Plan and Design of the Intervention**

During this step, information obtained in previous steps was translated into specific tailored tools and information to empower gynecological patients by the eHealth intervention. Furthermore, to obtain evidence-based information and instruments necessary to fulfill patients’ needs, additional research was performed.

To verify if the eHealth intervention matched with the main target group and fitted the expectations of gynecologists, family physicians, and occupational physicians, the first concept version was evaluated by focus group participants (n = 21), physicians (n = 22), eHealth specialists (n = 3), and a representative of a patient organization (n = 1) through questionnaires. The eHealth intervention was scored on 8 main areas used to describe how the intervention functions, empowers, and can be modified to provide the best behavior change to obtain timely RTW and prevent work disability. The 8 areas included: appearance, behavior prescriptions, burdens of using the website, content, delivery, message, participation, and assessment and tailoring. Ritterband et al [57] describe these areas in detail. This model is meant to ground Internet intervention research within a scientific framework. The 8 different areas were covered in the evaluation questionnaires with 23 unique open- and close-ended questions (Appendices 4 and 5). In addition, participants were also encouraged to propose recommendations. The results of the evaluation were used to optimize the design and usability of the eHealth intervention, which resulted in the final version.

**Step 5: Design of an Implementation Plan**

The focus of Step 5 is adoption of the intervention by the patients and relevant stakeholders, and the development of an implementation plan. With the input of patients and stakeholders during previous steps, the researchers identified facilitating factors and barriers regarding adoption and implementation of the eHealth intervention. With this information, an implementation plan to enable an extensive evaluation of the intervention was developed and an appropriate linkage system for future implementation was composed.

**Step 6: Design of an Evaluation Plan**

During Step 6, the main objective of this study (ie, to develop a feasible and generally accepted eHealth intervention that empowers gynecological patients during the perioperative period into returning to normal activities and work, to obtain timely RTW, and prevent work disability) was used to compose an evaluation plan. Although the eHealth intervention was based on both theory and evidence and was developed in collaboration with the main target group and relevant stakeholders, its adoption, barriers for usage, and implementation possibilities still had to be evaluated in daily practice. In addition, the effectiveness of this eHealth intervention regarding a timely RTW to prevent work disability had to be investigated. Therefore, the project group approached 7 gynecology practices (1 university-based and 6 hospital-based) about participation in the evaluation of this intervention through implementation of the eHealth intervention as a supplement to the standard perioperative care given at their hospital. In addition, the project group formulated inclusion and exclusion criteria for patients to participate in the study and developed appropriate outcome measures to evaluate the intervention’s effectiveness, adoption, usage, and implementation. Furthermore, a logistic plan to recruit patients and involve participating health care providers was developed.

**Results**

**Step 1: Needs Assessment**

**Literature**

The literature search revealed that most women extend their sick leave beyond the recommended period on their own initiative [2]. Patients with delays in RTW reported pain/discomfort, feelings of fear, and infections as delaying factors [1]. Those who reported multiple delaying factors reported a variety of combinations that included feelings of fear, anxiety, depression, and differences in employer expectations [1]. Recovery and RTW time is shorter when the patient receives clear and few restrictions that are not too overly cautious at discharge, when the patient has been provided with RTW advice, or when the patient feels urgency to RTW [1,3,58]. Other important environmental conditions for prolonged sick leave and RTW of patients appeared to be the substantial variation in convalescence recommendations given by gynecologists, family physicians, and occupational physicians [58,59]. Their recommendations are not related to the most successful return to normal and RTW activities or the risks of complications [58]. In addition, a lack of clarity regarding absence duration can provide an obstacle for employers and employees who are keen and willing to establish earlier rehabilitation programs, but would not wish to go against the advice of health care providers [59].

**Focus Group Discussions**

Out of 105 invited patients, 38 met our inclusion criteria and were willing to participate in the focus group discussions. On the basis of availability on the selected dates for the focus group discussions, 31 patients were assigned to 3 focus groups. Of these patients, 21 were present at the meetings and participated in the focus group discussions (7 patients per meeting). A process evaluation of the focus group discussions will be published in detail elsewhere [Pittens et al, unpublished data, 2012].

Starting with the first aim of the focus group discussions, the most important reported shortcomings and difficulties of currently provided perioperative gynecological and reintegration care were (in random order):

1. Insufficient or no information about the surgical procedure itself, the logistical process in the hospital from admission to discharge, detailed resumption of work activities after the surgical procedure, and the possible consequences of the surgery (physical and mental).
2. Inconsistency of convalescence recommendations given by gynecologists, family physicians, and occupational physicians.

3. Lack of written instructions on resumption of work activities, tailored to individual conditions and work, and consequently insufficient information and instructions given to relatives.

4. Insecurity with respect to physical or mental postoperative symptoms, complications, or delayed recovery. What to do and whom to contact?

5. Poor communication among gynecologists, family physicians, and occupational physicians resulting in inadequate transfer of information about the procedure and one another’s treatments.

6. Limited or inadequate guidance by occupational physicians because of a lack of knowledge about different types of surgery and corresponding recovery times. Patients reported experiences of occupational physicians forcing the patient to RTW too early or slowing down the RTW process.

7. Difficulties with work reintegration because of insufficient involvement and understanding of the employee/employer during the perioperative and reintegration period.

8. Inability of patients to discuss the perioperative period and reintegration process at work (with employer and colleagues).

9. Lack of a reintegration plan before the surgery.

10. Few opportunities to contact other patients to exchange experiences.

In general, patients mentioned that when they were unsatisfied with the information or counseling given by their doctors and nurses, they asked family and friends who had undergone surgery about their experiences. However, this led to unrealistic expectations because of different types of surgical procedures and techniques, and the fact that recovery is affected by individual conditions and circumstances.

In the second part of the focus group discussions, the patients brought up many possible solutions and improvements to overcome the mentioned shortcomings and difficulties that were processed into performance objectives during Step 2.

Requirements, content, and specific tools that should be incorporated into an eHealth intervention to improve empowerment during the perioperative period may be summarized as follows:

1. Reliable detailed and personalized information about mentioned shortcomings and difficulties in the information supply. Pictures and videos were considered an accessible supplement to transfer this information.

2. Tools for communication with other patients, employers, gynecologists, occupational physicians, and family physicians.

3. Functionalities to develop a personalized reintegration plan.

With the results of the literature search and focus group discussions, the project group concluded that the main determinants of patients’ behavior regarding prolonged sick leave are: (1) inadequate knowledge of important information about the surgery, recovery, and RTW; (2) tendency to extend their sick leave beyond the recommended period; (3) insecurity about postoperative symptoms, complications, and delayed recovery without knowing where to receive appropriate help; (4) lack of skills to compose a work-reintegration plan and to identify possible barriers for RTW; and (5) lack of knowledge about the opportunity to develop and discuss a work-reintegration plan before surgery with the employer and a occupational physician. In addition, important environmental conditions of patients’ behavior are considered to be: (1) inconsistency and lack of clarity in convalescence recommendations given by gynecologists, family physicians, and occupational physicians; (2) lack of communication among gynecologists, family physicians, and occupational physicians; (3) lack of clarity from health care providers about who to contact in case of postoperative complaints; (4) lack of initiative of the employer and/or occupational physician to develop and discuss a work-reintegration plan before surgery with the employee; and (5) lack of involvement of the employer and occupational physician during the perioperative and reintegration period.

**Step 2: Matrices**

In total, 12 performance objectives derived from the main behavior objective were formulated (see Table 1).
In addition to performance objectives for patients, there were also performance objectives formulated for gynecologists, family physicians, occupational physicians, and employers (Table 1). Nevertheless, the primary focus during the next steps of the IM protocol (the development of the eHealth intervention) will be on patients. Ideally, for each group (patients, gynecologists, family physicians, occupational physicians, and employers) an intervention should be developed specific to their needs, wishes, and behavior outcomes to minimize the risks of theory and/or program failure. However, a balance had to be found between the ideal situation and what was within reach of this study. Secondly, the performance objectives of gynecologists, family physicians, occupational physicians, and employers could be considered external determinants of patients’ behavior. These determinants can either be influenced by the patients or the patients can learn these skills through the intervention and how to handle them adequately. Finally, the performance objectives of gynecologists, family physicians, occupational physicians, and employers are relatively simple objectives to reach. The researchers are convinced that the main part of these objectives can be reached through making agreements with gynecologists, family physicians, occupational physicians, and employers and by involving them in the evaluation and implementation plan (IM Steps 4-6) without specifying determinants of their behavior and applying specific theoretical methods and strategies for them.

The literature search showed that the main determinants of recovery and return to normal activities and work (in addition to the physical condition of the patient, level of invasiveness of the surgical procedures, and related complications) are the patients’ attitude, social influence, and self-efficacy [60-65]. In addition, skills, barriers, and facilitators are important factors that influence RTW [66-68]. For these reasons, the Attitude-Social influence-self-Efficacy (ASE) model [69,70], adapted for recovery and return to normal and work activities, was used to affect behavior of patients (see Appendix 1). The ASE model is comparable to the theory of planned behavior [71], which describes the relation between attitude and behavior. The modified ASE model describes that the behavior of a patient after surgery regarding recovery and return to normal and work activities is determined by attitudinal beliefs, social influence, and self-efficacy beliefs, and is influenced by skills, barriers, and resources. The ASE model was used to create matrices with change objectives. To fill out the matrices, available literature regarding the performance objectives and determinants was studied together with the results of the needs assessment and expertise of the project group. Appendix 2 presents an example of the change objective “Patients develop a work-reintegration plan.”

**Step 3: Theory-based Methods and Practical Strategies**

Numerous practical methods and suitable strategies to affect all formulated determinants were identified and used for the development of tools and materials of the eHealth intervention. Appendix 3 presents some examples of these methods with preconditions for the method necessary for it to succeed [72] and final tool/materials of the eHealth intervention. References and footnotes explain the source and development process of each method, strategy, and tools/materials.

---

**Table 1. Performance objectives to empower gynecological patients during the perioperative period and return to normal activities and work to obtain timely RTW and prevent work disability.**

<table>
<thead>
<tr>
<th>Who</th>
<th>Performance objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>Acquaint themselves with important information including: realistic detailed convalescence recommendations regarding RTW activities; the importance of timely and gradual resumption of work activities after the surgical procedure; the technical aspects of surgical procedures; the admission process at the hospital; the kind of anesthesia that will be used during surgery; main complications that could happen during and after surgery; symptoms that can be expected after surgery (eg, vaginal blood loss and intestinal complaints); the cosmetic consequences of surgery; main psychological consequences of hysterectomy or adnexal surgery; telephone numbers of experts (eg, gynecologist, social workers, and homecare services); what to do and who to contact in case of physical or mental postoperative complaints or delayed recovery; and the risks of work disability after surgery. Do not extent their sick leave period beyond recommended period on own initiative. Develop a work-reintegration plan. Discuss their personalized work-reintegration plan with their employer and/or occupational physician. Identify possible barriers for a safe and appropriate RTW. Exchange experiences with other patients who underwent the same surgery. Receive answers to individual questions and uncertainties about recovery and RTW.</td>
</tr>
<tr>
<td>Gynecologists and family physicians</td>
<td>Acquaint themselves with uniform, detailed convalescence recommendations for their patients.</td>
</tr>
<tr>
<td>Occupational physicians</td>
<td>Acquaint themselves with detailed convalescence recommendations for their patients.</td>
</tr>
<tr>
<td>Employers</td>
<td>Provide the opportunity to develop a work-reintegration plan before surgery.</td>
</tr>
<tr>
<td></td>
<td>Provide the opportunity to develop a work-reintegration plan before surgery.</td>
</tr>
<tr>
<td></td>
<td>Discuss the personalized work-reintegration plan composed by their employees.</td>
</tr>
<tr>
<td></td>
<td>Show involvement with their employee during the perioperative and reintegration period.</td>
</tr>
</tbody>
</table>

---

http://www.jmir.org/2012/5/e124/
Step 4: Program Plan/Design of the Intervention

With the knowledge obtained in the previous steps of the IM protocol, the project group convened at several meetings to invent various appropriate tools for the eHealth intervention. A website producer specializing in eHealth interventions and a screenwriter were consulted at some of the meetings. In addition, an experienced gynecologist outside the project team was consulted to judge the medical content of one of the tools.

In close collaboration with the website producer, the eHealth intervention was developed with MODX, an open-source hypertext preprocessor (PHP) Web application framework with a capable built-in content management system (CMS). The Internet address of the eHealth intervention is “http://www.ikherstel.nl/www.ikherstel.nl,” which means, “I am recovering” (Appendices 6-10) [73]. The eHealth intervention was developed with special attention to colors, layout, navigation, and readability to create confidence and user-friendliness. For the patient, it consists of two main sections: an Action List to assist in resumption of activities and a central home page. Gynecologists, family physicians, and occupational physicians have access to a different section. Table 2 presents an overview of the tools in the eHealth intervention. For some tools, additional information about the development and functioning is described subsequently.

Table 2. Structure of the eHealth intervention.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Content</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Action list</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compose a work-reintegration plan</td>
<td>Tool to compose a detailed reintegration plan with adaptations for work if necessary.</td>
<td>Patient, employer, occupational physician</td>
</tr>
<tr>
<td>Resume normal activities</td>
<td>Tool to compose detailed advice about when normal (private) activities can be carried out again</td>
<td>Patient, family</td>
</tr>
<tr>
<td>Evaluate complications</td>
<td>Estimate severity and consequences of a complication</td>
<td>Patient, family</td>
</tr>
<tr>
<td>Recovery monitor</td>
<td>Monitoring recovery and offering assistance when relevant</td>
<td>Patient, gynecologist</td>
</tr>
<tr>
<td>Satisfaction with recommendations</td>
<td>Evaluation and explanation of convalescence recommendations</td>
<td>Patient, family</td>
</tr>
<tr>
<td>Satisfaction with the recovery process</td>
<td>Evaluation of satisfaction with recovery and reintegration process. Provision of advice regarding which care provider(s) to approach to receive appropriate help, when relevant.</td>
<td>Patient, family</td>
</tr>
<tr>
<td>Invite employer</td>
<td>Invite employer for (anonymous) section of the eHealth intervention which includes video and recommendations</td>
<td>Patient, employer</td>
</tr>
<tr>
<td><strong>Home page</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video</td>
<td>Illustrate common pitfalls during the perioperative and reintegration period</td>
<td>Patient, employer, gynecologist</td>
</tr>
<tr>
<td>Recommendations for employee</td>
<td>Advice for a successful reintegration</td>
<td>Patient</td>
</tr>
<tr>
<td>Recommendations for employer</td>
<td>Advice for appropriate involvement regarding employee during the perioperative and reintegration period</td>
<td>Employer</td>
</tr>
<tr>
<td>Frequently asked questions</td>
<td>Extensive list of answers and pictures to most frequently asked questions</td>
<td>Patient</td>
</tr>
<tr>
<td>Glossary</td>
<td>Explanation of most frequently used medical terms</td>
<td>Patient</td>
</tr>
<tr>
<td>Forum</td>
<td>Ability to interact in public or through private messages with other patients</td>
<td>Patient</td>
</tr>
<tr>
<td>Links to other websites</td>
<td>Relevant websites concerning the perioperative and reintegration period</td>
<td>Patient</td>
</tr>
<tr>
<td><strong>Section aimed at gynecologists, family physicians, and occupational physicians</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guidelines</td>
<td>Well-defined convalescence recommendations after hysterectomy and laparoscopic adnexal surgery</td>
<td>Gynecologists, family physicians, occupational physicians</td>
</tr>
<tr>
<td>Casuistry</td>
<td>Indications, perioperative course, and recovery regarding hysterectomy or laparoscopic adnexal surgery</td>
<td>Gynecologists, family physicians, occupational physicians</td>
</tr>
<tr>
<td>Background information</td>
<td>Specialist information regarding different kinds of hysterectomy and laparoscopic adnexal surgery</td>
<td>Gynecologists, family physicians, occupational physicians</td>
</tr>
</tbody>
</table>

**Action List**

When a patient logs onto the eHealth intervention, she will be immediately directed to the Action List. This list consists of different tools developed to target specific determinants, aimed at encouraging return to work activities, coaching patients in case of uncertainties, answering possible questions, prevention of common pitfalls, and improving communication among the patient, care providers, and the employer. An algorithm based on the date of surgery determines the priority in which the different actions should be performed to improve the recovery process. Tools of the action list are:

**Composition of a Work-Reintegration Plan**

By using this tool, the patient is able to select activities that are required to fulfill her work activities and at what level (eg, lifting...
5 kilograms or walking 1 hour.). Consequently, on the basis of the operation date and how the surgery went (input of gynecologist), the eHealth intervention provides the patient with tailored advice about when these activities are thought to be medically safe to resume. The recommendations are based on the results of a modified Delphi study, in which an expert panel of gynecologists, family physicians, and occupational physicians developed detailed multidisciplinary convalescence recommendations for resumption of work activities after hysterectomy and/or laparoscopic adnexal surgery [74]. Moreover, this part of the eHealth intervention provides an overview of potential bottlenecks for reintegration and motivates patients to consider if work adaptations are required temporarily. A printout can be made to discuss the advice with the employer and/or occupational physician to develop an extended reintegration plan.

**Resumption of Normal Activities**

This functionality guides the patient to compose a detailed tailored plan about the gradual resumption of various daily activities (eg, climbing stairs and vacuum cleaning). Recommendations are based on the results of the modified Delphi study [74]. This tool also evaluates if help is needed for tasks such as housekeeping or taking care of young children. A printout can be made to share with relatives or friends.

**Evaluation of Complications**

When a complication has occurred, the eHealth intervention carefully determines through a survey which symptoms require additional consultation with care providers or adaptation of the convalescence recommendations. The project group developed the survey and determined which symptoms are severe complications. If the tool is not able to provide recommendations under these circumstances, an email will be sent to inform the gynecologist of the condition of the patient in order to evaluate her symptoms and possible consequences.

**Home Page**

**Video**

Because of the influence of modeling behavior on attitude, a video was chosen as the most appropriate medium to deliver an informative message to patients and relevant stakeholders about common pitfalls during the perioperative and reintegration period. The video aims to prevent these problems by stimulating patients and employers to discuss potential problems and to develop a reintegration plan to facilitate and improve reintegration. The experiences of the patients in the focus group discussions were converted into common pitfalls for patients, employers, and health care providers during this period, and a screenwriter processed them into a script for a video showing two cases of a good and bad interaction between a patient and her environment. The screenwriter worked together closely with 3 gynecological patients to make the video geared to the patients’ perception of the perioperative and reintegration period.

**Recommendations for Employee and Employer**

Based on the experiences of the patients in the focus groups, the researchers formulated main recommendations for patients and employers regarding a successful reintegration.

**Frequently Asked Questions**

Answers to questions brought up during the focus group discussions and those found as main topics in patients’ brochures or in discussions of gynecological patients on the Internet were formulated by the researchers (based on the literature and clinical experience) and put into patient brochures. An experienced gynecologist outside the project team judged all questions and answers on reliability and clarity, and suggested possible adjustments.

**Glossary**

Based on the literature, an explanation of the most frequently used medical terms was provided by the researchers.

**Links to Other Websites**

The researchers searched the Internet for the most relevant websites for gynecological patients and made a selection based on relevance, reliability, and clarity of the information.

**Section Aimed at Gynecologists, Family Physicians, and Occupational Physicians**

**Guidelines**

Multidisciplinary guidelines with well-defined convalescence recommendations after uncomplicated hysterectomy (laparoscopic supracervical, total laparoscopic/laparoscopic-assisted, vaginal, and abdominal) and laparoscopic adnexal surgery on benign indication are provided. Recommendations are based on a modified Delphi study.

**Casuistry**

Classic examples of indications for surgery, perioperative course, and recovery after uncomplicated hysterectomy or laparoscopic surgery were developed based on literature and clinical experience of the project group.

**Background Information**

Elucidation of different types of hysterectomy and laparoscopic adnexal surgery concerning surgical technique, level of invasiveness, and medical consequences were formulated by the researchers.

**Test Phase**

Fifteen patients, 11 physicians (gynecologists, family physicians, and occupational physicians), 3 eHealth specialists, and 1 representative of a patient organization completed the evaluation form regarding the demo version of the eHealth intervention. Appearance and behavior prescriptions were judged by most as pleasant, conveniently arranged, and helpful. With regard to burdens of using the eHealth intervention, almost all respondents judged the application navigation as clear and the intervention length as appropriate. However, a manual providing an overview of the different tools of the eHealth intervention was found desirable by only one of the respondents. Furthermore, two software incompatibility problems were reported. Concerning the content of the information, the way it was delivered, and the message (source and style), most of the respondents were satisfied and expected that it could empower patients, employers, and physicians. Remarks for improvement were related to supplying more detailed information about the surgery, possible...
psychological complications after the operation, less complicated sentences, and a more prominent place for the source of the information. Finally, participation of the patient in the treatment and the eHealth intervention’s ability to assess and tailor the recommendations to empower patients during the perioperative period and return to work activities were judged as helpful by most of the respondents. There were no suggestions for improvement of these features.

The patients indicated that their input provided during the focus group discussions was recognizably integrated into the intervention. Additionally, almost all patients confirmed that they would recommend the eHealth intervention in the current form to a friend.

**Modifications Based on the Test Phase**

As described previously, the respondents did not request major revisions of the eHealth intervention and only minor adjustments were proposed. Therefore, none of the original developed tools were removed from the eHealth intervention and no new functionalities were added. Following up on the suggested improvements, a manual with directions for use was added to the eHealth intervention, incompatibility problems with different kinds of software were solved, some information on the eHealth intervention was elaborated on and explained in simplified sentences, and the logo of the university hospital was added in a prominent place on the eHealth intervention. This resulted in the final eHealth intervention that was used to perform a randomized controlled trial (RCT) [75]. Screenshots of the eHealth intervention can be found in Appendices 6-10.

**Step 5: Design of an Implementation Plan**

In this study, anticipation of adoption and implementation started with the involvement of patients (target group) in all stages of the intervention development and evaluation. Health care providers, occupational physicians, and eHealth specialists participated in the evaluation of the intervention during IM Step 4. In addition, a committee with representatives of the Dutch medical boards of gynecologists, occupational physicians, and family physicians, and a representative of an umbrella patient organization were involved during the development of all steps of the intervention and agreed to stay involved during the final implementation steps of this intervention. Through this committee, a linkage system was created by involving the future users and implementers of the intervention from the start of the intervention development process. Furthermore, an important target of this study was to develop an eHealth intervention that could be used by patients, doctors, and employers without any support to simplify implementation. Evaluation of self-reliant use by patients and important stakeholders was evaluated positively during the test phase of Step 4.

Within the context of a RCT with the eHealth intervention (Step 6), the project group will facilitate its implementation and maintenance. In collaboration with the relevant care providers, the eHealth intervention will be offered as a supplement to standard perioperative care and will involve minimal additional time investment for the care providers. Agreements about usage of the contents of the eHealth intervention will be made with the gynecologists of participating hospitals and the family physicians and occupational physicians of participating patients. Therefore, the main purpose of this step was to create familiarity and support for the eHealth intervention and convalescence recommendations by all prospectively involved users. To reach these purposes for all of the different user groups, information letters will be distributed among patients and care providers. In addition, presentations with background information about the development of the eHealth intervention, its contents, and how to use it will be given to the gynecologists during general teaching meetings at their hospitals. Employers will become familiar with the intervention through invitation for participation by the patients (ie, employees). The eHealth intervention will be primarily used during the period of sick leave after surgery. Therefore, no agreement with the patients’ employers to use the eHealth intervention during work hours will be made.

With the information gathered during the process evaluation (Step 6), in collaboration with the committee with representatives of the Dutch medical boards of gynecologists, occupational physicians, and family physicians, and the patient organization, a final implementation plan will be developed. In this plan, medical insurance companies and the Health Care Insurance Board (CVZ) will likely be involved for the final implementation of the eHealth intervention.

**Step 6: Evaluation Plan**

The evaluation of the eHealth intervention will be performed by a RCT, during which the eHealth intervention will be compared with usual given care at 7 participating medical centers [75]. A power calculation was performed on the primary outcome (sustainable RTW) and showed that a total participation of at least 212 patients, their health care providers, and employers should be the goal. Patients will be recruited to participate in the RCT when they are placed on a waiting list for a hysterectomy or laparoscopic adnexal surgery on benign indication in one of the 7 participating medical centers, are aged 18-65, and they work (either paid or unpaid) for at least 8 hours per week. The main exclusion criteria are malignancy, deep infiltrating endometriosis, concomitant surgical procedures, major comorbidity, sick-listed for more than 2 months, currently in a lawsuit against their employer, and not able to use the Internet or unable to understand the Dutch questionnaires. If a patient participates, the researchers will inform her family physician and occupational physician by letter about the content of the intervention, the group allocation, and what is expected of them regarding the provision of health care. Follow-up will take place approximately 26 weeks after surgery.

Patients willing to participate and who meet the inclusion criteria will be randomized to the intervention or usual care group (control group). Main outcome measures of the RCT are the effectiveness of the eHealth intervention compared to usual care with respect to RTW, general recovery, quality of life, pain intensity, and complications. Part of the RCT will be a process evaluation of the patients, their care providers, and employers in the intervention group. Main outcome measures of the process evaluation are the extent to which the eHealth intervention and convalescence recommendations are used and followed up (compliance); appreciation of the different tools of the eHealth
intervention and advice: perceived effectiveness, usage, and implementation barriers; and suggestions for improvement.

The outcome measures will be obtained using questionnaires administered at baseline and at 2, 6, 12, and 26 weeks after surgery. Gynecologists will complete questionnaires 1 day after surgery for each patient and at the end of the study. Employers will be asked to evaluate the eHealth intervention 8 weeks after their employee’s surgery.

The study design and procedures of the RCT study were approved by the Medical Ethics Committee of the VU University Medical Center (#2009/218, October 22, 2009).

Discussion

Main Findings

In this study, the IM protocol turned out to be a useful method to develop and tailor an eHealth intervention aimed at the empowerment of gynecological patients during the perioperative period including return to normal activities and work. By using available literature and focus group discussions, it became increasingly clear that to obtain timely RTW and prevent work disability, the intervention should target both behaviors of patients as well as environmental determinants. Performance objectives for obtaining timely RTW and prevention of work disability were formulated and matrices with change objectives, explaining how patients and their environment have to change as a result of the eHealth intervention to reach the performance objectives, were developed. Finally, based on the ASE model [69,70], theoretical methods and practical strategies, suitable tools, and materials for the eHealth intervention were developed. Most of the participating patients and stakeholders judged the intervention to be a promising eHealth tool to empower gynecological patients during the perioperative period to return to their normal activities, including work.

Strengths and Limitations

A primary strength of this study lies in the way the eHealth intervention was developed, tailored, and assessed. Both theory and evidence were combined and patients and most relevant stakeholders were involved, minimizing the risks of theory and/or program failure [72]. The frequent involvement of patients in several steps of the IM process resulted in an eHealth intervention that was specifically tailored to their needs and wishes and therefore more likely to be implemented successfully. In addition to information supply, which is the primary aim of most websites, this eHealth intervention distinguishes itself by monitoring the recovery process, giving tailor-made advice based on patients’ workloads, and informing patients when additional consultation of care providers is needed. By linking patients with their gynecologists, convalescence recommendations can be adapted and insecurities needed. By linking patients with their gynecologists, convalescence recommendations can be adapted and insecurities needed.

Moreover, Web-based interventions show positive effects on empowerment [25]. Furthermore, it is proven that tailoring an eHealth intervention through the IM protocol to empower gynecological patients during the perioperative period to obtain timely RTW and prevent work disability. Therefore, comparison with other studies is limited. However, previous research showed several developmental and interventional characteristics. For example, it was demonstrated that IM is a successful method to tailor eHealth [45,76] as well as RTW [47,48] interventions.

Comparison with Other Studies

To our knowledge, this is the first study that tailors an eHealth intervention through the IM protocol to empower gynecological patients during the perioperative period to obtain timely RTW and prevent work disability. Therefore, comparison with other studies is limited. However, previous research showed several developmental and interventional characteristics. For example, it was demonstrated that IM is a successful method to tailor eHealth [45,76] as well as RTW [47,48] interventions. Moreover, Web-based interventions show positive effects on empowerment [25]. Furthermore, it is proven that tailoring an eHealth intervention influences usage positively (eg, time and frequency) and increases the effectiveness of the message [77,78]. In contrast to most eHealth interventions, this intervention aims at secondary and tertiary prevention. Therefore, further research is needed to determine whether the characteristics mentioned previously also apply to the present study.

Although comparable studies are lacking, the approach followed in this study—involving relevant stakeholders in the planning of the intervention—implies that the eHealth tool is designed to be used both before and after surgery. It has to be determined whether this intervention is applicable to the entire target population and whether the intervention fits the needs of patients both before and after surgery. Due to practical reasons, not all stakeholders (eg, employers and health care providers) were involved in the needs assessment and development process of this eHealth intervention. As a consequence, the intervention might be less supported by these groups. However, results of prior focus group discussions with supervisors and care providers in another comparable IM study [47] were used and some of those stakeholders were also involved in the test phase. Because this was an exclusively Dutch study directed at the Dutch health care system, a final limitation is that external validity of the eHealth intervention has to be examined before the results may be applied internationally.
development of an eHealth intervention—is in line with an observed trend of multi-stakeholder involvement in health care in general [79,80]. Gained experiences in this study might contribute to additional insights for future initiatives on multi-stakeholder involvement in health care.

**Interpretation of the Results and Policy Implications**

This study shows that the IM protocol can successfully be used for the development and tailoring of an eHealth intervention for gynecological patients. The protocol led to a systematic development of the intervention, it made sure that collaboration with the main target group was realized, and both theory and evidence was used to tailor the intervention.

Furthermore, through the detailed convalescence recommendations provided by the eHealth intervention, patients will be better informed about when it is thought to be medically safe to resume daily and work activities after gynecological surgery and it will give them the possibility to arrange workplace adaptations if necessary [74]. Prospective cohort studies exploring sick leave after general surgical procedures show that return to work is primarily influenced by the expectations of the patient and their supervisors rather than physical factors or the type of surgery [1,10,81]. Therefore, it is assumed that these tailor-made convalescence recommendations will help to accelerate recovery and stimulate patients to resume activities with increasing gradations of strain, which will presumably bring about a quicker recovery and RTW and prevent work disability [82-84]. Therefore, it is expected that this eHealth intervention fulfills patients’ needs and is able to empower gynecological patients during the perioperative period and return to normal activities and work [77]. However, its adoption, barriers for usage in daily practice, and implementation possibilities by patients and stakeholders still need to be evaluated more extensively in a process evaluation. Furthermore, a RCT will be needed to assess the effect of empowering gynecological patients during the perioperative period and return to normal activities and work by this eHealth intervention on work disability prevention, resumption of activities, and quality of life [75]. The results are important to assess this intervention’s true value and policy implications.

This eHealth intervention is developed for patients who underwent a hysterectomy or laparoscopic adnexal surgery. However, the strategy used to develop the intervention and the final result may also be used as a blueprint for other kinds of surgical procedures.

**Conclusion**

The development of an eHealth intervention according to the IM protocol to obtain timely RTW and prevent work disability by empowerment and improving communication after gynecological surgery resulted in an intervention based on both theory and evidence and involvement of patients and most stakeholders. This eHealth intervention is well accepted by patients and stakeholders and is considered to be a promising tool to obtain timely RTW and prevent work disability after gynecological surgery. Its effectiveness needs to be proven in a RCT [75].

**Acknowledgments**

The authors would like to thank all the patients in the focus group discussions for their generous contribution of views and time. We also wish to thank all the physicians, eHealth specialists, and the representative of the patient organization who judged the eHealth intervention. In addition, we would like to thank D Stomp for the pleasant collaboration and involvement as website producer of this eHealth intervention, MMA Brood for being panel chair during the focus group discussions, LM Bolten for her dedicated correspondence with all patients, and AJ van der Ham and SC van Veen for their contribution during the focus group discussions and analysis of the transcripts. In addition, our appreciation goes to VU University’s production company, Audiovisueel centrum VU-VUmc, and director I Broekhuizen. Finally, we would like to thank Professor G Kok for his valuable recommendations regarding the description of the IM protocol.

This study was carried out with funding from ZonMw (project number 150020037), an organization for health research and development in the Netherlands. The open access publication was supported by The Netherlands Organisation for Scientific Research (NWO).

**Conflicts of Interest**

None declared.

**Multimedia Appendix 1**

Attitude Social influence-self-Efficacy model (ASE) [69,70] adapted for recovery and Return to Normal Activities (RNA) and Return to Work (RTW) after gynaecological surgery.

[PDF File (Adobe PDF File), 18KB - jmir_v14i5e124_app1.pdf ]

**Multimedia Appendix 2**

Example of change objectives of patients.

[PDF File (Adobe PDF File), 25KB - jmir_v14i5e124_app2.pdf ]
Multimedia Appendix 3
Theoretical methods and practical strategies for recovery and return to normal and work activities.

Multimedia Appendix 4
Evaluation questionnaire of the eHealth intervention ikherstel.nl for focus group participants.

Multimedia Appendix 5
Evaluation questionnaire of the eHealth intervention ikherstel.nl for professionals.

Multimedia Appendix 6
Screenshot of http://www.ikherstel.nl.

Multimedia Appendix 7
Screenshot of http://www.ikherstel.nl.

Multimedia Appendix 8
Screenshot of http://www.ikherstel.nl.

Multimedia Appendix 9
Screenshot of http://www.ikherstel.nl.

Multimedia Appendix 10
Screenshot of http://www.ikherstel.nl.

References


Abbreviations

- **ASE**: Attitude–Social influence–self-Efficacy
- **CMS**: content management system
- **IM**: intervention mapping
- **RCT**: randomized controlled trial
- **RTW**: return to work

Edited by R Crutzen; submitted 24.08.11; peer-reviewed by G Kok, H van Beekhuizen, S Detaille; comments to author 11.10.11; revised version received 31.01.12; accepted 29.05.12; published 19.10.12.


©Antonie Vonk Noordegraaf, Judith A.F. Huirne, Carina A. Pittens, Willem van Mechelen, Jacqueline E.W. Broerse, Hans A.M. Bröllmann, Johannes R. Anema. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 19.10.2012. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Effect of a Web-Based Intervention to Promote Physical Activity and Improve Health Among Physically Inactive Adults: A Population-Based Randomized Controlled Trial

Andreas Wolff Hansen¹, MSc; Morten Grønbæk¹, MD, PhD, Dr. med.; Jørgn Wulff Helge², MSc, PhD; Maria Severin¹, MSc; Tine Curtis¹, mag.scient.soc., PhD; Janne Schurmann Tolstrup¹, MSc, PhD, Dr. med.

¹National Institute of Public Health, University of Southern Denmark, Copenhagen, Denmark
²Centre of Healthy Aging, Department of Biomedical Sciences, University of Copenhagen, Copenhagen, Denmark

Abstract

Background: Many people in Western countries do not follow public health physical activity (PA) recommendations. Web-based interventions provide cost- and time-efficient means of delivering individually targeted lifestyle modification at a population level.

Objective: To examine whether access to a website with individually tailored feedback and suggestions on how to increase PA led to improved PA, anthropometrics, and health measurements.

Methods: Physically inactive adults (n = 12,287) participating in a nationwide eHealth survey and health examination in Denmark were randomly assigned to either an intervention (website) (n = 6055) or a no-intervention control group (n = 6232) in 2008. The intervention website was founded on the theories of stages of change and of planned behavior and, apart from a forum page where a physiotherapist answered questions about PA and training, was fully automated. After 3 and again after 6 months we emailed participants invitations to answer a Web-based follow-up questionnaire, which included the long version of the International Physical Activity Questionnaire. A subgroup of participants (n = 1190) were invited to a follow-up health examination at 3 months.

Results: Less than 22.0% (694/3156) of the participants logged on to the website once and only 7.0% (222/3159) logged on frequently. We found no difference in PA level between the website and control groups at 3- and 6-month follow-ups. By dividing participants into three groups according to use of the intervention website, we found a significant difference in total and leisure-time PA in the website group. The follow-up health examination showed no significant reductions in body mass index, waist circumference, body fat percentage, and blood pressure, or improvements in arm strength and aerobic fitness in the website group.

Conclusions: Based on our findings, we suggest that active users of a Web-based PA intervention can improve their level of PA. However, for unmotivated users, single-tailored feedback may be too brief. Future research should focus on developing more sophisticated interventions with the potential to reach both motivated and unmotivated sedentary individuals.

Trial Registration: Clinicaltrials.gov NCT01295203; http://clinicaltrials.gov/ct2/show/NCT01295203 (Archived by WebCite at http://www.webcitation.org/6B7HDMqiQ)
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Introduction

Physical activity (PA) is associated with lower mortality and morbidity rates from cardiovascular disease, diabetes mellitus, cancer, and osteoporosis [1-6]. Despite the health benefits of PA, many people in Western countries do not follow public health PA recommendations [7,8].

Web-based interventions have been successfully applied to improve lifestyle and change health behavior targeting weight loss, stress management, fall-related injuries, smoking cessation, and heavy drinking [9-12]. The Internet has several advantages in delivering health promotion—for example, cost and time effectiveness, 24-hour accessibility, and generation of instant personalized or individually tailored feedback [13-15]. Individually tailored feedback, rather than a more general prevention message, is likely to be more effective, as users can identify with relevant personal information rather than general information [15-19]. Overall, Web-based interventions provide cost- and time-efficient means of delivering individually targeted lifestyle modifications at a population level. Based on the existing Web-based randomized controlled trials in relation to PA, it is unclear whether the Internet can effectively deliver PA interventions [20-22]. A review from 2009 [23] identified Web-based PA interventions in primary prevention; only 4 of 16 studies had above-average external validity and reported a positive between-group effect in PA. Basically, two approaches exist in PA Web-based interventions. PA is either the only target in the intervention or included in a general lifestyle intervention targeting several behaviors simultaneously. However, evidence supporting the one or the other is inconclusive [22,23]. Many Web-based interventions conducted to date have limitations. Some studies used an inadequately powered sample, lacked a no-information control group, had a large dropout rate, or relied only on self-reported outcome measures.

The aim of this study was to examine whether an automated Web-based intervention would lead to increased PA among inactive persons in a large population. More specifically, we aimed to determine whether access to a website with individually tailored feedback on PA level and suggestions to increase PA would result in improvements in self-reported PA, anthropometrics, and physiological measurements in an intervention group compared with a no-information control group.

Methods

Setting

The intervention study was nested in the Danish Health Examination Survey 2007-2008 (DANHES) [24], a nationwide health study in Denmark. DANHES was carried out in 13 municipalities in 2007-2008 and comprised a Web-based questionnaire and a health examination test. All adults (18+ years of age) in 13 municipalities (N = 538,497) were invited by letter to take part in a Web-based questionnaire. The questionnaire assessed lifestyle-related health aspects with a focus on diet, smoking, alcohol use, and exercise. A representative sample in each of the 13 municipalities were also invited to a health examination test (n = 180,103). For details see Eriksen et al [24].

Recruitment of Participants

The DANHES was used to recruit participants and as a baseline assessment. The intervention study was conducted in 11 of the 13 municipalities participating in DANHES during May 2008–May 2009. We excluded 2 municipalities from the intervention study, as one served as a pilot study for DANHES and paper questionnaires were used in the other.

The main inclusion criterion for participating in the intervention study was being physically inactive during leisure time. This was defined by the participants’ answer to a 4-category question describing PA level in leisure time. We included participants in the lowest 2 categories, mostly sedentary or light activities, in the study and excluded participants in the highest categories, moderate and vigorous PA. Further exclusion criteria were presence of serious heart problems, not being able to perform everyday activities, or missing values in the International Physical Activity Questionnaire (IPAQ) and the leisure-time PA question.

We identified participants who met the inclusion criteria by a screening program and invited them to join the intervention study at the end of the questionnaire in DANHES. If willing to participate, each participant was randomly assigned by the registration program to either an intervention (website) or a no-intervention control group. The only incentive given to participants was the possibility of being assigned to the intervention group. Blinding was not feasible.

The participants in the website group received an email with a link to a PA website immediately after allocation to the website group. In addition, relevant data from the health survey were automatically transferred to the intervention website. To access the website, the participants were required to log on to the website, using the same personal username and password given in the health survey.

All participants gave informed consent before being enrolled in the study. The study was approved by the Danish National Committee on Biomedical Research Ethics (H-D-2008-035).

The Intervention Website

The intervention website was founded on the theories of stages of change [25] and of planned behavior [26]. First, we identified determinants in the theory: intentions, attitudes, self-efficacy, skills, social support, and knowledge. Second, we specified key objectives for each determinant and decided where in the intervention the objectives would be implemented (Table 1). The key objectives were used in the wider planning of the intervention to specify how objectives could be translated into action in the real-life intervention.
The website was structured as three major parts: (1) a personal page, which included individually tailored PA advice and a personal profile, (2) a page with training programs and general recommendations, and (3) a forum and discussion page for questions from participants.

The individually tailored PA advice consisted of three parts: (1) a general introduction, (2) normative feedback, which related the participant’s PA to the current PA recommendations and (3) general advice about using the tools on the website. The normative feedback was based on the summarized PA time from the participant’s answers in the IPAQ. Feedback was given in the domains of everyday activity, fitness training, and strength training. In each domain we defined categories in which the participants received tailored feedback according to their level of PA. The categories were partly based on PA recommendations from the Danish National Board of Health translated into minutes per week [27], together with analyses from answers in the IPAQ from 2 municipalities. The analyses showed that the categories needed to be wide because of overreporting in the IPAQ. The categories were everyday activity, being the total activity time from questions in the IPAQ summarized into low (<1200 min/week), moderate (1200-3500 min/week), and high (>3500 min/week); fitness training, being summarized time from vigorous and moderate-intensity activity from the transport and the leisure-time domain and moderate-intensity activity from the domestic domain in the IPAQ, at low (<40 min/week), moderate (40-350 min/week), and high (>350 min/week) levels; and strength training, being summarized time from the highest intensity level in the 4 domains in the IPAQ, at low (<100 min/week) and moderate to high (>100 min/week) levels. Participants who were 60 years of age or older were given extra advice regarding the importance of strength training. To monitor their progress during the study, the participants could register personal data, such as waist circumference and the result of a short fitness and strength test in the personal profile. We used this kind of biofeedback to keep the participants motivated during the intervention. Furthermore, current activity per day could be calculated with a short activity calculator, and it was possible to set goals for the following 4 weeks. We decided on 4 weeks for goal setting as a balance between time for seeing results and maintaining motivation. All participants were encouraged to make a personal profile to set their goals, monitor their progress, and implement their goals.

The part of the website that included the page with the training programs and general recommendations was structured in the same way as the PA advice in the 3 domains: everyday activity, fitness training, and strength training. The participants were encouraged to go through the different suggestions and programs and pick the ones that suited them best based on the individually tailored advice and goals set by each participant. General information about motivation and relevant links were also presented on the website.

On the forum and discussion page, a physiotherapist experienced in PA counseling answered all questions about PA and training from participants. In addition, participants could share experiences and give each other tips or search for training partners in a second forum.

We kept the tailored PA advice short so as not to overload the participant with information and, apart from training programs and general recommendations, as a means of following the theory of stages of change [25]. The theory describes how change is a process of progressing through a series of stages: precontemplation, contemplation, preparation, action, maintenance, and termination. Hence, participants ready for change and already in the action stage could make a personal profile, set goals, and find training programs. Participants in the precontemplation to preparation stage who did not log on to the website or did not make a personal profile were sent two...
email reminders to encourage them to become involved with the intervention. Participants in the maintenance stage who made a personal profile were sent reminders and encouraging emails to keep the profile updated after 4, 8, 12, and 16 weeks.

The content of the website was developed by the research team. Two professional Web companies did the graphic design and implementation. The intervention was pretested among experts and representatives of the target population. We tested screening of participants, invitation to the intervention, automatic generation of individually tailored advice, email generation, and general usability of the website. Furthermore, we used the first municipality participating in the study (n = 1298) for a pilot study. Comments and suggestions from these participants were used to fine-tune the website. Multimedia Appendix 1 shows recruitment of participants and the intervention website.

Baseline and Follow-Up Health Examination

The baseline health examination included measurements of blood pressure, height, weight, body fat percentage, and grip strength. Aerobic fitness was estimated from a watt-max [28] or a sub-max test [29] on an ergometer bike. Body mass index (BMI) was calculated from measurements of height and body weight. For further details about methods and test procedures, see Eriksen et al [24].

From 3 selected municipalities in the intervention study, we invited 1190 participants to a follow-up health examination after 12 weeks. The participants were invited by email, which was sent 3 to 4 weeks prior to the examination. If the participant did not respond, a reminder email was sent 1 week after the first. The follow-up examination included the same measurements as the baseline health examination, and the same test procedures were followed. The follow-up examination was blinded to the examiners. After the health examination, the participants received their results to track developments from baseline to follow-up. We expected to see improvements in measurements included in the health examination, as participants in the intervention group were encouraged to engage in moderate- and high-intensity PA on a weekly basis. Improvements have been seen after 3 months in other studies depending on diet [30-32].

Baseline and Follow-Up Questionnaire

The baseline questionnaire included demographics, health, lifestyle, and health behavior. We used the long version of the IPAQ, which is known to be a valid and reliable instrument for assessing PA [33], both at baseline and at follow-up. It consists of 31 items that collect information on PA in the 4 domains work, transport, housework and gardening, and leisure time. Motivation for changing PA behavior was assessed by the question “Do you wish to be more physically active than you already are?” (yes, yes/maybe, or no).

After 3 months and after 6 months, we invited all participants by email to answer a follow-up questionnaire. The follow-up questionnaire included questions about use of the website for the website group. Due to a technical error, only half the participants were invited to answer the 3-month follow-up questionnaire.

Outcome Measures

The primary analysis in this intervention was overall level of PA based on self-reported PA from the IPAQ. The secondary outcome measures were blood pressure, height, weight, body fat percentage, and grip strength. The outcome measures were specified a priori.

As a post hoc outcome measure, a secondary analysis was carried out among active users of the intervention. Here we divided the participants of the website group into three groups according to user activity (no log-on, log-on once, and log-on more than once) and assessed level of PA. Furthermore, we calculated the odds ratios of being an active user of the website.

Power Estimates

We assumed that a reasonable effect of the intervention on total PA time estimated by the IPAQ would be around 12% for the intervention group and 5% for the control group. With a power of 80% probability of detecting a 12% versus 5% difference as statistically significant at the 5% level, we calculated the minimum sample size to be 250 in each group. We expected that approximately 50% of the participants in DANHES were sedentary. Assuming that 80% accepted participation and 25% were lost to follow-up, this would still give us a large population and hence ensure sufficient power.

Statistical Analyses

We analyzed the IPAQ results according to the Guidelines for Data Processing and Analysis of the International Physical Activity Questionnaire [34] with the exception that we included participants with a missing value in day or time in the follow-up analysis. Nonparametric analyses were used, since IPAQ data were not distributed normally (Wilcoxon rank sum test between two groups and Kruskal-Wallis test between more than two groups).

Results were primarily analyzed as intention-to-treat analyses with the use of the last observation carried forward to account for missing data at follow-up. We analyzed completer data including only participants who completed the follow-up health examination or questionnaire.

Website use was assessed by the follow-up questionnaire and combined with information provided by the company that was responsible for the website, which recorded whether a participant logged on.

Odds ratios of being an active user (several log-ons versus one or none) were calculated in relation to sex, highest education level (<10, 10–12, 13–14, or 15+ years), age group (18–44, 45–64, or 65+ years), and motivation to be more active (yes, yes/maybe, no) by the use of logistic regression.

For all statistical calculations and analyses, we used Stata version 11.2 (StataCorp LP, College Station, TX, USA). We performed chi-square tests to examine differences in proportions between the groups. We considered P< .05 as statistically significant.
Results

Participation
In total, 53,956 persons participated in DANHES in the 11 municipalities. Of these, 28,054 participants met the inclusion criterion and were invited to participate in the intervention study (Figure 1). Among these, reasons for nonparticipation were refusal (8593) and not answering the invitation (6242). A technical error gave some participants in the control group access to the website and resulted in exclusion of 895 participants. A total of 12,287 participants were enrolled in the study, resulting in a 43.80% participation rate. The response rates in the 3-month questionnaire were 57.55% (2375/4127) in the intervention group and 66.41% (2175/3257) in the website group.

In the health examination, 32 participants were excluded due to participation in another health intervention, leaving 583 in the website group and 585 in the control group. In total, 434 (37.2%) participated in the follow-up health examination, with 215 in the intervention group and 219 in the control group. Participants who were lost to follow-up in the health examination and questionnaire were not significantly different from those who completed follow-up in respect to baseline characteristics (data not shown).

Baseline
Baseline characteristics did not differ significantly between the website and control groups as shown in Table 2. Mean age of the participants was 50 (SD 13.6) years and 64.82% (3925/6055) were women; overall, 18.95% (2329/12,287) were mostly sedentary and the rest reported light PA in their leisure time.

Follow-Up
Participants in the website group did not report a significantly different level of PA compared with the control group at the 6-month follow-up (Table 4).

The result was the same in the completer analysis and analysis at 3-month follow-up (data not shown). Analyzing participants who stated that they wanted to change their PA separately gave the same result (data not shown). In relation to other health and baseline characteristics, no significant differences were found at follow-up at 3 and 6 months (data not shown). Furthermore, no significant changes were found in either the website or the control group from baseline to follow-up (data not shown).

The results from the follow-up health examination showed no significant differences between the website and control groups (Table 5). From baseline to follow-up, we found no significant changes in either the website or the control group (data not shown).

When we divided the participants into three groups according to use of the intervention website (no log-on, log-on once, and log-on more than once), we found a significant difference between the groups in leisure-time PA and total PA (Figure 2). Dividing participants from the website group who participated in the follow-up health examination into the same three subgroups of website use did not show significant differences between the groups (data not shown).
Figure 1. Flow diagram of the Web-based intervention (Denmark, 2008). DANHES = Danish Health Examination Survey 2007–2008.
Table 2. Baseline characteristics of the participants by website and control group (Denmark, 2008).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Website group (n = 6055)</th>
<th>Control group (n = 6232)</th>
<th>P value(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.7 (13.6)</td>
<td>50.4 (13.7)</td>
<td>.31</td>
</tr>
<tr>
<td>Sex (women), n (%)</td>
<td>3924 (64.8%)</td>
<td>4043 (64.9%)</td>
<td>.96</td>
</tr>
<tr>
<td>Education (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>461 (7.6%)</td>
<td>430 (6.9%)</td>
<td>.18</td>
</tr>
<tr>
<td>10–12</td>
<td>1212 (20.02%)</td>
<td>1259 (20.20%)</td>
<td></td>
</tr>
<tr>
<td>12–14</td>
<td>1491 (24.62%)</td>
<td>1470 (23.59%)</td>
<td></td>
</tr>
<tr>
<td>15+</td>
<td>2891 (47.75%)</td>
<td>3073 (49.31%)</td>
<td></td>
</tr>
<tr>
<td>Physical activity in leisure time, n (%)</td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Sedentary</td>
<td>1157 (19.11%)</td>
<td>1172 (18.81%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>4898 (80.89%)</td>
<td>5060 (81.19%)</td>
<td></td>
</tr>
<tr>
<td>Vigorous or moderate</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Physical activity by IPAQ(b) (min/week), median (25th–75th percentile)(c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work</td>
<td>60 (0–780)</td>
<td>60 (0–780)</td>
<td>.66</td>
</tr>
<tr>
<td>Transportation</td>
<td>160 (40–390)</td>
<td>180 (45–390)</td>
<td>.37</td>
</tr>
<tr>
<td>Household</td>
<td>500 (180–1110)</td>
<td>480 (180–1080)</td>
<td>.04</td>
</tr>
<tr>
<td>Leisure time</td>
<td>200 (60–465)</td>
<td>195 (60–420)</td>
<td>.15</td>
</tr>
<tr>
<td>Sitting</td>
<td>2310 (1650–3180)</td>
<td>2340 (1680–3300)</td>
<td>.06</td>
</tr>
<tr>
<td>Total PA</td>
<td>1600 (840–2640)</td>
<td>1560 (840–2485)</td>
<td>.11</td>
</tr>
<tr>
<td>Wish to be more physically active (yes), n (%)</td>
<td>3197 (52.80%)</td>
<td>3372 (54.11%)</td>
<td>.32</td>
</tr>
<tr>
<td>Self-rated health good or very good, n (%)</td>
<td>4323 (71.40%)</td>
<td>4482 (71.92%)</td>
<td>.53</td>
</tr>
</tbody>
</table>

\(a\) Independent \(t\) test for difference between groups for age and chi-square test for differences between groups in categorical characteristics.

\(b\) International Physical Activity Questionnaire.

\(c\) Website group n = 4435 and control group n = 4509. Wilcoxon rank sum test for difference between groups.

Table 3. Baseline characteristics of the subsample of participants in the health examination by website and control group (Denmark, 2008).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Website group (n = 583)</th>
<th>Control group (n = 585)</th>
<th>P value(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (women), n (%)</td>
<td>345 (59.2%)</td>
<td>332 (56.8%)</td>
<td>.39</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.2 (13.9)</td>
<td>50.5 (13.2)</td>
<td></td>
</tr>
<tr>
<td>BMI(b) (kg/m(^2)), mean (SD)</td>
<td>25.4 (3.8)</td>
<td>25.0 (3.8)</td>
<td>.12</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>90.1 (12.0)</td>
<td>89.6 (11.8)</td>
<td>.43</td>
</tr>
<tr>
<td>Body fat (%), mean (SD)</td>
<td>30.4 (8.2)</td>
<td>30.5 (8.0)</td>
<td>.87</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>125.0 (16.8)</td>
<td>123.1 (16.3)</td>
<td>.05</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>79.7 (10.0)</td>
<td>78.9 (10.6)</td>
<td>.15</td>
</tr>
<tr>
<td>Arm strength (kg), mean (SD)</td>
<td>26.9 (9.4)</td>
<td>29.3 (9.6)</td>
<td>.37</td>
</tr>
<tr>
<td>Aerobic fitness(c) (mL/min/kg), mean (SD)</td>
<td>32.0 (7.9)</td>
<td>31.5 (7.7)</td>
<td>.85</td>
</tr>
</tbody>
</table>

\(a\) Independent \(t\) test for difference between groups and chi-square test for differences between groups in categorical characteristics.

\(b\) Body mass index.

\(c\) Aerobic fitness total either from watt-max or 1-point test.
Table 4. Physical activity assessed by International Physical Activity Questionnaire (min/week) at 6-month follow-up by website and control group (intention-to-treat analysis) (Denmark, 2008).

<table>
<thead>
<tr>
<th>Type of physical activity^a</th>
<th>Website group (n = 4435)</th>
<th>Control group (n = 4509)</th>
<th>P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work</td>
<td>60 (0–800)</td>
<td>60 (0–825)</td>
<td>.62</td>
</tr>
<tr>
<td>Transportation</td>
<td>180 (45–400)</td>
<td>200 (60–420)</td>
<td>.62</td>
</tr>
<tr>
<td>Household</td>
<td>480 (180–1080)</td>
<td>480 (180–1080)</td>
<td>.17</td>
</tr>
<tr>
<td>Leisure time</td>
<td>200 (60–450)</td>
<td>200 (60–420)</td>
<td>.25</td>
</tr>
<tr>
<td>Sitting</td>
<td>2220 (1500–3060)</td>
<td>2220 (1500–3150)</td>
<td>.52</td>
</tr>
<tr>
<td>Total physical activity</td>
<td>1575 (845–2580)</td>
<td>1560 (840–2520)</td>
<td>.25</td>
</tr>
</tbody>
</table>

^a Variables are shown as median (25th–75th percentile).
^b Wilcoxon rank sum for difference between groups.

Table 5. Health examination measurements of the subsample of participants at 3-month follow-up by website and control group (intention-to-treat analysis) (Denmark, 2008).

<table>
<thead>
<tr>
<th>Measurement^a</th>
<th>Website group (n = 583)</th>
<th>Control group (n = 585)</th>
<th>P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI (kg/m^2)</td>
<td>25.3 (0.2)</td>
<td>25.0 (0.2)</td>
<td>.12</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>90.0 (0.5)</td>
<td>89.1 (0.5)</td>
<td>.34</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>30.4 (0.3)</td>
<td>30.5 (0.3)</td>
<td>.87</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>125.1 (0.7)</td>
<td>123.1 (0.7)</td>
<td>.04</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>79.4 (0.4)</td>
<td>78.5 (0.4)</td>
<td>.12</td>
</tr>
<tr>
<td>Arm strength (kg)</td>
<td>27.5 (0.5)</td>
<td>26.9 (0.4)</td>
<td>.32</td>
</tr>
<tr>
<td>Aerobic fitness^d (mL/min/kg)</td>
<td>31.6 (0.4)</td>
<td>31.8 (0.3)</td>
<td>.70</td>
</tr>
</tbody>
</table>

^a Variables are shown as mean (SE).
^b Independent t test for difference between groups.
^c Body mass index.
^d Aerobic fitness total either from watt-max or 1-point test.

Figure 2. Physical activity (PA) in three domains and total PA at 6 months by frequency of log-ons to intervention website in the website group. Kruskal-Wallis test for differences between the groups (Denmark, 2008).
Website Users
We found that 22.0% (694/3156) of the website group logged on to the website once and only 7.0% (222/3159) logged on more than once (Table 6). The question about website use was answered by 3245 participants, of whom 73 (2%) reported that they had logged on to the website, even though reports from the website company responsible for the website showed that they did not log on to the website. We excluded these participants in the analyses of website users. According to 70.0% (710/1014) of the respondents in the website group, forgetfulness was the main reason for not logging on to the website (data not shown).

In the group of participants who did log on to the website, 31.4% (318/1014) believed that the intervention helped them to increase PA. When we analyzed this group separately, we did not find significant changes in PA from baseline to follow-up (data not shown). The website’s PA adviser received few questions and the participant forum was not used at all.

Analysis of the active users of the intervention in relation to age group, educational level, motivation, and sex showed that participants in the age group 45–64 years (odds ratio 1.6, 95% confidence interval 1.2–2.1) and 65+ years (odds ratio 2.0, 95% confidence interval 1.4–2.8) were more likely to log on more than once than were those in the age group 18–44 years. Motivated participants (odds ratio 1.5, 95% confidence interval 1.0–2.1) were more likely than nonmotivated participants to log on more than once.

Table 6. Use of the intervention website at 6-month follow-up in the website group (Denmark, 2008)a.

<table>
<thead>
<tr>
<th>Website use</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often did you use the website during the last 6 months? (n = 3159)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have not logged on to the website</td>
<td>2243</td>
<td>71.00%</td>
</tr>
<tr>
<td>I have logged on to the website once</td>
<td>694</td>
<td>22.0%</td>
</tr>
<tr>
<td>I have logged on to the website several times</td>
<td>159</td>
<td>5.0%</td>
</tr>
<tr>
<td>I have logged on to the website several times and made a personal profile</td>
<td>63</td>
<td>2%</td>
</tr>
<tr>
<td>Has the website helped you to increase your physical activity level? (n = 1014)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>509</td>
<td>50.2%</td>
</tr>
<tr>
<td>Yes, a little</td>
<td>246</td>
<td>24.3%</td>
</tr>
<tr>
<td>Yes, a lot or some</td>
<td>72</td>
<td>7%</td>
</tr>
<tr>
<td>Don’t know</td>
<td>187</td>
<td>18.4%</td>
</tr>
</tbody>
</table>

aPercentages may not sum to 100% due to rounding.

Discussion
The present study evaluated the effectiveness of a Web-based intervention to increase PA and improve health among physically inactive persons in a real-life setting. At follow-up we did not find any significant differences in PA and health measurements between the website and control groups. Nevertheless, participants in the website group increased their leisure-time PA and total PA in minutes/week according to active use of the intervention website.

One of the fundamental methodological problems in eHealth trials is that a proportion of people in the intervention group will not use the intervention or will use it only sparingly [35]. In this study, 7% logged on more than once and only 2% used the website as intended in the website group. With such a low use of the intervention website, a null finding in PA and health in the website group is not surprising. We recruited the participants from a large health examination survey. In the planning phase this seemed an ideal and easy way to enroll participants, but the percentage of nonusers in the study proved this wrong. Embedding the intervention in a large survey probably influenced the usage rate considerably. As stated, the main reason for nonuse in the intervention group was that participants simply forgot about the intervention. In a review of 15 Web-based PA interventions [22], the attrition rate ranged between 7% and 69% with an overall attrition of 27%, which is much lower than in the present study. A key feature of successful Web-based PA interventions is that studies enrolled self-selected volunteers [36-42]. It is likely that the participation of these highly motivated individuals resulted in higher retention and usage rates. Surprisingly, some participants in our study reported that they had logged on to the intervention website, even though reports showed that they never logged on. We believe that this was because the intervention was embedded in the survey, which could have led to confusion in some of the participants. The mean age was 50 years and the low computer skills among older participants might also be a reason for the above.

Other reasons that may explain the high number of nonusers in the study could be that Web-based interventions require more active participation than other types of mass media interventions, such as print material. To read the suggestions and use the website tools, participants have to sit at a computer and log on to the intervention. This kind of active participation requires time and effort from the participants, which may attract only highly motivated individuals [17]. If discontinuing the intervention, users are not obliged to explain why. In addition, a behavioral gap between positive intentions and behavior change has been demonstrated [43], which means that, despite
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53% of the participants in this study intending to be more physically active, many did not act on this desire.

In this study we found an increase of leisure-time PA and total PA per week for the active users of the intervention. For these active and motivated participants, single-time feedback was sufficient to change PA level. The results are very much in line with a study by Smeets et al, who found that single-tailored feedback did not have an impact on the study population in a Dutch Web-based intervention [44]. However, when analyzing motivated users separately, Smeets and colleagues found an increase in PA level. Johnson and Wardle [37] examined the effect of a commercial Web-based weight loss program, using self-monitoring and feedback, on diet and PA and found that participants in the study lost a significant amount of weight. However, the study included only individuals who paid at least a month’s subscription and recorded weight spanning at least 28 days, supporting that self-engagement and true users can achieve a positive effect using a Web-based intervention.

A review of PA interventions found that studies with more supervision and contact through texting and email with participants were more successful and more often reported positive outcomes on PA than did studies with few contacts [22]. Research has shown that forming a new habit (ie, automaticity for the behavior) requires a large number of repetitions [45]. A single-time intervention may raise awareness and interest but, to progress further, additional intervention interactions are needed. An approach differing from the single-feedback and static website was seen in a successful Web-based tobacco cessation intervention [46]. There, the authors organized the program content into multiple pieces that were made available to the participants sequentially and for a restricted period. In this way, participants progressed through a predetermined sequence of modules with restricted freedom, referred to as tunneling. Furthermore, the program combined email, Web, interactive voice response, and texting, and for 54 weeks comprised more than 400 contacts. Because a change in behavior and increase in PA require great effort from unmotivated participants, it is possible that single-tailored feedback is insufficient to change behavior and is simply too brief an intervention. One Web-based PA intervention [47] examined the relationship between the individual and his or her environment and found a positive effect by including environmental information in the feedback, especially among overweight participants. This approach requires more detailed tailoring but should be considered in future interventions, as the outdoor environment and facilities nearby set the scene for PA. The results of this intervention show that the step from intention to action (ie, signing up to an intervention and using it in practice) should receive considerably more attention to improve the exposure or use of the intervention.

We did not find any improvements in health measurements at 3-month follow-up in the website group compared with the control group, not even when dividing participants into three subgroups according to their use of the intervention website. The possible increase in PA might not have been sufficient to improve health measurements in already-healthy adults if the increase was not in moderate to vigorous activity and for a considerable amount of time. Further, more than 3 months may be necessary to allow for physiological changes to occur [48].

Some methodological limitations must be considered in this study. The IPAQ was developed to estimate the PA of individuals in different domains. The validity of the IPAQ as a tool to measure changes in PA behavior may be questioned. Nonetheless, it has been used in several PA Web-based interventions [36,41,42,49-51]. Pedersen et al [52] also used the IPAQ in a workplace intervention study and could not detect a 1 hour/week change in PA at work, even though participants were being monitored and the PA 1 hour/week actually took place. Their use of the IPAQ may therefore have led to an underestimation of the effect of the intervention.

We found that active users of the intervention achieved a positive effect on PA. However, conclusions in randomized controlled trials should be drawn from consideration of differences between groups rather than in a subsample of the intervention group [53], since the validity of between-group comparisons established by randomization is not preserved in this analysis.

The high number of participants is a strength of this study, as subgroup analyses were possible. We found that the age groups 44–65 and 65+ years and motivated users were more likely to log on to the intervention website. Nevertheless, we found no change in PA in these groups despite their greater likelihood of logging on to the intervention.

We rate the external validity of this study high, as we used intention-to-treat analyses and recruited participants from a generalizable population, which enables assessment of the preventive potential if translated into practice.

The relatively high percentage of participants who were lost to follow-up is a limitation, although dropout was equally distributed between the website group and the control group and is thus not expected to influence the results.

**Conclusion**

Web-based research is still in an early stage, with many lessons to be learned. The question is how we can move forward and develop interventions that can change PA behavior. The finding in this study suggests that active users of a Web-based intervention can achieve a positive effect. However, for unmotivated users, single-tailored feedback may be too brief. Future research should focus on the step from intention to action and on developing more sophisticated interventions. This is seen in Web-based smoking cessation interventions, which combine different types of media and have many contacts, and thereby have the potential to reach both motivated and unmotivated sedentary individuals.
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Abstract

Background: University students in Sweden routinely receive proactive mail-based alcohol Internet interventions sent from student health services. This intervention provides personalized normative feedback on alcohol consumption with suggestions on how to decrease drinking. Earlier feasibility trials by our group and others have examined effectiveness in simple parallel-groups designs.

Objective: To evaluate the effectiveness of electronic screening and brief intervention, using a randomized controlled trial design that takes account of baseline assessment reactivity (and other possible effects of the research process) due to the similarity between the intervention and assessment content. The design of the study allowed for exploration of the magnitude of the assessment effects per se.

Methods: This trial used a dismantling design and randomly assigned 5227 students to 3 groups: (1) routine practice assessment and feedback, (2) assessment-only without feedback, and (3) neither assessment nor feedback. At baseline all participants were blinded to study participation, with no contact being made with group 3. We approached students 2 months later to participate in a cross-sectional alcohol survey. All interventions were fully automated and did not have any human involvement. All data used in the analysis were based on self-assessment using questionnaires. The participants were unaware that they were participating in a trial and thus were also blinded to which group they were randomly assigned.

Results: Overall, 44.69% (n = 2336) of those targeted for study completed follow-up. Attrition was similar in groups 1 (697/1742, 40.01%) and 2 (737/1742, 42.31% retained) and lower in group 3 (902/1743, 51.75% retained). Intention-to-treat analyses among all participants regardless of their baseline drinking status revealed no differences between groups in all alcohol parameters at the 2-month follow-up. Per-protocol analyses of groups 1 and 2 among those who accepted the email intervention (36.2% of the students who were offered the intervention in group 1 and 37.3% of the students in group 2) and who were risky drinkers at baseline (60.7% follow-up rate in group 1 and 63.5% in group 2) suggested possible small beneficial effects on weekly consumption attributable to feedback.

Conclusions: This approach to outcome evaluation is highly conservative, and small benefits may follow the actual uptake of feedback intervention in students who are risky drinkers, the precise target group.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 24735383; http://www.controlled-trials.com/ISRCTN24735383 (Archived by WebCite at http://www.webcitation.org/6Awq7giXG)
Introduction

University entrance is associated with increased levels of heavy drinking. Alcohol is often used to promote social integration despite the potential negative consequences of excessive drinking among students. A survey of more than 18,000 students aged 17 to 30 years in 21 countries found that substantial numbers of them used alcohol, ranging from 29% of men and 6% of women in South Africa to 95% of men and 93% of women in Ireland [1]. Young adult students in Sweden also show evidence of high alcohol consumption. A survey conducted with 4575 undergraduate university students on four campuses in Sweden found that 96% of students had consumed alcohol in the preceding 12 months [2]. A recent study surveyed 1585 first-year students in Linköping University and found that heavy episodic (binge) drinking was reported by 51% of the women and 71% of the men [3].

Several studies have assessed the effectiveness of various forms of Internet-based screening, combined with brief interventions, to change drinking behaviors, as shown for example by Boon et al [4] and Saiz et al [5]. A recent Cochrane review by Moreira and colleagues [6] compared the effectiveness of various forms of social norms interventions in university and college settings involving electronic screening and brief intervention (e-SBI), mailed feedback on pen-and-paper screening, individual face-to-face feedback, and group face-to-face feedback. Evidence indicates that e-SBI methods influence a wider range of factors related to alcohol habits, including peak blood alcohol concentration, drinking frequency, and drinking quantity, than other delivery methods and are less expensive to use [6].

The use of e-SBI has to a great extent emerged as an efficient approach to reaching large numbers of adolescents as a result of high levels of Internet use among young people. Advantages of the use of Internet-delivered interventions compared with face-to-face consultations include greater reach and implementation, higher consistency of intervention content, and closer matching of intervention to patient characteristics and recommended guidelines [7,8]. The psychometric properties of existing screening instruments when administered online have been found to be reliable [9].

Many earlier studies of e-SBI among university students have focused on the effectiveness of a normative feedback on students’ drinking behaviors [10-15]. A meta-analysis conducted by Carey et al [16] found that students receiving personalized normative feedback demonstrated significant reductions in harmful alcohol-related behaviors. Overall, personalized normative interventions appear to be effective in reducing alcohol use and related problems among university and college students when the student’s own drinking is compared with that of other students, of the same sex and age, at the same university or college.

More research is needed on many aspects of e-SBI in student populations. The majority of the research has been conducted in the United States. Many previous studies have required respondents to participate in e-SBIs taking place in controlled settings, rather than allowing students to access e-SBIs using their own computers [17,18]. Only a few published studies have described projects that made more comprehensive use of electronic media, by recruiting large numbers of participants via email, and having participants complete e-SBIs at their own convenience, using their own or others’ computers. A substantial number of e-SBI projects, including our own studies [3,19], have been more feasibility studies and were not performed as full-scale randomized controlled trials. One exception is several randomized controlled trials performed in Australia by Kypri et al, including a large-scale study of 13,000 university students [20].

Another area where more knowledge is needed concerns whether the assessment or screening of alcohol consumption per se reduces drinking [21-26]. Several reviews of brief alcohol interventions have noted unexpected levels of reductions in drinking among control groups [27,28]. Indeed it is not uncommon to find a 20% alcohol consumption reduction in control groups who do not receive an evaluated intervention. Such reductions have usually been explained by regression to the mean, the effects of natural variation in people’s drinking patterns, and by a possible inadvertent intervention effect of the assessment and research procedures [21]. If students can be influenced to reduce their drinking at hazardous or harmful levels with simple screening, large-scale implementation of screening surveys among university students might have a considerable public health impact, with no need for a more elaborate normative feedback intervention.

Alcohol screening involves answering a series of questions and is thus a form of brief assessment. A recently published systematic review of randomized evaluations of assessment effects in brief intervention found somewhat equivocal evidence of assessment reactivity when studies with adults, some of which identified no brief intervention effects, were included [26]. When attention was restricted to university students, however, stronger evidence was obtained, confirming small assessment effects as a result of answering questions in both interviews and self-completion questionnaires, including online questionnaires. These findings are relevant to the possibility of developing brief assessment-based interventions and also suggest that previous studies may have been biased by contamination of control groups. University students may possibly be more receptive to assessment effects than other populations.

This study addressed several of the identified gaps in previous research. The overall aim of this study was to evaluate the effectiveness of e-SBI, using an randomized controlled trial design that takes account of baseline assessment reactivity (and other possible effects of the research process) due to the similarity between the intervention and assessment content. The
design of the study allowed exploration of the magnitude of the assessment effects per se. More specifically, the study tested 4 main hypotheses as follows:

1. Alcohol Use Disorders Identification Test (AUDIT) scores in the group that was assessed at baseline and received feedback (group 1) will be lower than in the group that was not contacted at baseline (group 3), providing a test of the effects of universal e-SBI provision in an unselected population of university students.

2. AUDIT scores in the baseline assessment-only group (group 2) will be lower than in the no-contact baseline group (group 3), providing a test of the effects of assessment-only in an unselected population of university students.

3. AUDIT scores among risky drinkers in group 1 will be lower than in group 2, providing a test of the effects of adding feedback to assessment-only among risky drinkers who participated at baseline.

4. AUDIT scores in group 1 as a whole will be lower than in group 2 as a whole, providing a test of the effects of adding feedback to assessment-only in an unselected population of university students

Methods

Study Setting and Population

The study was performed at Linköping University in the mid to southern part of Sweden among all 5227 freshmen entering the university. Every student at the university has a personal official university email address that is obligatory for the student to use, with all official mail delivered through this address. The e-SBI was performed by the individual students on personal computers at a location of their preference, usually at home.

Design of the Study

The study was performed as a three-arm parallel-groups trial in which routine provision of e-SBI (group 1) was compared with the same without feedback (ie, assessment-only; group 2) and no-contact control (group 3) study conditions. Groups 1 and 2 completed identical assessments, the sole difference between them being that group 1 was provided with normative feedback as usual, whereas participants in group 2 were simply thanked for their participation and given a link to a commonly used website concerning alcohol information with no normative feedback. Group 3 was contacted only after 2 months, at which time both groups 1 and 2 also completed outcome data collection (Figure 1).

The study was designed to protect the control group as much as possible from the possible effects of research participation [29]. Thus, participants in the control group were not aware that they were part of a trial (nor were groups 1 and 2) and were contacted only at the time of follow-up.
Randomization and Other Study Procedures

We collected email addresses from the official university register in three separate data files. All participants had a 1 in 3 probability of allocation to any particular study condition. Randomization was computerized and did not use any strata or blocks. Each participant was given a random number between 0.0 and 1.0 with 5 decimals. For instance, participant A might be given number 0.12345 and participant B might get 0.54321. The list of participants was then sorted in descending order by...
this number, and the list was cut into 3 equal parts (or as equal as possible depending on the number of participants).

At baseline the students received an email from the student health care service with a short greeting welcoming them to the university followed by an invitation to perform the Internet alcohol intervention. All three groups were sent an email 2 months later by the Swedish principal investigator (PB). This mail made no reference to the previous email from the student health care services and comprised an invitation to participate in an online alcohol research survey, with inclusion in a lottery draw for 100 cinema tickets as a small incentive to increase participation. The alcohol study outcomes were derived from the 10-item AUDIT questionnaire [30] in this survey, with two reminders sent 1 week apart, also containing a link to the questionnaire.

Blinding

Groups 1 and 2 were unaware that they were participating in a research study when they responded to the initial emails. Both groups were led to expect that these emails were provided as routine practice by the student health care center to help students think about their drinking. All three groups were unaware they were participating in an intervention study and that they had been randomly assigned to a study group. At follow-up, no explanation of the true nature of the study was given to students. Instead they were invited to participate in a seemingly unrelated student alcohol survey. As all study procedures were automated, the research team had no direct contact with study participants.

The use of blinding and deception in this trial raised ethical issues. All students were subsequently offered the opportunity to provide feedback on their alcohol consumption at the time of the follow-up. Ethical approval for the study was given by the regional ethics committee in Linköping, Sweden (reference number: 2010/291-31).

Description of the Computerized Alcohol Intervention

The study was based on an email-based Internet alcohol intervention (e-SBI) that has been developed by the Lifestyle Intervention Research group at Linköping University [3,19]. The computerized intervention is a fully automated single-session intervention and has been used for some years as part of routine practice in the great majority of Swedish universities. Consequently the system is stable, and no bug fixes or content changes were necessary during the trial period, and we observed no downtime of the system. The participants were given an opportunity to comment on the intervention by sending an email to the company that operates the intervention. During the trial period, fewer than 10 participants commented on the content of the intervention, giving mostly positive comments.

After students received the welcoming email from the student health care service, they were sent an invitation to perform the Internet alcohol intervention by clicking on a hyperlink to the test. Two reminders were sent 1 week apart to those who had not answered and thereafter the link was closed. The link could be used only once in order to ensure that each student performed the test only once. The test included questions about average consumption day by day in a typical week during the last 3 months, frequency of binge drinking, highest blood alcohol concentration in the last 3 months (calculated by the computer based on the student’s input), negative consequences related to alcohol, views on how much other students and peers drink, and questions about motivation to change. A demo version of the computerized test can be viewed at demo.livsstiltest.nu.

Group 1 students then got immediate feedback consisting of 3 statements summarizing their weekly consumption, their frequency of heavy episodic drinking, and their highest blood alcohol concentration during the last 3 months, comparing the respondent’s drinking patterns against the safe drinking limits established by the Swedish National Institute of Public Health. Immediately after this followed comprehensive normative feedback with information describing the participant’s alcohol use compared with that of Swedish university students and, if applicable, personalized advice concerning the need for reducing any unhealthy levels or pattern of consumption. The student viewed the feedback on screen and could print it out. In addition the student received an email with a pdf file of the feedback.

Measurements

In the baseline assessment, used in the per-protocol analysis, we calculated the average weekly consumption, in a typical week, as the number of standard glasses day by day. Frequency of heavy episodic drinking was assessed as at most once a month, 2–3 times a month, 1–2 times a week, or 3 or more times a week. Risky drinking at baseline was defined as either having risky weekly consumption (more than 14 standard glasses a week for men or more than 9 glasses a week for women, with 1 standard glass constituting 12 g of pure alcohol) or engaged in heavy episodic drinking (5 or more standard glasses for men, or 4 or more for women) 2 times a month or more often.

In the intention-to-treat analysis we assessed risky drinking at follow-up with the AUDIT questionnaire [30], asking the students about their drinking habits during the last 4 weeks. Students with an AUDIT score ≥ 8 for men and ≥ 6 for women were considered risky drinkers. AUDIT problem score was calculated as the sum of questions 7-10 of the AUDIT questionnaire, and AUDIT dependence score was calculated as the sum of questions 4-6. We used the third question in the AUDIT questionnaire concerning heavy episodic drinking separately in the analysis.

Statistical Methods

We examined differences in proportions between groups with chi-squared tests. Weekly consumption of alcohol, total AUDIT score, AUDIT problem and dependence scores were logarithmically transformed (adding a constant of unit to handle zero values) and compared between groups by Student t test. The absolute change in weekly alcohol consumption (in the log-transformed scale) between baseline and follow-up was compared between groups with multilevel linear regression (where occasions were nested within individuals). The relative change in weekly alcohol consumption between baseline and follow-up was compared between groups by Mann-Whitney U test. All tests were performed 2-sided at P < .05. The statistical analyses were performed using SPSS version 19 (IBM Corporation, Somers, NY, USA) and Stata version 12 (StataCorp LP, College Station, TX, USA).
Results

Overall Response Rate

The response rate to the baseline survey was similar (approximately 37%) in groups 1 and 2. At follow-up, however, attrition was higher in groups 1 and 2 than in group 3 (Table 1). Thus, the response rate for the follow-up survey was approximately 52% in group 3 compared with around 41% in group 1 and 2 ($P < .001, \chi^2 = 54.6$). The proportion who were risky drinkers at baseline was similar in groups 1 and 2 (around 56%) as well as in all groups at follow-up (around 50%) (Table 1).

Table 1. Attrition rates of all groups: group 1 (assessment and feedback), group 2 (assessment-only), and group 3 (no contact).

<table>
<thead>
<tr>
<th>Timeline</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. randomly assigned</td>
<td>1742</td>
<td>1742</td>
<td>1743</td>
<td>5227</td>
</tr>
<tr>
<td>Completed baseline test, n (%)</td>
<td>631 (36.2%)</td>
<td>649 (37.3%)</td>
<td>NA(^a)</td>
<td>1280 (36.7%)</td>
</tr>
<tr>
<td>Risky drinkers, n (%)(^b)</td>
<td>331 (57.2%)</td>
<td>326 (55.6%)</td>
<td>NA</td>
<td>657 (56.4%)</td>
</tr>
<tr>
<td>Follow-up (for intention-to-treat analyses)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed follow-up, n (%)</td>
<td>697 (40.0%)</td>
<td>737 (42.3%)</td>
<td>902 (51.7%)</td>
<td>2336 (44.7%)</td>
</tr>
<tr>
<td>Risky drinkers, n (%)(^c)</td>
<td>354 (50.8%)</td>
<td>364 (49.4%)</td>
<td>454 (50.3%)</td>
<td>1172 (50.2%)</td>
</tr>
<tr>
<td>Follow-up (for per-protocol analyses)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risky drinkers, n (%)(^c)</td>
<td>201 (57.4%)</td>
<td>207 (54.9%)</td>
<td>NA</td>
<td>408 (56.1%)</td>
</tr>
</tbody>
</table>

\(^a\) Not applicable.
\(^b\) Risky drinking was defined as having either a risky weekly consumption (>14 standard drinks/week for men or >9/week for women, with 1 standard drink constituting 12 g of pure alcohol) or engaged in a heavy episodic drinking ($\geq 5$ standard drinks for men or $\geq 4$ for women) $\geq 2$ times a month.
\(^c\) Risky drinking was defined as having an Alcohol Use Disorders Identification Test (AUDIT) score of $\geq 8$ for men and $\geq 6$ for women.

Intention-to-Treat Analyses of All Groups

The sociodemographic characteristics of the participants in the follow-up from all three groups did not differ with regard to sex, age, and university section (see Table 2). The intention-to-treat analyses included all participants from all three groups who answered the follow-up survey. No alcohol parameters differed significantly between the three groups (see Table 3).

Table 2. Intention-to-treat analyses\(^a\) of groups 1, 2, and \(^3\) \(^b\) (total n = 2336): sample characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Group 1 (n = 697)</th>
<th>Group 2 (n = 737)</th>
<th>Group 3 (n = 902)</th>
<th>$\chi^2$ (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>324 (46.5%)</td>
<td>336 (45.6%)</td>
<td>446 (49.4%)</td>
<td>2.71 (2)</td>
<td>.26</td>
</tr>
<tr>
<td>Female</td>
<td>373 (53.5%)</td>
<td>401 (54.4%)</td>
<td>456 (50.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–20</td>
<td>308 (44.2%)</td>
<td>352 (47.8%)</td>
<td>419 (46.5%)</td>
<td>3.75 (4)</td>
<td>.44</td>
</tr>
<tr>
<td>21–25</td>
<td>292 (41.9%)</td>
<td>303 (41.1%)</td>
<td>363 (40.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\geq$26</td>
<td>97 (13.9%)</td>
<td>82 (11.1%)</td>
<td>120 (13.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University faculty, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arts and sciences</td>
<td>209 (30.0%)</td>
<td>197 (26.7%)</td>
<td>250 (27.7%)</td>
<td>4.66 (6)</td>
<td>.59</td>
</tr>
<tr>
<td>Technology</td>
<td>299 (42.9%)</td>
<td>344 (46.7%)</td>
<td>411 (45.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>91 (13.1%)</td>
<td>82 (11.1%)</td>
<td>115 (12.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health sciences</td>
<td>98 (14.1%)</td>
<td>114 (15.5%)</td>
<td>126 (14.0%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Including all who responded at follow-up and irrespective of drinking status and baseline participation.
\(^b\) Group 1 (assessment and feedback), group 2 (assessment-only), and group 3 (no-contact control).
**Table 3.** Intention-to-treat analyses of groups 1, 2, and 3 (total n = 2336): sample characteristics at follow-up and pairwise comparisons between groups 1 and 3.

<table>
<thead>
<tr>
<th>Alcohol parameter</th>
<th>Group 1 (n = 697)</th>
<th>Group 2 (n = 737)</th>
<th>Group 3 (n = 902)</th>
<th>1 vs 2 Statistic (df)</th>
<th>1 vs 3 Statistic (df)</th>
<th>2 vs 3 Statistic (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>AUDIT (^a) score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total, mean (SD)</td>
<td>7.3 (5.9)</td>
<td>6.9 (5.5)</td>
<td>7.3 (5.9)</td>
<td>1.31(^b) (1432)</td>
<td>0.29(^b) (1597)</td>
<td>–1.09(^b) (1637)</td>
</tr>
<tr>
<td>≥8 (men)/6 (women) (n, %)</td>
<td>354 (50.8%)</td>
<td>364 (49.4%)</td>
<td>454 (50.3%)</td>
<td>0.28(^c) (1)</td>
<td>0.03(^c) (1)</td>
<td>0.14(^c) (1)</td>
</tr>
<tr>
<td>Problem score (mean, SD)</td>
<td>1.8 (2.7)</td>
<td>1.6 (2.4)</td>
<td>1.8 (2.6)</td>
<td>1.81(^b) (1432)</td>
<td>0.50(^b) (1597)</td>
<td>–1.41(^c) (1637)</td>
</tr>
<tr>
<td>Dependence score (mean, SD)</td>
<td>0.8 (1.4)</td>
<td>0.7 (1.2)</td>
<td>0.8 (1.4)</td>
<td>1.21(^b) (1432)</td>
<td>0.87</td>
<td>–1.44(^c) (1637)</td>
</tr>
<tr>
<td>Weekly consumption (g), mean (median)</td>
<td>79.8 (48.0)</td>
<td>79.7 (48.0)</td>
<td>86.0 (48.0)</td>
<td>0.55(^b) (1432)</td>
<td>-0.25(^b) (1597)</td>
<td>–0.83(^b) (1637)</td>
</tr>
</tbody>
</table>

**Frequency of monthly heavy episodic drinking**

<table>
<thead>
<tr>
<th></th>
<th>Never (24.5%)</th>
<th>Less than monthly (22.7%)</th>
<th>Monthly (35.7%)</th>
<th>Weekly (16.8%)</th>
<th>Daily/almost daily (0.3%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>171 (24.5%)</td>
<td>189 (25.6%)</td>
<td>244 (27.1%)</td>
<td>117 (16.8%)</td>
<td>2 (0.3%)</td>
</tr>
<tr>
<td></td>
<td>196 (21.7%)</td>
<td></td>
<td></td>
<td>138 (18.7%)</td>
<td>1 (0.1%)</td>
</tr>
<tr>
<td></td>
<td>288 (31.9%)</td>
<td></td>
<td></td>
<td>173 (19.2%)</td>
<td>1 (0.1%)</td>
</tr>
</tbody>
</table>

\(^a\) Alcohol Use Disorders Identification Test.
\(^b\) t test.
\(^c\) \(\chi^2\).

**Per-Protocol Analyses of Groups 1 and 2**

The per-protocol analyses of groups 1 and 2 assessed outcomes among those participants with risky drinking at baseline who also answered the follow-up survey. Thus, 201 (57.4%) participants of the 377 who provided follow-up data from group 1 also provided data from the baseline survey, and similarly 207 (54.9%) of 421 from group 2 were included in the per-protocol analysis. There were no significant differences between groups 1 and 2 in the sociodemographic characteristics of the participants in the baseline survey. Weekly alcohol consumption at baseline was similar in both group with a mean consumption of 135.9 g/week for group 1 and 133.4 g/week for group 2 (median 120 g/week in both groups). Frequency of heavy episodic drinking did not differ significantly between the two groups at baseline.

Table 4 displays the results of the per-protocol analyses, showing one statistically significant difference in the relative change in weekly consumption between baseline and follow-up (\(P = .03\)); the absolute change in this outcome was not statistically significant. There were no other statistically significant differences between groups 1 and 2. The majority of risky drinkers in both groups reported drinking in a nonrisky way at follow-up.
Table 4. Per-protocol analyses of group 1 (assessment and feedback) and group 2 (assessment-only) (n = 408).

<table>
<thead>
<tr>
<th>Weekly alcohol consumption</th>
<th>Group 1 (n = 201)</th>
<th>Group 2 (n = 207)</th>
<th>Statistic (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly consumption(\text{g}) at follow-up, mean (median)</td>
<td>131.4 (108.0)</td>
<td>143.3 (108.0)</td>
<td>(-1.12 (406))(^b)</td>
<td>.26</td>
</tr>
<tr>
<td>Absolute change in average weekly consumption (\text{g}) between baseline and follow-up, mean (median)</td>
<td>(-4.5 \text{ (12.0)})</td>
<td>9.9 (0.0)</td>
<td>1.48(^c)</td>
<td>.14</td>
</tr>
<tr>
<td>Relative change (%) in average weekly consumption between baseline and follow-up, mean (median)</td>
<td>8.3 (14.3)</td>
<td>20.8 (0.0)</td>
<td>38487(^d)</td>
<td>.03</td>
</tr>
</tbody>
</table>

Distribution of heavy episodic drinking occasions at follow-up

<table>
<thead>
<tr>
<th></th>
<th>Group 1 (n = 201)</th>
<th>Group 2 (n = 207)</th>
<th>Statistic (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>2 (1.0%)</td>
<td>3 (1.4%)</td>
<td>5.0 (4)(^e)</td>
<td>.29</td>
</tr>
<tr>
<td>Less than monthly</td>
<td>21 (10.4%)</td>
<td>22 (10.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly</td>
<td>109 (54.2%)</td>
<td>97 (46.9%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly</td>
<td>67 (33.3%)</td>
<td>85 (41.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily or almost daily</td>
<td>2 (1.0%)</td>
<td>0 (0.0%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AUDIT\(^f\) score at follow-up

<table>
<thead>
<tr>
<th>Total score, mean (SD)</th>
<th>11.6 (5.8)</th>
<th>11.0 (4.9)</th>
<th>0.65 (406)(^b)</th>
<th>.52</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score ≥8 (men)(\geq 8) (women), n (%)</td>
<td>168 (83.6%)</td>
<td>177 (85.5%)</td>
<td>0.3 (1)(^e)</td>
<td>.59</td>
</tr>
<tr>
<td>Problem score, mean (SD)</td>
<td>3.3 (3.3)</td>
<td>2.8 (2.9)</td>
<td>1.38 (406)(^b)</td>
<td>.17</td>
</tr>
<tr>
<td>Dependence score, mean (SD)</td>
<td>1.5 (1.9)</td>
<td>1.2 (1.4)</td>
<td>0.75 (406)(^b)</td>
<td>.45</td>
</tr>
<tr>
<td>Changed from risk to no risk, n (%)</td>
<td>118 (58.7%)</td>
<td>108 (52.2%)</td>
<td>1.8 (1)(^e)</td>
<td>.18</td>
</tr>
</tbody>
</table>

\(^a\) Calculated from Alcohol Use Disorders Identification Test (AUDIT) questionnaire questions 1 and 2.
\(^b\) t test.
\(^c\) z test.
\(^d\) U test.
\(^e\) \(\chi^2\).
\(^f\) Alcohol Use Disorders Identification Test.

Discussion

This study found no between-group differences, indicating an absence of evidence of assessment or feedback benefit in the intention-to-treat analyses among unselected university students. There was one between-group difference among those who were risky drinkers at study entry in the per-protocol analysis. This potentially provides some very modest evidence of benefit attributable to receiving feedback in addition to assessment, although this should be interpreted in the context of the wider study finding of no effects.

There are three principal obstacles to making more definitive statements attesting to evidence of intervention ineffectiveness in the present study. First, the differential attrition between group 3 and groups 1 and 2 suggests problems of nonequivalence between the groups and thus bias in direct comparisons. Second, the present study was undertaken to prepare for a subsequent large trial and was thus not originally designed to produce such conclusions. Lastly, the approach taken to outcomes evaluation in which populations are randomized and compared regardless of their need for intervention should be carefully considered. Each of these issues shall be addressed in some detail.

Because of the randomized nature of this study, it can be inferred that differential attrition was caused by the earlier involvement of groups 1 and 2 than of group 3 with the study. The earlier invitation to participate in the alcohol e-SBI was apparently not sufficiently different from the later alcohol survey, or the mere fact of a second alcohol-related email invitation may have interfered with the likelihood of accepting the invitation. Whatever the precise mechanism, the main implication is clear: selection bias is possible, if not likely, and outcomes for group 3 cannot be validly assumed to be directly comparable with those for groups 1 and 2 in relation to intervention effectiveness. Because of the lack of contact with group 3, the basis for making comparisons to evaluate this possibility is limited. This is restricted to the unlikelihood of data being collected at follow-up having been altered differentially between groups by the passage of time. Here there is evidence of a slight tendency for a greater
proportion of male participants, and the presence of other unmeasured confounders cannot be ruled out. It should be noted that this issue of differential attrition particularly complicates randomized comparisons involving group 3 and is less of a problem for comparisons restricted to groups 1 and 2 only. A stronger conclusion can thus be drawn in relation to whether feedback added to the effects of assessment-only, and there is little evidence here that it did, notwithstanding one statistically significant difference among the per-protocol analysis outcomes.

The second reason for caution relates to the highly naturalistic Internet study context and the need to confront the difficult methodological challenges that this implies during the course of a long-term research program. Attrition has been a major source of difficulty in previous work in developing e-SBI in Linköping and other Swedish universities [31].

It is also a significant problem in the conduct of online trials in other populations as underscored by Eysenbach [32] and others [33]. The initial take-up of the routine service provision of e-SBI has been similar to that observed here and is likely to be influenced by factors such as patterns of email use, rates of risky drinking, the salience of alcohol, and interest in intervention. In Sweden, as elsewhere, there are also seasonal influences on drinking, including proximity to exams, and these complicate any analyses of change over time. Randomization, it should be noted, safeguards the validity of between-group comparisons, if attrition and other similar sources of bias are equivalently distributed between groups [34]. In the previous follow-up studies undertaken at Linköping University, less than half of those who participated at baseline did so at first follow-up, and approximately one-quarter participated in second follow-ups [19,34]. Here, rather than follow-up emails being sent by the student health care service as was done previously, blinding of participants to trial conduct was implemented. This involved an explicit attempt to separate the experience of follow-up from earlier e-SBI delivery. An email was sent by the first author (PB) requesting participation in a survey of student alcohol consumption, partially following the approach of Kyproi and colleagues, who invited participation in a series of surveys at the outset and who obtained high follow-up rates [20]. As has been seen, this innovation, along with the use of cinema ticket incentives, was partially successful in restricting attrition at follow-up. It also introduced differential attrition as has been discussed. To rectify this, we have decided that in the next trial we will abbreviate the alcohol outcome measures and conceal them within a lifestyle questionnaire in the follow-up study. The overall attrition rate could be further improved with the use of stronger incentives, though this would potentially compromise the pragmatic nature of the study [35].

The third main reason for caution in drawing conclusions from the present study relates to our intention-to-treat approach to outcomes evaluation, which was highly conservative. The intervention comprised an automated email providing a means of accessing a website in an unselected population with an elevated prevalence of hazardous and harmful drinking. Thus, the intervention was delivered more widely than was necessary, as we only wished to intervene with risky drinkers. The intervention could be defined more narrowly as being delivered to those who accessed the website, with the email merely being the means of recruitment. Even if this definition is applied, the intervention would still have been accessed by students whose drinking was not risky and who would thus not have been deemed to merit individual targeting for intervention. More narrowly still, outcome evaluation could have been restricted to those whose drinking was found to be risky. The overarching problem is that a greater number of people were randomly assigned than would have been targeted for intervention. The primary rationale for proceeding in this way was that assessing eligibility, baseline data collection, and intervention delivery were all quickly integrated in 1 brief online session. We shaped our research design pragmatically around the real-world intervention opportunity, matching the research study to routine practice as it is delivered, rather than interfering with it for research purposes, which would have introduced external validity problems. This approach takes advantage of an opportunity to avoid any research participation effects that may be associated with screening and other aspects of study entry, in much the same way as cluster randomized trials can be used for this purpose. The obvious major disadvantage of this approach is that it biases hypothesis testing toward the null and thus is highly conservative. Thinking about outcomes evaluation needs to take account of these issues.

There then arises the question of the consistency of study findings with the existing literature. Put simply, there are no existing studies against which to compare our intention-to-treat findings, as none have used no-contact control groups. The per-protocol comparisons more closely reflect existing studies, and smaller between-group differences are observed. Thus, for both internal and external validity purposes, our test of the third hypothesis is particularly important. Comparisons with the existing literature also need to take account of the highly naturalistic study context. If our results are confirmed in further studies, they have important implications when considering the effectiveness of online alcohol interventions.

Our unusual study design confers many limitations, as well as strengths, some of which have already been considered. We used the AUDIT as an efficient summary measure of alcohol consumption and whether it may be hazardous or harmful. Although the AUDIT has been validated in online student contexts [9], this does not extend to use as an outcome measure in a trial. As well as uncertainty about such use, more direct behavioral measures of drinking may be better suited to universal prevention contexts. As the study was completely automated, there was no potential for subversion of randomization, nor of observer bias in ascertainment of study outcomes. The initial take-up or reach of the intervention is a problem for comparisons restricted to groups 1 and 2 only. A significant difference among the per-protocol analysis outcomes.

There then arises the question of the consistency of study findings with the existing literature. Put simply, there are no existing studies against which to compare our intention-to-treat findings, as none have used no-contact control groups. The per-protocol comparisons more closely reflect existing studies, and smaller between-group differences are observed. Thus, for both internal and external validity purposes, our test of the third hypothesis is particularly important. Comparisons with the existing literature also need to take account of the highly naturalistic study context. If our results are confirmed in further studies, they have important implications when considering the effectiveness of online alcohol interventions.

Our unusual study design confers many limitations, as well as strengths, some of which have already been considered. We used the AUDIT as an efficient summary measure of alcohol consumption and whether it may be hazardous or harmful. Although the AUDIT has been validated in online student contexts [9], this does not extend to use as an outcome measure in a trial. As well as uncertainty about such use, more direct behavioral measures of drinking may be better suited to universal prevention contexts. As the study was completely automated, there was no potential for subversion of randomization, nor of observer bias in ascertainment of study outcomes. The initial take-up or reach of the intervention is neither a simple strength nor limitation of this study, being part of the object of evaluation. Necessarily, the outcomes were self-reported and, although computerized data collection may minimize social desirability bias, the validity of self-reported outcome data in brief alcohol intervention trials needs to be studied. The approach used here involves deception, and therefore it is appropriate to consider whether less-ethically problematic methods could be used. For example, if we were only concerned with constraining assessment reactivity, would it not have been possible to adopt informed consent procedures and simply withhold assessment? This would indeed have been
possible had we been interested only in exploring assessment reactivity effects. We are aware, however, of the potential for other research participation effects [29] and specifically wished to control for this possibility here. This need requires novel or underused approaches to research design, for example, and studies may involve avoiding informed consent [36]. As well as developing research methods in this program of study, we are very conscious of the need both to undertake ethical analyses in parallel and to undertake dedicated empirical studies to assist ethical evaluations. Further trials that provide access to large samples are likely to be useful for further substantive effectiveness trials, along with dedicated methodological and ethical studies of the issues contended with here.
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Abstract

Background: Advancements in technology have always had major impacts in medicine. The smartphone is one of the most ubiquitous and dynamic trends in communication, in which one’s mobile phone can also be used for communicating via email, performing Internet searches, and using specific applications. The smartphone is one of the fastest growing sectors in the technology industry, and its impact in medicine has already been significant.

Objective: To provide a comprehensive and up-to-date summary of the role of the smartphone in medicine by highlighting the ways in which it can enhance continuing medical education, patient care, and communication. We also examine the evidence base for this technology.

Methods: We conducted a review of all published uses of the smartphone that could be applicable to the field of medicine and medical education with the exclusion of only surgical-related uses.

Results: In the 60 studies that were identified, we found many uses for the smartphone in medicine; however, we also found that very few high-quality studies exist to help us understand how best to use this technology.

Conclusions: While the smartphone’s role in medicine and education appears promising and exciting, more high-quality studies are needed to better understand the role it will have in this field. We recommend popular smartphone applications for physicians that are lacking in evidence and discuss future studies to support their use.
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Introduction

On April 3, 1973 the first cellular phone call was placed by a general manager at Motorola [1]. Ever since, mobile communication has drastically changed the way we work and live our lives. More recently, another technology is again driving such change: the smartphone. Faster processors, improved memory, and smaller batteries in concert with highly efficient operating systems capable of advanced functions have paved the way for applications (commonly referred to as apps) that are affecting our personal and work environments. Like other industries, the field of medicine experienced the resounding
effects of the smartphone. In fact, it may be among those industries where the impact has been most profound. One market research firm estimates that 72% of US physicians use a smartphone, and the research firm expects this number to rise to 81% in 2012 [2]. In another study, 85% of medical providers working in Accreditation Council for Graduate Medical Education training programs reported use of the smartphone [3].

Today, smartphones are being manufactured by numerous companies and are one of the fastest growing sectors in the technology industry. Operating systems include Google’s Android, Apple’s iOS, Research in Motion’s BlackBerry, Nokia’s Symbian, and the Windows Phone 7 platform. From patient monitoring and diagnostics to more efficient medical education and communication, smartphones serve a vital role in the practice of medicine today. In this review, we will the available literature to understand how the smartphone has changed the field of internal medicine and medical education. We also survey the ways in which the smartphone is used to better understand how that impact might be achieved. We conclude this review with suggested apps for physicians based on anecdotal experience and suggest studies that can better answer these questions.

Methods

Database Search

We searched both Medline via PubMed and Scopus databases for the literature review. Using PubMed we searched a combination of the Medical Subject Heading cellular phone with the related key words smartphone*, smart phone*, mobile phone, iPhone, android, blackberry, and windows mobile. All terms were combined using the Boolean operator OR. Our Scopus search used the following keywords: smartphone*, smart phone*, iPhone, android, blackberry, and windows mobile, and was combined with medicine to narrow our results. We limited our search to journals written in English in both databases. Both searches were also limited to the last 5 years. The citations of the search results were then manually queried for eligible articles and reviews. These searches were conducted over a period of 10 months, from August 2011 to May 2012.

Search Criteria

Given the broad nature of our review, we attempted to include all articles that either exemplified particular roles for the smartphone in health care or discussed its implications. For the purposes of this article, we defined the smartphone as any cellular device that has additional functions including a camera, global positioning system (GPS), and Wi-Fi capabilities and is running one of the following operating systems: iPhone, Android, BlackBerry, or Windows Mobile. Our search criteria included any primary article or review that discussed innovative roles of the smartphone in the field of internal medicine. These roles included patient care, medical reference, and continuing education. We also sought uses of the smartphone in medical education, communication, and research. We excluded any articles that were limited to mobile phones (considered the precursor to the smartphone) or personal digital assistants. Additionally, we did not include papers within the field of surgery or the surgical subspecialties given the already broad scope of this topic. Moreover, as internal medicine physicians, we felt it would be inappropriate to comment on the uses of the smartphone in this setting.

Research on the use of smartphones in medicine and medical education is limited, which hindered our development of a systematic article selection process. We did give priority to primary sources that were controlled, multicentered reports providing outcome data.

Results

Search Results

From our initial combined database search, we retrieved 2351 articles (Figure 1). A title and abstract review was conducted, from which we identified 112 articles for detailed review and added 1 article from the citation review. Of these, 60 articles met the eligibility criteria. Given the large sample size, we further analyzed these articles to subdivide them into the following categories: (1) patient care and monitoring, (2) health apps for the layperson, (3) communication, education, and research, and (4) physician or student reference apps. Of note, some papers involved both patient care and communication, but we categorized them based on the smartphone’s primary purpose. For example, if the smartphone was aiding patient care via telediagnosis, then we placed the article in the category of communication.
Patient Care and Monitoring

Our literature search found several examples of the use of the smartphone’s features for patient monitoring. One such example involved patients with Alzheimer disease. An attempt to deal with the risk of wandering was proposed with the use of the Android app iWander [4]. The app works by using the smartphone’s GPS to track the patient at all times. The patient’s age, level of dementia, and home location on the GPS are input into the software. If the GPS detects that the patient is away from his or her home (for example, uncharacteristically late in the day or during inclement weather), the algorithm may predict that the patient has become confused. The app then requests that the patient manually confirm his or her status. Not providing confirmation triggers an alarm that notifies the patient’s family and primary care doctor or contacts emergency personnel. It has also been suggested that identifying Alzheimer patients with depression might be possible simply by monitoring behaviors via the smartphone’s functions, such as their movements using Bluetooth technology, their communication patterns, and their level of activity from the GPS. It is important to note that this app is limited by factors such as GPS and Internet reliability. Also, an older patient with mild dementia may have little ability to use such modern devices.

The smartphone has also been used in rehabilitation [5]. Using smartphones connected via Bluetooth to a single-lead electrocardiograph (ECG) device, patients who were unable to attend traditional hospital-based rehabilitation were monitored in real time through their smartphones while they exercised in their own neighborhoods [6]. This small study followed 6 patients who recently had a coronary event or angioplasty for 116 exercise sessions. Information obtained from the smartphones allowed researchers to track their patients’ heart rates, single-lead rhythms, locations, altitudes, and walking speeds. This information was then used to create custom exercise regimens, leading to improved postintervention 6-minute walk tests. Patients also reported reduced depression and improved quality of life on questionnaires.

Other studies demonstrated the smartphone’s potential in patient monitoring. Shoes fitted with sensors that communicate with the smartphone were used to follow the activity level of patients who have recently had a stroke [7]. The smartphone’s accelerometer can be used to interpret gait and balance of patients [8-11]. Another study entailed connecting a single-lead ECG to a smartphone to diagnose and follow treatment with sleep apnea [12], providing a possible alternative to costly and labor-intensive polysomnography. One study used smartphones to promote physical activity by asking participants to routinely log their results [13].

Recognizing the challenges of a growing elderly population, one group worked on the European Union-funded project Enhanced Complete Ambient Assisted Living Experiment [14]. This project intended to build a comprehensive remote
monitoring system targeted at older people with chronic diseases. Using sensors attached to garments, continuous information was monitored and collected. Data from this 3-year project (June 2009 to May 2012) intended to show how smartphone technology provides an environment where older people can maintain their independence. At the same time, the researchers hoped to provide a way to minimize health care costs through early detection of acute illnesses and a decreased need for skilled nursing homes.

Patients with type 1 diabetes are also among those who could benefit from smartphone technology, by using Diabeo [15]. Diabeo is an app that collects information such as self-measured plasma glucose, carbohydrate counts, and planned physical activity prior to making insulin dosing recommendations. Researchers in France conducted a 6-month multicenter study of 180 adult patients with type 1 diabetes with glycated hemoglobin above 8%. They found that patients using Diabeo together with telephone conversations had lower glycated hemoglobin levels than those with clinic visits. The app was used safely with no differences in hypoglycemic events.

The ability to automatically monitor patients with diabetic and heart conditions from their smartphones is being developed [16]. This technology extends to other conditions such as movement disorders or bipolar disorder [17-19]. Additionally, engineers are testing the smartphone to be used as a device for monitoring patients’ balance using the phone’s accelerometer [20].

The use of the smartphone as a patient-monitoring device has also been described in resource-poor countries. Smartphones used by health care workers treating malaria in rural Thailand allowed for better follow-up, medication adherence, and collection of information [21]. A similar study in Kenya allowed workers to collect data during home visits [22].

With a hands-free microphone, the smartphone has been used to record heart sounds for tracking heart rate and heart rate variability. The phone’s camera along with its light-emitting diode light source has been shown to measure heart rate accurately [23]. Recently, teams have begun working on ECG recording devices that work with smartphones [24,25]. Moreover, the smartphone is being used for echocardiography [26]. MobiSante (MobiSante, Inc, Redmond, WA, USA) became the first company to design and build a US Food and Drug Administration (FDA)-approved cell phone-based medical diagnostic tool with an ultrasound probe in January 2011. A smartphone connected to a Doppler device has been used for blood flow measurement [27].

**Health Apps for the Layperson**

In our review we did not find clear data describing usage trends of apps for patients. Additionally, we did not find any evidence that these apps lead to wellness. Here we briefly review some apps mentioned in our literature search for laypersons.

Weight loss and fitness apps are among the most used. The apps Lose It! and Calorie Counter provide a way for people to keep track of how many calories they consume and burn for better control of their weight loss goals [28]. Based on the input information, such as the type and quantity of food consumed, these apps calculate the user’s total daily caloric expenditure.

Other apps help track the amount of exercise an individual does. Using the GPS and accelerometer, phones can be turned into and navigators and pedometers [28].

Wellness apps that teach yoga are available, as are apps that focus on other forms of relaxation such as breathing [28]. Women can input the dates of their periods and body temperature to help predict ovulation. Some apps remind a patient to take his or her medication. Other apps contain an individual’s important medical information such as allergies, medications, and contact phone numbers in the event of an emergency. There is also an iPhone app that offers free hearing tests [29].

Of the available data concerning the validity of apps to promote wellness, a review of obesity-related apps for diet and exercise showed that a vast majority of them rated low on a custom scoring system based on topics covered, accuracy, and other parameters [30]. Similar findings were noted with reviews of apps for alcohol abuse and smoking cessation [31,32].

One report described a method of surveying participants to create a framework from which to create an app promoting physical activity [33].

iTriage (iTriage, LLC, Denver, CO, USA) is an app that provides patients with information such as the locations of nearby emergency rooms, doctors by specialty, and other practical information [34]. It provides emergency room wait times and allows for registration via the app at participating locations. Another similar app was designed to improve diagnosis and treatment times of stroke patients [35]. ZocDoc (ZocDoc, Inc, New York, NY, USA) allows patients to conveniently make appointments with physicians who choose to use this system. Patients can view open slots and other information about participating doctors.

**Communication, Education, and Research**

The smartphone has been used for years in hospitals with limited network capability [36]. It also has been shown to improve communication among doctors and nurses on inpatient wards. Timely communication within hospitals remains a fundamental means by which to reduce medical errors [37]. The internal medicine program at Toronto General Hospital conducted a study using dedicated BlackBerrys for each medical team [38]. Nurses could call the team or use a Web program to send emails to these phones for less-urgent issues. Overall, surveys from residents reported improvements in communication and decreased disruption of workflow. Nurses reported decreased time spent attempting to contact physicians; however, there was no change in response time for urgent issues. Another study by this group also illustrated the efficiency of smartphones over pagers but noted a perceived increase in interruptions and weakened interprofessional relationships [39]. They also reported value in the ability to receive nonurgent messages via email; however, there has been disagreement as to what types of messages are appropriate for various communication methods [40].
Communication is also affected by integrating with electronic medical records. One company, Epic Systems (Epic Systems Corporation, Verona, WI, USA) has partnered with Apple (Apple Inc, Cupertino, CA, USA), releasing versions of Epic for both the iPhone and iPad [41]. Another app specifically designed for one particular hospital is being created to provide doctors with access to patient records from smartphones [42].

Interesting and educational patient physical findings are better documented with the use of the phone’s camera. A group demonstrated that they could accurately diagnose acute stroke on brain computed tomography scans through the use of iPhones with identical accuracy to standard workstations [43]. Another study of stroke patients found comparable examinations of patients in person and via iPhone [44].

Several examples demonstrating the smartphone’s role in communication can be found in developing countries with scarce resources [45]. In Africa, the amount of network coverage to send text messages with pictures ranges from 1.5% to 92.2% [46], providing an opportunity to send pictures of physical findings to aid in telediagnosis. Pictures from phone cameras of Gram stains have been sent via text messages for remote diagnosis [47]. Video clips of limited echocardiographic studies were taken in remote Honduran villages sent via iPhones to experts for interpretation [48]. This has been reproduced with lung ultrasound [49]. Engineers have created various microscopes that attach to smartphones, providing a cost-effective and mobile way to bring more technology to poor and rural regions [50-52]. Development of point-of-care apps for human immunodeficiency virus (HIV) infection treatment to support physicians with limited HIV training in undeveloped regions is expected to minimize errors and improve outcomes [53].

Outbreaks Near Me (HealthMap, Boston Children’s Hospital, Boston, MA, USA) provides information on disease outbreaks by geography [28,54]. This project, funded by Google and done in collaboration with organizations including the US Centers for Disease Control and Prevention, obtains information from multiple resources, including online news, eyewitness accounts, and official reports.

In one example of the uses of the smartphone in medical education, doctors who were trained to use a smartphone app for teaching advanced life support had significantly improved scores during cardiac arrest simulation testing [55]. A survey among medical residents in Botswana showed how a smartphone preinstalled with medical apps can be an effective way to obtain information in a resource-poor region [56].

We found two articles describing the use of the smartphone in medical research. In one example, the smartphone was used to improve data collection during trials [57]. In another, a study of falls risk in the elderly, the smartphone’s accelerometer was used to help detect those at higher risk [58].

Physician and Student Reference Apps

During our literature review, we found very limited data regarding the use of reference apps by physicians or medical students. A study in 2010 claimed that over 60% of physicians surveyed felt that Epocrates (Epocrates, Inc, San Mateo, CA, USA) helped to reduce medical errors [59]. Epocrates claims that their app can help save 20 minutes of time each day for many of their users [60], but this is not supported by the evidence base.

Discussion

Here we summarize the database search identifying how the smartphone is being used in medicine. We focused on data that would either support or negate the impact of the smartphone and then surveyed the range of uses to better understand the forms in which that impact might occur.

With respect to patient care and monitoring, we found various ways of using the smartphone to monitor patients. We identified research attempting to provide evidence that the smartphone has advantages in this area; however, much of this is still in the preliminary phase. Apps such as iWander for people with dementia (see Patient Care and Monitoring above) could improve quality of life and decrease financial burden. Approximately 5.3 million Americans have Alzheimer disease, and it has been estimated that this number could quadruple by the year 2050 [61]. As we enter a new era of rising medical costs exacerbated by a growing elderly population, our healthcare system is looking for ways to meet the rising demand. It remains to be seen whether the smartphone can help.

We found a wide range of apps for the layperson, from wellness apps to apps that allow improved communication with health care providers. The greatest concern is the general lack of regulation and an evidence base for many of these wellness apps. Much like the general information available on websites, the content of many health-related apps is poorly scrutinized for accuracy. The FDA does not control the content of most apps; only when apps cross the line of providing direct medical advice does the FDA make approval mandatory. An example of this is the diabetes app WellDoc DiabetesManager System (WellDoc, Inc, Baltimore, MD, USA), which required FDA approval when it started providing medical advice based on input blood glucose levels. Other apps available for free download include symptom checkers, where people can input basic symptoms such as abdominal pain and get a whole list of possible causes, prompting inappropriate self-diagnosis and unneeded anxiety.

Not surprisingly, we found a larger number of articles that discussed ways in which the smartphone is improving communication on internal medicine wards. These results suggest that there may be a role for better communication between doctors and nurses; however, drawbacks such as weakened interprofessional relationships may produce new issues. We found it interesting that many people are looking into using the smartphone for remote diagnosis. It is easy to imagine the huge benefits that could be reaped in resource-poor regions of the world, but this may also lead to a change in insurance companies’ reimbursement methods. In the future, patients may not need to see their physicians in person as often to get the same quality of care. However, we have not found any evidence specific to the smartphone to support this.
We also find some examples of the smartphone’s use in education, such as a program that teaches cardiopulmonary resuscitation, and the use of smartphones by students in resource-poor countries. Medical schools in the United States are also beginning to use technology more in their curriculum. For example, at Stanford University’s medical school all students are given an iPad to use in place of text books. Online resources are easily accessed.

As the role of the smartphone continues to grow, we can only expect that its role in medical education will expand with more institutions incorporating it into their curriculums. However, we need to have better evidence to support both its use and methods of how best to use it.

Among our categories, we found that the area most lacking in evidence is the use of smartphones for physician or student reference apps. We found only one older study looking into the effectiveness of apps to aid in the practice of medicine, with Epocrates. There is no clear reported data on usage statistics, but we presume that given the high number physicians with smartphones and the large availability of apps, many physicians are using these reference apps. A survey of health care providers showed that attitudes toward using smartphones are in general very positive [62].

Medical Reference Apps

Given the importance of medical reference apps and the paucity of published data regarding available apps and the evidence for their use, we present a list of commonly used apps and make suggestions for future research toward better understanding their utility. This list of apps derives from our anecdotal experience, for which we have given preference to apps known to have a vast database, to have reliable content, to be well respected (or contain information adapted from well-respected resources), and to have been available for many years. There are no conflicts of interest. We review some of the most popular and important apps being used to enhance continuing medical education, improve patient care, and promote communication (Table 1).

<table>
<thead>
<tr>
<th>Smartphone application</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epocrates</td>
<td>Free up-to-date pharmacologic reference and paid medical reference.</td>
</tr>
<tr>
<td>DynaMed</td>
<td>Medical and pharmacologic reference</td>
</tr>
<tr>
<td>Johns Hopkins’ Antibiotics Guide</td>
<td>Antimicrobial reference</td>
</tr>
<tr>
<td>Sanford Guide to Antimicrobial Therapy</td>
<td>Antimicrobial reference</td>
</tr>
<tr>
<td>Diagnosaurus</td>
<td>Differential diagnosis</td>
</tr>
<tr>
<td>Taber’s Medical Dictionary, Stedman’s Medical Dictionary, and Dorland’s Medical Dictionary</td>
<td>Medical dictionaries and reference</td>
</tr>
<tr>
<td>Archimedes (Archimedes 360°)</td>
<td>Free medical calculator (Archimedes 360° is available for a fee)</td>
</tr>
<tr>
<td>AHRQ ePSSa</td>
<td>Primary care prevention</td>
</tr>
<tr>
<td>Medscape</td>
<td>Medical reference, news, and education</td>
</tr>
<tr>
<td>Massachusetts General Hospital’s Pocket Medicine</td>
<td>Medical reference</td>
</tr>
<tr>
<td>Washington Manual of Medical Therapeutics</td>
<td>Medical reference</td>
</tr>
<tr>
<td>QuantiaMD</td>
<td>Medical education with interactive cases</td>
</tr>
<tr>
<td>MedPage Today</td>
<td>Medical news</td>
</tr>
<tr>
<td>Doximity</td>
<td>Social networking for physicians and physician communication</td>
</tr>
</tbody>
</table>

Epocrates is well known for offering a free, up-to-date pharmacologic reference that is available for all smartphone platforms. Strengths of this program include drug dosage guidelines, adverse reactions, mechanism of action, and a drug interaction checker. Epocrates also offers an upgrade to the full version that includes more comprehensive disease and laboratory information. Another resource for pharmacologic reference is mobilePDR (PDR Network, LLC, Montvale, NJ, USA), available for free to doctors after validation of credentials.

Another resource in medical-related apps for doctors is Skyscape (Skyscape.com, Inc., Marlborough, MA, USA). Skyscape focuses on creating mobile phone apps for all health care professions and boasts over 600 apps spanning 35 specialties. They formulate popular textbooks into searchable programs on the smartphone. There are many notable apps, including Massachusetts General Hospital’s Pocket Medicine and The Washington Manual of Medical Therapeutics. Unbound Medicine (Unbound Medicine, Inc, Charlottesville, VA, USA) produces a similar product offering. Both companies have apps available for many categories, including pharmacology, medical references, and medical dictionaries.
DynaMed (Figure 2) is a full medical reference app from EBSCO Publishing (EBSCO Publishing Inc, Ipswich, MA, USA). DynaMed houses a large repository of disease, syndrome, and drug information. It differs from other resources such as UpToDate (UpToDate, Inc, Waltham, MA, USA) in that it optimizes its content for use and display on a mobile platform. Once the app is fully downloaded, an Internet connection is no longer needed to access this program. 5-Minute Clinical Consult (Lippincott Williams & Wilkins, Philadelphia, PA, USA) is another medical reference app organized similarly to DynaMed. UpToDate offers a mobile Web version of their ubiquitous Web platform that is similar in organization but does not offer a smartphone app.

A popular infectious diseases resource is Johns Hopkins’ Antibiotic Guide (Unbound Medicine, Inc), providing detailed information regarding antibiotics and pathogens. Another well-known antibiotic resource is the Sanford Guide to Antimicrobial Therapy (Antimicrobial Therapy, Inc, Sperryville, VA, USA).

Mobile differential diagnosis programs can help ensure that common diagnoses are not overlooked or discovered too late. One such well-known program is Diagnosaurus (The McGraw-Hill Companies, Inc; New York, NY, USA). Other apps, such as medical calculators, are very prevalent in app stores and can help quickly calculate risk scores or other common calculations, such as water deficit in hypernatremia. Skyscape offers a free medical calculator called Archimedes. Lastly, medical dictionaries such as Taber’s, Stedman’s, and Dorland’s are invaluable resources to have readily available in one’s pocket.

An app for primary prevention is offered for free by the US Department of Health and Human Services, Agency for Healthcare Research and Quality (AHRQ). The AHRQ Electronic Preventive Services Selector is an app designed to assist primary care physicians in identifying screening, counseling, and preventive measures based on their patient’s age, sex, and other risk factors.

The aforementioned programs are just a few of the large number of evolving resources on the mobile phone. Companies such as Medscape (Medscape, LLC, New York, NY, USA) offer a mobile resource for medical and drug information. They also provide medical news and case studies for continuing education. QxMD (QxMD Software Inc, Vancouver, BC, Canada) specializes in mobile medical programs such as their popular ECG Guide. Information from the International Classification of Diseases, 9th revision (ICD-9) can be quickly obtained from QxMD’s ICD-9 app. DynaMed’s app also contains ICD-9 information. QuantiaMD (Quantia Communications, Inc, Waltham, MA, USA) has a mobile app that specializes in continuing medical education by providing well-scripted interactive case studies that can be shared with colleagues (Figure 3). Continuing medical education credits can also be earned. MedPage Today (MedPage Today, LLC, Little Falls, NJ, USA) allows physicians to stay on top of the latest medical news, organize news by interest, and earn continuing medical education credits.

Doximity (Doximity Inc, San Mateo, CA, USA) has been likened to a Facebook for doctors. It allows physicians, once registered, to network and even communicate patient-related information in a Health Insurance Portability and Accountability Act-compliant text messaging environment (Figure 4). A credential check of a potential user’s medical license (which is already in their database) is required to sign up.

While many of these apps have been available for years and are very popular, there are still no data to both support their use and help us understand how best to use them. We believe that studies surveying doctors on the perceived impact that specific apps create, as well as examining patient care outcomes, can help us understand how powerful these apps can be. The use of these apps by students while on clinical rotations can also support education at the bedside. This could translate into an improved quality of education that could be a focus of examination.
Figure 2. DynaMed’s medical reference program with organization of topics shown at left.

DynaMed
Graves disease

Click here to view outline

Making the diagnosis 😊

- Japan Thyroid Association guidelines for diagnosis of Graves disease
  - at least 1 of 3 clinical findings
    - signs of thyrotoxicosis such as tachycardia, weight loss, finger tremor, sweating
    - diffuse enlargement of thyroid gland
    - exophthalmos or specific ophthalmopathy
  - all 4 of 4 laboratory findings
    - elevation in serum free thyroxine and/or free triiodothyronine
    - serum thyroid-stimulating hormone (TSH) < 0.1 units/mL
    - positive anti-TSH receptor antibody or thyroid-stimulating antibody
    - elevated radioactive iodine (or 99mTcO4) uptake to thyroid gland
Figure 3. QuantiaMD allows for interactive case challenges within multiple specialties, features guest lecturers, and allows physicians to earn continuing medical education points, all from the smartphone.
Figure 4. Doximity connects colleagues from around the United States and allows for secure communication.

**Drawbacks and Obstacles**

Although there are numerous benefits to integrating smartphones into the practice of medicine and one’s personal life, there are noteworthy limitations. We again emphasize the ramifications mentioned above of patients self-diagnosing using apps that are not regulated. Moreover, the major technological improvements of both hardware and software are still relatively new and, thus, sometimes unreliable. Furthermore, older physicians and others less inclined to use or intimidated by new technologies may be at a disadvantage if the use of smartphones becomes more requisite within medicine. Similarly, elderly patients may find it difficult to use and interpret the information provided to them by their smartphone, possibly putting them at greater risk than those who are more technologically savvy. And finally, as we become more dependent on technology, we become more dependent on it working flawlessly, with catastrophic implications when it fails.

Doctors and patients are not able to take full advantage of smartphone technology in areas such as teleconferencing, sending pictures, and emailing, due to health care system reimbursement processes in the United States. These systems usually reimburse only the time spent with patients face-to-face. As the smartphone integrates its way even more permanently into our medical practices, a greater question arises: will this mobile technology improve communication between doctors and patients or detract from it by limiting the personalized interactions that occur best at the bedside or in the office?
Limitations of This Review

The major limitation of the review stems from the overall paucity of high-quality studies such as multicentered or controlled trials using the smartphone in medicine. While we did find some studies of patient monitoring and communication, even these categories leave many questions to be answered, and future studies are either planned or underway.

Additionally, we again note that this review did not include papers that demonstrated novel uses of the smartphone in the field of surgery and its surgical subspecialties. As internal medicine physicians, we felt that our analysis on this subject may be inaccurate and thus chose not to include this.

Another limitation of this study is the rapid and evolving nature of this technology. We intended to make this review as up-to-date as possible, including the addition of new reports just prior to publication of this paper; however, this topic is evolving as rapidly as advancements in the industry are made, outpacing our ability to provide the most current study possible.

Conclusion

The amount of research in the use of the smartphone in medicine is rapidly growing, but there are very few good-quality studies to answer many questions about its use and the impact it may have. Apps for pharmacology, medical references, and a myriad of other categories are providing physicians with quick and practical medical information that will aid in education and patient care. Communication within hospitals and between patients is improving. Additionally, developing countries now have the potential to access better diagnostic tools in resource-poor regions. However, many obstacles still stand in the way of this progress. The question regarding whether smartphones in medicine will lead to a healthier population with better patient–doctor relationships remains to be answered. Nevertheless, the smartphone has a very bright future in the world of medicine, while doctors, engineers, and others alike continue to contribute more ingenuity to this dynamic field. It is our hope that by informing the medical community of the numerous ways in which the smartphone can be used to benefit health care providers, patients, and their families, the smartphone may one day be recognized as a diagnostic and therapeutic tool that is as irreplaceable as the stethoscope has been in the practice of medicine.
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Abstract

Background: Maternal, Newborn, and Child Health (MNCH) household survey data are collected mainly with pen-and-paper. Smartphone data collection may have advantages over pen-and-paper, but little evidence exists on how they compare.

Objective: To compare smartphone data collection versus the use of pen-and-paper for infant feeding practices of the MNCH household survey. We compared the two data collection methods for differences in data quality (data recording, data entry, open-ended answers, and interrater reliability), time consumption, costs, interviewers’ perceptions, and problems encountered.

Methods: We recruited mothers of infants aged 0 to 23 months in four village clinics in Zhaozhou Township, Zhao County, Hebei Province, China. We randomly assigned mothers to a smartphone or a pen-and-paper questionnaire group. A pair of interviewers simultaneously questioned mothers on infant feeding practices, each using the same method (either smartphone or pen-and-paper).

Results: We enrolled 120 mothers, and all completed the study. Data recording errors were prevented in the smartphone questionnaire. In the 120 pen-and-paper questionnaires (60 mothers), we found 192 data recording errors in 55 questionnaires. There was no significant difference in recording variation between the groups for the questionnaire pairs (P = .32) or variables (P = .45). The smartphone questionnaires were automatically uploaded and no data entry errors occurred. We found that even after double data entry of the pen-and-paper questionnaires, 65.0% (78/120) of the questionnaires did not match and needed to be checked. The mean duration of an interview was 10.22 (SD 2.17) minutes for the smartphone method and 10.83 (SD 2.94) minutes for the pen-and-paper method, which was not significantly different between the methods (P = .19). The mean costs per questionnaire were higher for the smartphone questionnaire (¥143, equal to US $23 at the exchange rate on April 24, 2012) than for the pen-and-paper questionnaire (¥83, equal to US $13). The smartphone method was acceptable to interviewers, and after a pilot test we encountered only minor problems (eg, the system halted for a few seconds or it shut off), which did not result in data loss.

Conclusions: This is the first study showing that smartphones can be successfully used for household data collection on infant feeding in rural China. Using smartphones for data collection, compared with pen-and-paper, eliminated data recording and entry errors, had similar interrater reliability, and took an equal amount of time per interview. While the costs for the smartphone method were higher than the pen-and-paper method in our small-scale survey, the costs for both methods would be similar for a large-scale survey. Smartphone data collection should be further evaluated for other surveys and on a larger scale to deliver maximum benefits in China and elsewhere.
Data collection; health survey; questionnaires; infant feeding; smartphone

Introduction

Undernutrition in infants and young children is highly prevalent in low- and middle-income countries and results in substantial mortality and morbidity [1]. Inadequate breastfeeding and complementary feeding are the key factors causing undernutrition in infants, which ultimately affects child survival [2]. Globally, suboptimal breastfeeding is estimated to be responsible for 1.4 million child deaths and 44 million disability-adjusted life-years [1]. Therefore, improving infant feeding practices in children from 0 to 23 months of age is critical to improve nutrition, health, and development of the children.

Breastfeeding and complementary feeding practices are key indicators for child health [3]. Accurate data on feeding practices is extremely important to start appropriate health interventions that can improve children’s health. The Maternal, Newborn, and Child Health (MNCH) household survey (unpublished data, 2009) is an instrument for collecting data on the coverage of key child health interventions, delivery channels, reasons for coverage failure, and health expenditures. Originally, this instrument was developed by the World Health Organization (WHO) as a paper-based questionnaire for resource-limited settings and had been used in Cambodia, Papua New Guinea, and Vietnam [4]. One of the MNCH household survey modules is on breastfeeding and nutrition aiming to collect feeding information of children aged 0 to 23 months. In 2009, WHO and UNICEF jointly developed the guidelines on indicators for assessing infant and young child feeding practices [3], setting up a series of international standard infant and young child feeding coverage indicators.

For decades, pen-and-paper-based data collection has been the standard method for household surveys. However, this has several problems, including data collection and entry errors and the high costs for storage and double entry of data [5]. In the past 20 years, electronic methods of data collection have been developed on handheld devices such as personal digital assistants (PDAs) and more recently on mobile phones. Worldwide there are now about 6 billion mobile phones, of which 4.5 billion can be found in developing countries [6]. The growth in mobile phone subscriptions is led by China and India, which now have over 30% of the world’s subscribers [7]. The use of mobile devices for the delivery of health care, also known as mHealth [8,9], has increasingly gained attention over the past years. However, a limited number of studies have evaluated the use of mobile phones as a data collection tool in developing settings. Our literature searches in electronic English-language health databases (The Cochrane Central Register of Controlled Trials, PubMed, EMBASE, WHO Global Health Library regional index, PsycINFO, Web of Science, MobileActive, KIT Information Portal, and mHealth in Low-Resource Settings) found 9 studies using mobile phones for health data collection [10-17], and we found no studies in the Chinese literature (Wanfang Data and the China National Knowledge Infrastructure).

Smartphones may be more suitable than low-end mobile phones for data collection, as smartphones have larger screens and can more easily accommodate complex functions (such as wireless uploading and downloading, screen touch typing, and photo or video capturing). Rapid developments in technology and falling prices of handsets make smartphones more accessible for data collection in developing settings. Smartphones share the advantages PDAs have for data collection, for example, the ability to combine the processes of data recording and data entry [18]. Smartphone software can be programmed to skip questions and give alerts when a question is answered incorrectly, which further improves data accuracy. Smartphone data collection may provide better data quality, less time consumption, and lower costs than with pen-and-paper data collection. However, the use of smartphones has some drawbacks, including that data can become corrupted when the device is damaged, and replacement costs are relatively high when the device is lost or damaged. Moreover, most surveys were originally designed for pen-and-paper use (the reference standard), and validation of questionnaires is required. There could be response bias between paper and electronic questionnaire versions [19], as patients may respond differently to questionnaires in different formats [20].

It is unknown whether smartphones can be effectively used for household survey data collection in rural China. This study aimed to compare the use of smartphones with the use of pen-and-paper for data collection of infant feeding practices with the MNCH household survey. We evaluated differences in data quality (data recording, data entry, open-ended answers, and interrater reliability), time consumption, costs, interviewer’s perception, and problems encountered.

Methods

Study Design

This study compared two methods for MNCH household survey data collection: smartphone versus pen-and-paper. We randomly assigned mothers of infants aged 0 to 23 months to a smartphone or a pen-and-paper group. A pair of interviewers simultaneously interviewed mothers on infant feeding practices. Both interviewers used the same method, either the smartphone or the pen-and-paper method. The interviewers each recorded the mothers’ responses separately at the same time. One interviewer asked the questions and the other interviewer assisted in providing details. We instructed the interviewers to change the leading and assisting roles in every interview. We compared the two data collection methods for differences in data quality (data recording, data entry, open-ended answers, and interrater reliability), time consumption, costs, perception of interviewers, and problems encountered. We undertook a small 2-day pilot study in July 2011 to test this setup.
Study Setting

We carried out the surveys in four village clinics in Zhaozhou Township, Zhao County, Hebei Province, China. More detailed information on the study setting can be found in Multimedia Appendix 1.

Participants

There were two types of participants: (1) interviewers, who interviewed the mothers in pairs, and (2) mothers, who were interviewed on their infant feeding practices. We recruited 10 students from Hebei Union University School of Public Health (1 second-year and 9 third-year students) as interviewers. We visited village doctors (in China, village doctors are familiar with all births in their catchment area and monthly report all pregnant women and newborns to their township hospital) and asked them to identify (by review of their records) all eligible mothers on their list and to invite them to come to the clinic. Mothers were eligible if they had children less than 24 months old; we excluded caregivers who were not the mother of the child. If there were more than 2 children of eligible age in a family, we collected information on the youngest child. Eligible mothers were requested to ask their neighbors to visit the clinic as well. The team visited village clinics one by one until we reached our sample size of 120.

Training of Interviewers

Our interviewers had experience with the MNCH household survey; 3 of them had participated in our pilot smartphone questionnaire study in July 2011 and all 10 participated in a baseline MNCH household survey (with a sample size of 1600) in August 2011. Although the interviewers were familiar with the survey, we provided them with additional training to reinforce their skills. The supervisors (study team members) thoroughly trained the interviewers on the use of the smartphone and pen-and-paper methods for 2 days. The training course included communication skills, explanation of questionnaires, demonstration, role plays, practice interviews with mothers, and group discussion throughout the course. Interviewers were encouraged to ask questions when they experienced any problem.

Recruitment

The study took place over 2 days in September 2011; on the first day we recruited mothers in three village clinics, and on the second day we reached our sample size in the fourth village. When a mother arrived in a village clinic, the village doctor informed her about the study and referred mothers who were interested in study participation to our supervisors. The supervisors obtained oral informed consent from the mother before the study. The interviewers obtained written informed consent and then questioned the mother in one of the five separate village clinic rooms. We gave each mother a towel (worth ¥5, equal to US $0.79 at an exchange rate of 6.3 on April 24, 2012) for her participation.

Randomization and Allocation

A supervisor gave mothers an identification number (the first mother was given number 1, the second mother number 2, and so on). Prior to the study we used Excel (version 2007; Microsoft Corporation, Redmond, WA, USA) to randomly assign each number to either the smartphone or the pen-and-paper group. Each of the 10 interviewers randomly drew a lot and was assigned to 1 of the 5 interview pairs in which they worked during the study. The 5 interview work pairs took turns when interviewing the mothers.

Data Collection and Entry Process

Pen-and-Paper Method

For mothers who were randomly assigned to the pen-and-paper method, an assigned pair of interviewers asked questions that were printed on a paper questionnaire. Each of the 2 interviewers separately recorded the interviewee’s response with a pen on a copy of the questionnaire. A supervisor collected the completed paper questionnaires and checked them immediately after the interview to ensure that any missing information or errors could be corrected before the mother left. Two students, who had experience with data entry, separately entered data with EpiData 3.1 (EpiData Software, Odense, Denmark). We compared the two files and resolved discrepancies by checking the original questionnaires.

Smartphone Method

For mothers who were randomly assigned to the smartphone method, an assigned pair of interviewers questioned the mothers by following the instructions on the smartphone. We used a Chinese smartphone (C8600; Huawei, Shenzhen, China) with an Android 2.2 system. Each interviewer recorded the mother’s response by touching the smartphone screen. The smartphone program checked the questions automatically in real time. The smartphone program showed a warning when an answer was out of range. Three questions could be automatically skipped based on the response of previous questions. Most of the questions were multiple-choice questions with one-response or multiple-response answers. Some questions required a number to be filled in, and for other variables one of the answer options of multiple-response answers was open ended (which made it possible to type in Chinese characters for the smartphone questionnaires or write down characters for the pen-and-paper questionnaires). Figure 1 shows screen shots of the main four types of questions. More detailed information on the smartphone questionnaire can be found in Multimedia Appendix 1.
Survey
We used the Breastfeeding and Nutrition module of MNCH household survey. This is a WHO standard household survey, which we translated into Chinese. We have used it over the past 2 years in several studies in Zhao County and made minor changes to make it appropriate for the Chinese context. More detailed information on the survey can be found in Multimedia Appendix 1.

Outcomes
Our primary outcome was data quality, which we defined as data recording errors and data entry errors in the pen-and-paper questionnaires; interrater reliability; and open-ended answer differences between the smartphone and pen-and-paper methods. Secondary outcomes were the differences between the two methods in time consumption for the data recording and entry, costs, interviewers’ perceptions, and problems they encountered.

Data Quality

Data Recording Errors of the Paper Questionnaires
We report on data recording errors for the paper questionnaire only, as the smartphone program automatically alerted the interviewer when a mistake occurred (and therefore there were zero data recording errors in the smartphone questionnaires). The supervisors checked and corrected missing values or errors at the end of the interview. After the fieldwork, 1 of the supervisors filled in an error summary form with the frequency of all types of errors and numbers of questionnaires with errors. We counted the errors in Excel 2007 with the COUNT function.

Interrater Reliability
We defined interrater reliability as the percentage of overlap in recording between the 2 interviewers who interviewed the same mother using the same method [21].

Data Entry Errors of Paper Questionnaires
We report data entry errors for the pen-and-paper questionnaires only, as the smartphone questionnaire responses were automatically transferred to the database after uploading (according to the information technology experts, the smartphone data were not changed during transfer into the database). For the pen-and-paper questionnaire, though 2 people entered and checked the data separately, errors could still occur.

Open-Ended Answers
We counted the number of Chinese symbols for the 24 questions that had one open-ended answer.

Time Consumption for Data Recording and Entry
For the pen-and-paper questionnaire, the interviewers recorded the starting time and ending time of the interview. For the smartphone questionnaire, the software automatically recorded the duration of the interview. In addition, we recorded the time consumption of data entry and data cleaning for the pen-and-paper group.

Costs
To assess and compare costs, we used the same cost categories for the pen-and-paper and smartphone questionnaires categories (eg, training, travel, and accommodation). For the pen-and-paper method, we estimated the costs of printing and transporting the questionnaire, stationery, and data entry. In our smartphone costs assessment, we used an estimated local market price for renting the smartphone and the software. To compare the pen-and-paper and smartphone methods, we calculated cost by individual questionnaire. In addition, we used the cost data of two large-scale household surveys (sample sizes of 1200 and 1600) to show the costs for larger-scale surveys.

Perceptions of the Interviewers
Before the fieldwork, we gave each interviewer pen-and-paper questionnaires. We asked them to fill in the questionnaire and to give it back to the supervisor after the fieldwork. The questionnaire included general information (eg, age, sex, and education), experience with using a mobile phone or a smartphone, and perceptions of using the two methods for the interviews. We asked them if they liked the smartphone and the pen-and-paper methods, and the interviewer could respond on a scale from 1 to 5 (1, very bad; 2, bad; 3, ok; 4, good; and 5, very good). After the fieldwork, our supervisors and all the interviewers had a 30-minute group discussion about the differences between the pen-and-paper survey and the smartphone survey (such as time needed for an interview, which
method was easier to communicate with the interviewees, and responses of the mothers during the interview).

**Problems Encountered**

We instructed the interviewers to record problems, such as loss of pens and program errors, as soon as possible on standard forms during the fieldwork. The supervisors collected all the forms after the fieldwork and wrote down the problems.

**Analysis**

**Quantitative Analysis**

We carried out statistical analysis with SPSS 16.0 for Windows (IBM Corporation, Somers, NY, USA). For data recording errors, we manually counted all the errors from the error summary form, which was filled in by our supervisors in the field. For interrater reliability, we manually compared all completed pen-and-paper questionnaires and smartphone questionnaires within each pair and report the percentage variation. We calculated the difference in interrater reliability between two groups with the chi-square test and we report percentages. We did not analyze interrater reliability with kappa statistics, as we were unable to use a test–retest design for this study. For data entry errors we compared the two files using EpiData 3.1, which gave a report on the nonmatching questionnaires. We report the differences in percentages. For time consumption, we compared the average time duration of data collection in a work pair for the two groups by the independent-samples t test. We tested whether the time consumption was normally distributed. We report the mean difference and standard deviation, and we used a significance level of .05. For costs, we compared the total costs between the two methods. For interviewers’ perceptions of the smartphone and pen-and-paper questionnaires, we calculated the median of the scale from 1 to 5.

**Qualitative Analysis**

For interviewers’ perceptions, we analyzed the transcription of the recorded discussion and noted all identified issues. We list all the problems that were experienced by the interviewers.

**Sample Size**

We based our sample size on the data entry errors. We assumed that the data entry error rate would be 30% for the pen-and-paper method and 0% for the smartphone method. We used an alpha error of .05 and beta error of .20 and calculated that the sample size would be 120 with 60 mothers per method. We assumed that 10% of the mothers would decline to participate or withdraw from the study. Therefore, we planned to recruit 67 mothers per method.

**Ethical Approval**

We obtained ethical approval from the Ethical Committee of the Capital Institute of Pediatrics in Beijing. This is a comparison study, which does not assess an intervention, and therefore is not registered with a randomized trial registry.

**Data Security**

We encrypted the data stored in the smartphones when the data were uploaded. The data could be decrypted only with special software. When the interviewer completed the questionnaire, the data were wirelessly uploaded into an Excel database via the Internet server and then saved in the memory card of the smartphone as a text file (for a backup). Only the supervisors could enter the database and make the necessary changes before the data were uploaded. After the data were uploaded, no changes could be made to the database. The supervisors collected the smartphones at the end of each fieldwork day and returned the smartphones (cleared of the data that were entered during the previous day) to the interviewers in the morning. The supervisors collected the completed paper questionnaires when the interview was finished and stored the questionnaires in a safely locked box.

**Results**

The village doctors informed 120 mothers who visited the village clinics about the study, and all mothers agreed to participate. Figure 2 shows a flow diagram of the recruitment of the 120 mothers: 60 received the paper-and-pen version and 60 received the smartphone version. Table 1 lists the number of interviewed mothers per village. The age and sex ratio of the mother’s youngest infants were similar in the two groups.
Table 1. Characteristics of interviewed mothers’ child and number of mothers per village.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
<th>Smartphone group</th>
<th>Pen-and-paper group</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (days), mean (SD)</td>
<td>353.88 (174.65)</td>
<td>323.95 (149.86)</td>
<td>383.82 (192.99)</td>
<td>.06^a</td>
</tr>
<tr>
<td>Sex (male/female)</td>
<td>61/59</td>
<td>32/28</td>
<td>29/31</td>
<td>.59^b</td>
</tr>
<tr>
<td>Number of mothers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>120</td>
<td>60</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Village 1</td>
<td>25</td>
<td>16</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Village 2</td>
<td>50</td>
<td>23</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Village 3</td>
<td>24</td>
<td>11</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Village 4</td>
<td>21</td>
<td>10</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

^a 2-tailed t test.
^b Pearson chi-square test.

Figure 2. Flow of study participants.

Data Quality

**Recording Errors of Pen-and-Paper Questionnaires**

Table 2 demonstrates that in 120 copies of the pen-and-paper questionnaires, 55 questionnaires contained errors. The most frequent error was a missing confirmation of the default option, which was found 156 times in 49 questionnaires.
Table 2. Recording errors in pen-and-paper questionnaires.

<table>
<thead>
<tr>
<th>Type of error</th>
<th>Immediately after interview</th>
<th>Before data entry</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of questionnaires with error(s)</td>
<td>No. of errors</td>
<td>No. of questionnaires with error(s)</td>
</tr>
<tr>
<td>1 Missing confirmation of default option</td>
<td>49</td>
<td>156</td>
<td>0</td>
</tr>
<tr>
<td>2 Missing survey date</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3 Wrong response for checking question</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4 Two options circled</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>5 Wrong option chosen</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>6 Missed question</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7 More than one option circled in single-choice question</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8 Wrong ID number for interviewer</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>9 Wrong date</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10 Wrong setting for database</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td>51a</td>
<td>168</td>
<td>20a</td>
</tr>
</tbody>
</table>

* Total numbers of questionnaires with error(s). A questionnaire could have more than one error, but was counted as one copy. Therefore, the total number of questionnaires does not equal the total number of all types of errors.

Interrater Reliability Within Interviewer Pairs

We assessed the interrater reliability for the one-response and multiple-response answer variables and the number variables; this can be found in Table 3. The supervisors checked the two records for each mother and judged whether they were the same. For 35 of the 120 questionnaire pairs (20 pairs in the pen-and-paper group and 15 pairs in the smartphone group), there was no recording variation in the database, which was not significantly different between the groups \((P = .32)\). There were 186 variables in the smartphone and 184 in the pen-and-paper questionnaire. In the smartphone questionnaire, 134 of 186 variables (72.0\%) did not have any recording variation. In the pen-and-paper questionnaire, 126 of 184 variables (68.5\%) did not have any recording variation. This was not significantly different between the groups \((P = .45)\).

Table 3. Interrater reliability within interviewer pairs.

<table>
<thead>
<tr>
<th></th>
<th>Smartphone number/ total number</th>
<th>Pen-and-paper number/ total number</th>
<th>(P) value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaire pairs with no recording variations</td>
<td>15/60 (72.0%)</td>
<td>20/60 (72.0%)</td>
<td>.32</td>
</tr>
<tr>
<td>Variables with no recording variations</td>
<td>134/186 (72.0%)</td>
<td>126/184 (68.5%)</td>
<td>.45</td>
</tr>
</tbody>
</table>

* Pearson chi-square test.

Open-Ended Answers

We manually counted the characters recorded in variables for the open-ended questions. There were 48 characters in the smartphone questionnaires and 76 in the pen-and-paper questionnaires.

Data Entry Errors of Pen-and-Paper Questionnaires

EpiData 3.1 showed that 65.0\% (78 of 120 questionnaires) of the pen-and-paper records did not match and needed to be checked.

Time Consumption

Figure 3 and Multimedia Appendix 2 (Table MA3) show that the mean duration of an interview was 10.60 (SD 2.49) minutes, with 10.22 (SD 2.17) minutes for the smartphone method and 10.83 (SD 2.94) minutes for the pen-and-paper method. The mean interview duration was not significantly different between the methods \((P = .19)\).

In the first village, the interviewers spent significantly more time for the pen-and-paper method (mean 13.78 minutes, SD 3.70) than for the smartphone method (mean 10.78 minutes, SD 2.37) for an interview \((P = .02)\). We found no significant difference between the two methods in the following three villages.

For the pen-and-paper method, database completion took 16 hours (including data entry, checking, and data cleaning). For the smartphone method, database completion took half an hour. This can be found in Table 4.
Table 4. Time consumption for the survey process for the two methods.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Smartphone method</th>
<th>Pen-and-paper method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preparation</td>
<td>7 days for printing</td>
<td>7 days for programming and installation for a team of 3 information technology engineers</td>
</tr>
<tr>
<td>Training</td>
<td>2 days</td>
<td>2 days</td>
</tr>
<tr>
<td>Fieldwork</td>
<td>2 days</td>
<td>2 days</td>
</tr>
<tr>
<td>Data pooling</td>
<td>3 hours for 2 persons to do double data entry, and 5 hours for 2 persons to check and clear the data</td>
<td>0.5 hour for 1 person</td>
</tr>
</tbody>
</table>

Figure 3. Time consumption for the conducting the interviews overall and per village for the smartphone and pen-and-paper methods.

Costs

Table 5 displays the total costs and costs per questionnaire, which are divided into two parts, logistics and questionnaire work. We estimated the costs based on local market prices. We spent ¥17,200 (US $2730) for the smartphone group (survey 1) and ¥9970 (US $1582) for the pen-and-paper group (survey 2). This included all items for preparation, training, fieldwork and data collection, and logistics. We used the following estimates: leasing the software cost ¥600 (US $95) per week (the software could not be leased per day); renting the sever cost ¥3000 (US $476) per week; labor cost ¥100 (US $16) per hour and ¥300 (US $48) per day; and postage was ¥336 (US $53) per 40 kg parcel (delivered by the National Post Office). Table 5 shows that the costs of both methods were similar for larger-scale household surveys. Multimedia Appendix 2 (xTable MA4) shows the general information on the basis of which we estimated the costs for our two methods (survey 1 and 2) and for two larger-scale surveys (one pen-and-paper and one smartphone).

Table 5. Costs (in US $1000) of four surveys in Zhao County, China.

<table>
<thead>
<tr>
<th>Survey number</th>
<th>Type</th>
<th>No. of interviewees</th>
<th>Costs</th>
<th>Item costs</th>
<th>Hardware and mailing</th>
<th>Data pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Logistics</td>
<td>Percentage of all costs (%)</td>
<td>Total</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td>Percentage of all costs (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Smartphone</td>
<td>60</td>
<td>2.70</td>
<td>22.50</td>
<td>47.09</td>
<td>1.27</td>
</tr>
<tr>
<td>2</td>
<td>Pen-and-paper</td>
<td>60</td>
<td>1.57</td>
<td>13.05</td>
<td>81.24</td>
<td>1.27</td>
</tr>
<tr>
<td>3</td>
<td>Smartphone</td>
<td>1600</td>
<td>41.57</td>
<td>25.98</td>
<td>83.76</td>
<td>34.82</td>
</tr>
<tr>
<td>4</td>
<td>Pen-and-paper</td>
<td>1200</td>
<td>28.52</td>
<td>23.77</td>
<td>89.60</td>
<td>25.56</td>
</tr>
</tbody>
</table>
Perceptions of the Interviewers

We analyzed 9 of the 10 questionnaires given to the interviewers, as we received 1 blank questionnaire. Of these 9 interviewers, 8 had experience with doing pen-and-paper surveys before this study, and 4 of the 9 interviewers had experience with using a smartphone. On the question about whether the interviewers liked the survey method, their median score was 4 for the smartphone and 3 for the pen-and-paper method. A total of 4 of the interviewers marked the smartphone 1 point higher than the pen-and-paper, and 5 gave the same mark to the smartphone and the pen-and-paper method.

All the interviewers actively participated in the group discussions. For the pen-and-paper questionnaires, the main issues were being afraid of skipping questions, having to write down a lot on the paper that could waste time, perceiving a high risk of missing options that could not be easily found in the fields, having to carry the heavy questionnaires, and transportation difficulties. The only issue the interviewers identified using the smartphone was that if the program was unstable they could not go forward in the questionnaire. The interviewers experienced the following benefits using the smartphone: the automatic skipping function and error alerts took away the interviewers’ fear of making mistakes, one question per screen put more focus on the communication with the mother during the interview, the smartphone was portable and easy to handle, and data upload was quick. The interviewers mentioned that the mothers said that using the smartphone method was more modern and quicker than using the pen-and-paper method.

Problems Encountered

In the pen-and-paper group, only one abnormal event was recorded: an interviewer lost her pen and got a new pen from a supervisor immediately. In the smartphone group, five cases of abnormal conditions were recorded. All of them were about the system’s stability, such as that the system halted for a few seconds or that it shut off. We did not find that these recorded abnormalities caused data to be lost.

Discussion

Principal Results

Our study showed that using the smartphone to collect data on breastfeeding and nutrition, when compared with the pen-and-paper method, eliminated data recording and entry errors, had similar interrater reliability, and took an equal amount of time per interview. Fewer Chinese characters were entered in the smartphone questionnaire, which may indicate that the smartphone was less suitable for open-ended answers. While the costs for the smartphone method were higher than for the pen-and-paper method in our small-scale survey, the costs for both methods would be similar for a larger-scale survey. The smartphone method was acceptable to interviewers, and after pilot testing we encountered only minor problems.

Limitations

Our study had some limitations. First, it was hard to validate each interview when comparing the two methods. The test and retest methods are not feasible for the Breastfeeding and Nutrition module, which is based on 24-hour recall information. Therefore, we allocated 2 interviewers using the same method to interview the same mother, and then compared the interrater reliability of the two methods. However, different responses may have been given to the interviewers depending on the survey method (for example, the interviewers may have taken pen-and-paper questionnaires more seriously). We were unable to analyze this. Second, our sample size was relatively small, which may explain the relatively high standard deviations in the time consumption. Also, this may limit the generalizability of our results to other settings. However, at the time of development of the study, we did not have a better indicator than the data entry error assumptions. Third, we do not know how the mothers perceived the interview, as we did not collect data on the perceptions of mothers. However, the interviewers reported that the mothers found the smartphones modern and quicker. Fourth, all our interviewers were medical students and had experience with questionnaire interviewing. All were young and could easily learn how to use the smartphone; this may be different for data collectors in nonstudy situations. We expect that this will be a minor problem, as smartphone ownership is rapidly increasing. Strengths of our study include our pilot test of the smartphone software, which ensured that the system worked, thorough training of our interviewers, and our experience with undertaking the MNCH survey in Zhao County.

Comparison With Prior Work

While mobile devices have been used for health data collection over the past 20 years, we are unaware of any study using a mobile device or smartphone for data collection in China. In other countries, prior to the rapid development of smartphones, many studies used handheld computers such as PDAs for data collection [22-25]. A review showed that paper- and computer-collected, patient-reported outcomes are equivalent for both methods [26]. Previous studies found that data record and entry errors did not occur when an electronic device was used for data collection [27,28], which we confirmed in our study. A study demonstrated that the use of PDAs reduced data entry and transfer time by 23% [28]. Another study showed that it took less time to complete a questionnaire in the PDA group than in the pen-and-paper group [29]. Our study found that the smartphone can effectively use real-time upload and backup, and can prevent data loss problems, which was similar to the findings of a South African study using mobile phones as a data collection tool [5]. A study of an Android-based mHealth system found that users of the system felt it was easy to use and that it facilitated their work [30], which our interviewers also experienced.

In China, an estimated 70% of the population own a mobile phone, and they are widely used in both urban and rural areas [7]. In Zhao County, approximately 75% of the population and nearly all households have at least one mobile phone. Rapid developments in information and communication technology make Internet access increasingly affordable to people in China. The current third-generation network covers most of the counties (except for some remote areas) and facilitates data upload. The smartphone we used costs ¥1500 (US $230). As prices of handsets are falling rapidly, future studies may be able to use
even cheaper smartphones with more functions. Additional functions such as a global positioning system, storing pictures and videos, taking photos, and recording sound could facilitate data collection.

**Conclusion**

This study is the first to show that smartphones can be successfully used for data collection in a rural setting in China. Accurate data are essential for the success of any public health survey and to inform appropriate interventions. Smartphone data collection can improve data quality by preventing data recording and entry errors. Also, increased efficiency at the data recording and entry stage is an important benefit of the smartphone method compared with the pen-and-paper method. This could lead to substantial time and cost savings. Smartphone data collection should be further evaluated for other surveys and on a larger scale to deliver maximum benefits to China and elsewhere.
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Abstract

Background: Over the past few years, the world has witnessed an unprecedented growth in smartphone use. With sensors such as accelerometers and gyroscopes on board, smartphones have the potential to enhance our understanding of health behavior, in particular physical activity or the lack thereof. However, reliable and valid activity measurement using only a smartphone in situ has not been realized.

Objective: To examine the validity of the iPod Touch (Apple, Inc.) and particularly to understand the value of using gyroscopes for classifying types of physical activity, with the goal of creating a measurement and feedback system that easily integrates into individuals’ daily living.

Methods: We collected accelerometer and gyroscope data for 16 participants on 13 activities with an iPod Touch, a device that has essentially the same sensors and computing platform as an iPhone. The 13 activities were sitting, walking, jogging, and going upstairs and downstairs at different paces. We extracted time and frequency features, including mean and variance of acceleration and gyroscope on each axis, vector magnitude of acceleration, and fast Fourier transform magnitude for each axis of acceleration. Different classifiers were compared using the Waikato Environment for Knowledge Analysis (WEKA) toolkit, including C4.5 (J48) decision tree, multilayer perception, naive Bayes, logistic, k-nearest neighbor (kNN), and meta-algorithms such as boosting and bagging. The 10-fold cross-validation protocol was used.

Results: Overall, the kNN classifier achieved the best accuracies: 52.3%–79.4% for up and down stair walking, 91.7% for jogging, 90.1%–94.1% for walking on a level ground, and 100% for sitting. A 2-second sliding window size with a 1-second overlap worked the best. Adding gyroscope measurements proved to be more beneficial than relying solely on accelerometer readings for all activities (with improvement ranging from 3.1% to 13.4%).

Conclusions: Common categories of physical activity and sedentary behavior (walking, jogging, and sitting) can be recognized with high accuracies using both the accelerometer and gyroscope onboard the iPod touch or iPhone. This suggests the potential of developing just-in-time classification and feedback tools on smartphones.

(J Med Internet Res 2012;14(5):e130) doi:10.2196/jmir.2208
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Activity classification; machine learning; accelerometer; gyroscope; smartphone
Introduction

It is widely recognized that lack of physical activity and excess of sedentary behavior are associated with increased health risks for obesity, type 2 diabetes, cardiovascular disease, depression, and all-cause mortality [1]. In the United States, physical inactivity is alarmingly prevalent. A study based on the 2003-2004 National Health and Nutrition Examination Survey data suggested that on average Americans spend about 55% of their waking time, or 7.7 hours per day [2], being sedentary. Another study based on the same data showed that less than 5% of adults meet the national 30 minutes/day guideline for physical activity [3].

Measurement of physical activity and sedentary behavior is a fundamental, yet nontrivial, task for developing effective intervention tools. Self-reported data are subject to bias and errors. Objective methods enabled by advancement in accelerometer technologies are gaining increasing attention. Researchers have explored different accelerometer-equipped monitoring devices, such as customized sensor boards [4,5], Actigraph accelerometer [6,7], DynaPort [8], and Pegasus activity monitors [9], for detecting activities. Although some of these devices are small, they are still an extra burden for users to wear.

More recently, smartphones equipped with accelerometers have become ubiquitous. Carried by people throughout the day, smartphones are an ideal platform for monitoring physical activity and sedentary behavior and for just-in-time intervention. Furthermore, they have powerful computational capabilities and allow development of customized applications that integrate monitoring and intervention. Researchers have used accelerometers on Nokia N95 phones [10,11] and Android phones [12] to detect common activities such as walking, stair climbing, jogging, and sitting.

Similar to earlier studies [10-12], in this study the goal was to create a valid activity classification tool that uses sensors onboard today’s smartphones. However, this study is distinguished by the following three characteristics.

Device

We conducted our study with the iPod Touch (Apple Inc., Cupertino, CA, USA). It has essentially the same sensors and computing platform as the iPhone, yet costs much less. We compared the obtained results with findings from the two previous studies that used the Nokia N95 and Android phones.

Sensor

While past work relied mainly on accelerometers on cell phones, we combined acceleration with orientation readings from the newly available gyroscope sensor. In June 2010, Apple became the first to introduce gyroscopes to a mobile phone with the launch of the iPhone 4. Since then, an increasing number of mobile phones have added gyroscopes on board. However, few researchers have explored the use of gyroscopes as a way to measure physical activity. This study demonstrated one of the first steps in assessing whether gyroscope readings are beneficial in classifying activities. As accelerometers measure acceleration, gyroscopes measure rotation. Our hypothesis was that combining these two complementary sensors could improve recognition accuracy of activities.

Activity Intensity

Previous research [10-12] classified common physical activities such as walking on stairs and walking on level ground without differentiating speed. However, it has been shown that the intensity of these activities matters: walking at a normal pace is classified as light physical activity with an intensity of <3 metabolic equivalents (work metabolic rate/resting metabolic rate), whereas brisk walking is considered moderate physical activity with an intensity of 3-6 metabolic equivalents [13]. The US Centers for Disease Control and Prevention guideline on physical activity for adults is 150 minutes of moderate-intensity aerobic activity (eg, brisk walking) every week. Thus, we differentiated the speed of common activities, such as walking and stair climbing, at normal and brisk paces.

Methods

Data Collection

Recruitment

Eligibility criteria were being 19–60 years of age, speaking English, having no existing medical conditions that prevent performing moderate-intensity physical activity, and being able to climb and descend stairs. We drew a convenience sample from the University of California, San Diego. Men were recruited through the university’s campuswide listserv. About 43 men responded with interest in participating and 6 were recruited. We recruited 5 women within the Center for Wireless & Population Health Systems in the California Institute for Telecommunications and Information Technology and 5 from a pool of potential study participants at the Moores Cancer Center, San Diego, CA, USA. All participants signed study consent forms and all protocols were approved by the university’s institutional review board. Table 1 shows the characteristics of participants.

Hardware Platform

We used the iPod Touch (Apple Inc.) as the hardware platform for data collection. It has essentially the same accelerometer and gyroscope sensors as the iPhone (Apple Inc.) (Figure 1), one of the most widely used smartphones on the market. They run the same iOS operating system as well. The fourth-generation iPod Touch we employed used STMicroelectronics (Geneva, Switzerland) LIS331DLH accelerometer and L3G4200D gyroscope [14]. The iPod Touch is 11.18 cm high, 5.89 cm wide, and 0.71 cm deep, and weighs 100.9 g.
Table 1. Demographic characteristics of study participants (n = 16).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21–30</td>
<td>6</td>
<td>38%</td>
</tr>
<tr>
<td>31–40</td>
<td>3</td>
<td>19%</td>
</tr>
<tr>
<td>41–50</td>
<td>1</td>
<td>6%</td>
</tr>
<tr>
<td>51–60</td>
<td>6</td>
<td>38%</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>10</td>
<td>63%</td>
</tr>
<tr>
<td>Male</td>
<td>6</td>
<td>38%</td>
</tr>
<tr>
<td><strong>Body mass index range (kg/m^2)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.5–24.9 (normal)</td>
<td>8</td>
<td>50%</td>
</tr>
<tr>
<td>25–29.9 (overweight)</td>
<td>1</td>
<td>6%</td>
</tr>
<tr>
<td>30–34.9 (moderately obese)</td>
<td>4</td>
<td>25%</td>
</tr>
<tr>
<td>35–40 (severely obese)</td>
<td>3</td>
<td>19%</td>
</tr>
</tbody>
</table>

Figure 1. Coordinate system of the iPod touch (figure courtesy of Apple Inc.).

(a) Accelerometer measures acceleration  (b) Gyroscope measures rotation

**Software Setup**

We developed an application on the iPod Touch for easy data collection. It allows users to specify an activity type and the device location (often referred to as the labeling or annotation step), start and stop data recording using a toggle button, and transmit collected data to research staff. We used the CMDeviceMotion class of iOS 4.2 application programming interface that encapsulates processed acceleration and gyroscope measurements. More specifically, we used the userAcceleration property of CMDeviceMotion to get the 3-axis acceleration.
(gravitational force) that the user imparts to the device (ie, total acceleration minus gravity), and the rotationRate property to get the device’s rate of rotation (in radians per second) around three axes, with the gyroscope bias removed by Apple’s proprietary Core Motion algorithms. Both accelerometer and gyroscope were configured to sample at a 30 Hz (33.33 milliseconds) rate.

**Activities**

We studied 13 activity types in total, 4 of which were paced by research staff in a laboratory setting on a treadmill, and the rest were self-paced by participants to simulate a free-living condition. The details of these activities are described in Table 2. As shown in the last column, these 13 activities were further grouped into 9 classes: slow walking, normal walking, brisk walking, jogging, sitting, normal upstairs, normal downstairs, brisk upstairs, and brisk downstairs. For example, the prescribed laboratory activity A2 (3.0 mph walking) and the self-paced activity A11 (400 m normal walking) belong to the same class, C2 (normal walking). That is, a classification system should be able to recognize both activities as normal walking.

**Table 2.** Physical activity type descriptions and classifications.

<table>
<thead>
<tr>
<th>Activity name</th>
<th>Description</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescribed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1. 1.5 mph walking</td>
<td>Walking at 1.5 mph on a treadmill for 3 minutes</td>
<td>C1. Slow walking</td>
</tr>
<tr>
<td>A2. 3.0 mph walking</td>
<td>Walking at 3.0 mph on a treadmill for 3 minutes</td>
<td>C2. Normal walking</td>
</tr>
<tr>
<td>A3. 4.0 mph walking</td>
<td>Walking at 4.0 mph on a treadmill for 3 minutes</td>
<td>C3. Brisk walking</td>
</tr>
<tr>
<td>A4. 5.5 mph jogging</td>
<td>Jogging at 5.5 mph on a treadmill for 3 minutes</td>
<td>C4. Jogging</td>
</tr>
<tr>
<td>Self-paced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5. Sitting</td>
<td>Seated in a chair, remaining still</td>
<td>C5. Sitting</td>
</tr>
<tr>
<td>A6. Normal upstairs</td>
<td>Ascending one flight of stairs (19 steps) at a normal pace</td>
<td>C6. Normal upstairs</td>
</tr>
<tr>
<td>A7. Normal downstairs</td>
<td>Descending one flight of stairs (19 steps) at a normal pace</td>
<td>C7. Normal downstairs</td>
</tr>
<tr>
<td>A8. Brisk upstairs</td>
<td>Ascending one flight of stairs (19 steps) at a brisk pace</td>
<td>C8. Brisk upstairs</td>
</tr>
<tr>
<td>A9. Brisk downstairs</td>
<td>Descending one flight of stairs (19 steps) at a brisk pace</td>
<td>C9. Brisk downstairs</td>
</tr>
<tr>
<td>A10. 400 m slow walking</td>
<td>Walking for one lap around a 400 m track at a slow pace</td>
<td>C1. Slow walking</td>
</tr>
<tr>
<td>A11. 400 m normal walking</td>
<td>Walking for one lap around a 400 m track at a normal pace</td>
<td>C2. Normal walking</td>
</tr>
<tr>
<td>A12. 400 m brisk walking</td>
<td>Walking for one lap around a 400 m track at a brisk pace</td>
<td>C3. Brisk walking</td>
</tr>
<tr>
<td>A13. 400 m jogging</td>
<td>Jogging for one lap around a 400 m track.</td>
<td>C4. Jogging</td>
</tr>
</tbody>
</table>

**Collection Protocol**

Due to limited treadmill and track availability, not every participant completed the activities in the order specified in Table 2. Some participants followed that order, while others completed the 400 m track activities (A10–A13) first, followed by stair tasks (A6–A9), and finally the laboratory activities (A1–A5). The participant carried the iPod touch device in an armband for jogging and in a front shorts pocket for all other activities. When in the pocket, the device was oriented with the screen facing away from the body and the 30-pin connection port facing up. When the device was in the armband, the screen was faced away from the body with the 30-pin connection port facing down. Not all participants were able to complete all tasks. For example, approximately half of the participants were unable to perform all of the strenuous jogging activities (A4. 5.5 mph jog and A13. 400 m jog). The whole protocol took about 2 hours to complete. Each participant received US $50 as compensation.

**Data Preprocessing**

The time series of collected sensory data (30 Hz) were stored in a comma-separated values file per activity, per participant. The beginning and the end of all files were manually trimmed in a data preprocessing phase. This was because at the beginning of data recording the research staff had to start the data recording by pressing a toggle button and then place the device in the right position on the participant; at the end of the activity they collected the device and stopped data recording.

**Feature Extraction**

**Window Size**

The data vector containing 3-axis acceleration and 3-axis rotation rate recorded at a time instant is called a sample. To reduce noise and capture cyclic patterns of motion, features were not computed on each single sample, but on a sliding window of samples. Many studies have indicated the superiority of using a 1-second window size [4,11,15,16]; others have used larger window sizes such as 2 seconds [9] and 10 seconds [12] to capture more cyclic patterns. We experimentally compared window sizes of 1 second, 2 seconds, 5 seconds, and 10 seconds, and found that the 2-second window size (60 samples in our case) produced the best classification performance. The detailed comparison results are shown in the next section. Finally, the use of a 50% overlap between consecutive windows has been shown to be beneficial by past research [17]. Thus, we used a 1-second overlap in our sliding windows.
Features
As discussed before, we used an accelerometer and gyroscope as our signal sources. In the literature, different features have been employed for acceleration-based activity recognition, such as mean [4,5,9,12], variance [11,12], spectral entropy [4, 5], and fast Fourier transform coefficients [5,9,11,18]. To select features, we performed extensive comparative experiments on these various features. The following features (variants of 4 basic ones) produced the best classification results:

- **Mean** for each axis of acceleration, each axis of rotation rate (from gyroscope), and acceleration magnitude, computed as the square root of $(A^2_x + A^2_y + A^2_z)$ in the sliding window
- **Standard deviation** for each axis of acceleration, each axis of rotation rate, and acceleration magnitude in the sliding window
- **Sum** of acceleration magnitude in the sliding window
- **Fast Fourier transform magnitude**, or magnitude of the first five coefficients of the fast Fourier transform power spectrum (for each axis of acceleration). As Preece et al [9] showed, this fast Fourier transform feature is overall the best-performing feature among all compared time, frequency, and wavelet features for all activities.

Results
Classifier Comparison
We used the Waikato Environment for Knowledge Analysis (WEKA) machine learning toolkit [19] to train and compare the performance of the classifiers C4.5 (J48) decision tree, multilayer perception, naive Bayes, logistic, and k-nearest neighbor (kNN). For all classifiers, the default WEKA settings (version 3-6-6) were used. We used 10-fold cross-validation for all experiments. Table 3 shows the comparison results using a 2-second window size. Among these basic classifiers, kNN generally produced the best accuracy results. Thus, we further applied meta-algorithms including boosting (AdaBoostM1) and bagging to the kNN classifier but observed no clear benefits as shown in Table 3.

<table>
<thead>
<tr>
<th>Activity</th>
<th>kNNa</th>
<th>J48b</th>
<th>MLPc</th>
<th>Logistic</th>
<th>NBd</th>
<th>Boosting</th>
<th>Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1. Slow walking</td>
<td>94.1%</td>
<td>86.3%</td>
<td>90.8%</td>
<td>88.3%</td>
<td>61.3%</td>
<td>94.1%</td>
<td>94.1%</td>
</tr>
<tr>
<td>C2. Normal walking</td>
<td>92%</td>
<td>80.9%</td>
<td>84.6%</td>
<td>74.2%</td>
<td>55.7%</td>
<td>92%</td>
<td>92.2%</td>
</tr>
<tr>
<td>C3. Brisk Walking</td>
<td>90.1%</td>
<td>82.2%</td>
<td>85%</td>
<td>68.7%</td>
<td>64.9%</td>
<td>89.9%</td>
<td>90.1%</td>
</tr>
<tr>
<td>C4. Jogging</td>
<td>91.7%</td>
<td>91.7%</td>
<td>91.5%</td>
<td>92.2%</td>
<td>79%</td>
<td>92.2%</td>
<td>91.7%</td>
</tr>
<tr>
<td>C5. Sitting</td>
<td>100%</td>
<td>99.6%</td>
<td>100%</td>
<td>100%</td>
<td>98.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>C6. Normal upstairs</td>
<td>69.8%</td>
<td>51%</td>
<td>42.7%</td>
<td>47.9%</td>
<td>30.2%</td>
<td>69.8%</td>
<td>69.8%</td>
</tr>
<tr>
<td>C7. Normal downstairs</td>
<td>79.4%</td>
<td>64.9%</td>
<td>54.6%</td>
<td>46.4%</td>
<td>32%</td>
<td>79.4%</td>
<td>77.3%</td>
</tr>
<tr>
<td>C8. Brisk upstairs</td>
<td>70.4%</td>
<td>69%</td>
<td>33.8%</td>
<td>19.7%</td>
<td>22.5%</td>
<td>70.4%</td>
<td>69%</td>
</tr>
<tr>
<td>C9. Brisk downstairs</td>
<td>52.3%</td>
<td>44.6%</td>
<td>24.6%</td>
<td>33.8%</td>
<td>35.4%</td>
<td>52.3%</td>
<td>43.1%</td>
</tr>
<tr>
<td>Weighted average</td>
<td>90.2%</td>
<td>83.0%</td>
<td>83.4%</td>
<td>77.2%</td>
<td>63.2%</td>
<td>90.2%</td>
<td>89.9%</td>
</tr>
</tbody>
</table>

*a* k-nearest neighbor. 
*b* C4.5 decision tree. 
*c* Multilayer perception. 
*d* Naive Bayes.

In general, the kNN classifier achieved high accuracies for walking at different paces (90.1%–94.1%), jogging (91.7%), and sitting (100%). Stair walking proved to be the most challenging activity, with recognition accuracies ranging from 52.3% to 79.4%.

Table 4 presents the confusion matrix generated by kNN. Among all the misclassified sample segments (n = 274), a significant number were caused by the difficulty of differentiating walking at different speeds (n = 101) and differentiating walking on stairs from walking on a level ground (n = 103). Fortunately, compared with walking on level ground (which has a classification accuracy of 90.1%–94.1%), stair walking is only a small part of daily activities for most people. Confusion also existed between brisk walking and jogging (with n = 57 sample segments incorrectly classified). This may be due to the different speeds participants used in self-paced situations. It is interesting to focus on the spectrum from slow walking to jogging. These activities were almost never confused with staircase motion or with sitting. Moreover, the predicted activity was almost always either correct or one speed gradation off; for instance, slow walking was never mistaken for jogging.
Table 4. Confusion matrix (k-nearest neighbor classifier with accelerometer and gyroscope features).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Classified as...</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
</tr>
<tr>
<td>C1 = Slow walking</td>
<td>572</td>
</tr>
<tr>
<td>C2 = Normal walking</td>
<td>29</td>
</tr>
<tr>
<td>C3 = Brisk walking</td>
<td>7</td>
</tr>
<tr>
<td>C4 = Jogging</td>
<td>0</td>
</tr>
<tr>
<td>C5 = Sitting</td>
<td>0</td>
</tr>
<tr>
<td>C6 = Normal upstairs</td>
<td>8</td>
</tr>
<tr>
<td>C7 = Normal downstairs</td>
<td>6</td>
</tr>
<tr>
<td>C8 = Brisk upstairs</td>
<td>1</td>
</tr>
<tr>
<td>C9 = Brisk downstairs</td>
<td>0</td>
</tr>
</tbody>
</table>

Window Size Comparison
As discussed above, different window sizes have been used in the literature, including 1 second [3, 9, 15], 2 seconds [20], and 10 seconds [11]. We experimentally compared window sizes of 1 second, 2 seconds, 5 seconds, and 10 seconds using the kNN classifier, with overall accuracies of 87.7%, 90.2%, 88.5%, and 84.2%, respectively. The 2-second window size achieved the best overall classification performance in terms of weighted average accuracy.

Effect of Gyroscope
We made one of the first attempts to evaluate the effect of a gyroscope in measuring physical activities. Our hypothesis was that adding gyroscope data could improve the overall classification accuracy. This was confirmed by the results as shown in Table 5. Using both rotation rate (from the gyroscope) and acceleration features (from the accelerometer) with kNN resulted in higher accuracies for all activity classes than when using only acceleration features, with improvement ranging from 3.1% to 13.4%.

Gyroscope data are useful because almost all activities involve some sort of orientation change of the phone. This makes it a powerful complementary data source to the accelerometer, which only measures linear motion along specified directions.

Table 5. A comparison of classification accuracies using acceleration features only versus using both acceleration and rotation rate features (k-nearest neighbor classifier).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Acceleration</th>
<th>Acceleration+ rotation rate</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1. Slow walking</td>
<td>89.6%</td>
<td>94.1%</td>
<td>+4.5%</td>
</tr>
<tr>
<td>C2. Normal walking</td>
<td>85.8%</td>
<td>92%</td>
<td>+6.2%</td>
</tr>
<tr>
<td>C3. Brisk walking</td>
<td>78%</td>
<td>90.1%</td>
<td>+12.1%</td>
</tr>
<tr>
<td>C4. Jogging</td>
<td>85.4%</td>
<td>91.7%</td>
<td>+6.3%</td>
</tr>
<tr>
<td>C5. Sitting</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>C6. Normal upstairs</td>
<td>65.6%</td>
<td>69.8%</td>
<td>+4.2%</td>
</tr>
<tr>
<td>C7. Normal downstairs</td>
<td>66%</td>
<td>79.4%</td>
<td>+13.4%</td>
</tr>
<tr>
<td>C8. Brisk upstairs</td>
<td>64.8%</td>
<td>70.4%</td>
<td>+5.6%</td>
</tr>
<tr>
<td>C9. Brisk downstairs</td>
<td>49.2%</td>
<td>52.3%</td>
<td>+3.1%</td>
</tr>
<tr>
<td>Weighted average</td>
<td>83.7%</td>
<td>90.2%</td>
<td>+6.5%</td>
</tr>
</tbody>
</table>

Comparison With Prior Work
Table 6 shows a comparison of classification accuracies obtained in our study against those reported in three previous studies. However, the differences between studies should be interpreted with caution because they can be attributed to many factors (as listed in Table 7). The most significant factor is that different datasets were used in each study.

The lack of a shared dataset in the research community makes cross-study comparison difficult, particularly on feature types, sliding window sizes, and classifiers. To accelerate future research on assessment of activity using smartphones, we are sharing our anonymized iPod touch dataset with the research community. The dataset is accessible through the iDash Data Repository [20].
Table 6. Accuracy comparison with prior work.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sitting (still)</td>
<td>97.7%</td>
<td>95.6%</td>
<td>95%</td>
<td>100%</td>
</tr>
<tr>
<td>Walking</td>
<td>96.6%</td>
<td>96.8%</td>
<td>91.7%</td>
<td>94.1% (slow), 92% (normal), 90.1% (brisk)</td>
</tr>
<tr>
<td>Running or jogging</td>
<td>98%</td>
<td>91.0%</td>
<td>98.3%</td>
<td>91.7%</td>
</tr>
<tr>
<td>Upstairs</td>
<td>ND(^a)</td>
<td>ND</td>
<td>61.5%</td>
<td>69.8% (normal), 70.4% (brisk)</td>
</tr>
<tr>
<td>Downstairs</td>
<td>ND</td>
<td>ND</td>
<td>44.3%</td>
<td>79.4% (normal), 52.3% (brisk)</td>
</tr>
</tbody>
</table>

\(^a\) Not done.

Table 7. Methodology comparison with prior work.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Device</td>
<td>Nokia N95 phone (iPhone unevaluated)</td>
<td>Nokia N95 phone</td>
<td>Android phones</td>
<td>iPhone/iPod Touch</td>
</tr>
<tr>
<td>Signal sources</td>
<td>Accelerometer</td>
<td>Accelerometer</td>
<td>Accelerometer, global positioning system</td>
<td>Accelerometer, gyroscope</td>
</tr>
<tr>
<td>Features</td>
<td>Mean, variance, mean crossing rate, spectrum peak, sub-band energy (ratio), spectral entropy</td>
<td>Mean, SD, average, absolute difference, magnitude, time between peaks, and binned distribution</td>
<td>Mean, variance, energy, and the density functional theory energy coefficients</td>
<td>Mean, SD, sum, magnitude, fast Fourier transform magnitude</td>
</tr>
<tr>
<td>Window sizes</td>
<td>4 seconds</td>
<td>1 second</td>
<td>10 seconds</td>
<td>2 seconds</td>
</tr>
<tr>
<td>Classifier</td>
<td>Support vector machine</td>
<td>Decision tree + Discrete Hidden Markov Model</td>
<td>Multilayer perception</td>
<td>k-nearest neighbor</td>
</tr>
<tr>
<td>Activities</td>
<td>Cycling, running, being still, riding in a vehicle, walking</td>
<td>Cycling, running, being still, riding in a vehicle, walking</td>
<td>Upstairs, downstairs, running, being still, walking</td>
<td>Upstairs (at different speeds), downstairs (at different speeds), running, being still, walking (at different speeds)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This study is the first step in our effort to develop integrated tools to measure and intervene in physical activity and sedentary behavior. Combining time and frequency features of both acceleration and gyroscope measurements from sensors onboard smartphones, we classified common categories of physical activity and sedentary behavior (sitting, walking, and jogging at different paces) with high accuracy (90.1%–94.1%); up and down stair walking were classified at 52.3%–79.4% accuracies. Including orientation readings from a gyroscope proved to be beneficial for recognizing all activities studied.

Limitation

We collected data using a convenience sample of participants. As motion pattern varies with individuals, future studies would benefit from using multiple demographic and physiological variables to inform participant designs. Furthermore, data were collected with the device placed in specific positions (armband for jogging, and shorts pocket for other activities). Jogging with only armband placement of the device likely influenced the signal pattern for this activity and may have contributed to the high classification accuracy we observed. Further investigation is needed to evaluate classification accuracies with more variable placement of the device (eg, hand, back pants pocket, or backpack). It will also be necessary to test the accuracy of activity classification in a free-living context, where individuals make natural transitions between activities such as sitting to standing and jogging to walking. Machine learning algorithms for classification often benefit from having diverse observations or subjects, because the machine can then learn more patterns of individual movement. Therefore, applying our classification methodology (features, window size, and classifiers) to a larger dataset would most likely result in higher accuracies.

We focused on classification of a somewhat narrow range of activities that pertained to ambulatory movements and sitting posture. Including other activities such as bicycling will be important to more fully capture the spectrum of physical activities in which people engage. However, classifying a wider range of activities might result in lower accuracies than were obtained in this study.

The nature of the false-positives shown in the confusion matrix was that when activities were misclassified it was usually by one speed gradation (eg, brisk walking misclassified as normal walking or jogging). This suggests that it might be possible to significantly improve accuracy by calibrating the prediction thresholds to individual users. This is an important area to explore in future work.
Conclusion

This study is among the first to validate smartphone sensors including an accelerometer and gyroscope for activity recognition. The results suggest clear benefits of using a gyroscope as an additional data source for classifying activities. Including other signal data sources from the phone such as its global positioning system may further improve the system, but only for specifically identifying outdoor activities, and with the potential cost of reducing the battery life of the smartphone. Other sensors such as heart rate monitors might also further improve identifying the intensity of activities (eg, brisk walking compared with jogging). However, the trade-off of the extra burden of wearing an additional sensor would limit the public health impact of our system.

This study provided important indications of the possibilities and limitations of using a smartphone as an activity data collector. This system has potential high ecological validity because it requires people to carry only one device that they commonly carry with them already. The next step in our research is to test an onboard classifier application on the phone that can prompt users when needed for annotations in order to learn and classify individual activity patterns with high accuracy. The final step will be testing the feedback component that can offer individually tailored prompts and suggestions to increase physical activity and decrease sedentary time.
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Abstract

Background: Health professionals are increasingly encouraged to adopt an evidence-based practice to ensure greater efficiency of their services. To promote this practice, several strategies exist: distribution of educational materials, local consensus processes, educational outreach visits, local opinion leaders, and reminders. Despite these strategies, gaps continue to be observed between practice and scientific evidence. Therefore, it is important to implement innovative knowledge transfer strategies that will change health professionals’ practices. Through its interactive capacities, Web 2.0 applications are worth exploring. As an example, virtual communities of practice have already begun to influence professional practice.

Objective: This study was initially developed to help design a Web 2.0 platform for health professionals working with stroke patients. The aim was to gain a better understanding of professionals’ perceptions of Web 2.0 before the development of the platform.

Methods: A qualitative study following a phenomenological approach was chosen. We conducted individual semi-structured interviews with clinicians and managers. Interview transcripts were subjected to a content analysis.

Results: Twenty-four female clinicians and managers in Quebec, Canada, aged 28-66 participated. Most participants identified knowledge transfer as the most useful outcome of a Web 2.0 platform. Respondents also expressed their need for a user-friendly platform. Accessibility to a computer and the Internet, features of the Web 2.0 platform, user support, technology skills, and previous technological experience were found to influence perceived ease of use and usefulness. Our results show that the perceived lack of time of health professionals has an influence on perceived behavioral intention to use it despite favorable perception of the usefulness of the Web 2.0 platform.

Conclusions: In conclusion, female health professionals in Quebec believe that Web 2.0 may be a useful mechanism for knowledge transfer. However, lack of time and lack of technological skills may limit their use of a future Web 2.0 platform. Further studies are required with other populations and in other regions to confirm these findings.

KEYWORDS
Qualitative research; health personnel; Internet; evidence-based practice; information dissemination

Introduction

Gaps continue to be observed between professional practice and scientific evidence [1-3]. To address this situation, health professionals are increasingly encouraged to adopt an evidence-based practice. In Canada, a significant proportion of scientific evidence is not integrated into health care services offered to stroke patients [4-7]. The application of an evidence-based practice requires the implementation of resources and tools facilitating knowledge transfer and exchange between researchers and professionals.

According to the Cochrane Effective Practice and Organisation of Care (EPOC) taxonomy [8], 10 interventions are known to improve the practice of health care professionals: (1) distribution of educational materials, (2) educational meetings, (3) local consensus processes, (4) educational outreach visits, (5) local opinion leaders, (6) patient-mediated interventions, (7) audit and feedback, (8) reminders, (9) marketing, and (10) mass media. In the stroke field, 61 practice guidelines or educational materials exist worldwide according to a subcommittee of the World Stroke Organization [9]. One of those guidelines is published through the combined efforts of the Canadian Stroke Network and the Heart and Stroke Foundation of Canada. This guideline, the Canadian Best Practice Recommendations for Stroke Care [10], is published every 2 years (since 2006). Following this national initiative, each province has identified priorities and initiated an approach specific to their province.

In addition to educational materials, various knowledge transfer strategies have emerged in stroke care to reduce gaps between research and practice. Those strategies hardly fit in the EPOC taxonomy. As an example, the Montreal Stroke Network was created in 2002 independently of the national and provincial initiatives mentioned previously. This network has linked three communities of practice (prevention, acute care, and rehabilitation) and is composed of professionals working with stroke patients in Greater Montreal, a large urban city in Quebec, Canada. As presented in Poissant [11], the objective of the Montreal Stroke Network members is to improve the quality of professional practice in order to better meet the needs of stroke survivors across the continuum of care and in the community. The Montreal Stroke Network brings together a large variety of stakeholders (eg, managers, occupational therapists, nurses, physicians, speech-language pathologists, and social workers) working in different organizations (eg, hospitals, intensive functional rehabilitation units, and rehabilitation centers focusing on social integration). Communities of practice within the Montreal Stroke Network successfully developed and implemented several clinical projects.

In addition to the Montreal Stroke Network, initiatives such as Stroke Engine (www.strokengine.ca) [12] and Evidence-Based Review of Stroke Rehabilitation (www.ebrsr.com) [13] are available online for clinicians, managers, patients, and families to improve stroke care. Those strategies demonstrate that the Internet is well integrated into health care delivery. A study conducted among 243 health professionals (general practitioners, practice nurses, and practice managers) showed that 81% of them use the Internet for their work [14]. However, using the Internet for the sole purpose of accessing knowledge is unlikely to translate into practice change [15]. Conversely, accessing the Web to get involved in a community of practice is likely to lead to behavioral changes.

By implementing virtual communities of practice, communities can take advantage of new Internet applications. Web 2.0 is a “new generation of the Internet where interaction is important” [16]. Available interactive capacities within Web 2.0 facilitate information exchange among organizations independent of their geographic location. According to several authors [17-20], blogs, podcasts, and wikis are the most popular Web 2.0 applications. There are several other Web 2.0 applications (eg, virtual libraries and discussion forums). Several examples of virtual communities of practice are published in the health care literature [21,22]; however, little is known about the factors that will play a role in transforming a “face-to-face” community of practice into a virtual community of practice using Web 2.0 applications.

The main objective of this study is to document health professionals’ perception of a future Web 2.0 platform supporting knowledge transfer and implementation of stroke clinical practice guidelines. The secondary objective is to identify differences in perceptions between members of the Montreal Stroke Network and professionals outside this network possibly interested in joining it via a Web 2.0 platform.

Methods

Design

To understand professionals’ experiences regarding Web 2.0 being introduced into their practices, a phenomenological approach was chosen. Phenomenology, as described by Husserl in 1910, focuses on the essential structure of individual experiences. It allows for study of what is behind a phenomenon by giving the participant the opportunity to express freely and openly about the phenomenon. The analysis of the expressed content demonstrates the essence of what is perceived as inevitable following a rigorous process of reduction [23].

Population

Clinicians and managers working with stroke patients in a health organization of Quebec were asked to participate in the study. To compare the needs of Montreal Stroke Network members with those outside this network, 3 groups were targeted. The first group consisted of members of the Montreal Stroke Network. The second group was composed of health professionals who were considered members of the network, but who remained inactive over the previous 2 years. Lastly, the third group gathered health professionals who did not know about the network and who were working in remote areas. The target sample size was 20 people to have a holistic representation of each profession in every stroke care continuum phase (ie,
Recruitment

We used a purposive sampling strategy to ensure adequate representativeness of groups. Therefore, we used the membership list of the Montreal Stroke Network to identify and contact participants for the first 2 groups (active and inactive Montreal Stroke Network members). We contacted research coordinators of rehabilitation centers and acute care hospitals geographically distant from the city of Montreal and asked them to identify health professionals who could potentially participate in the study. Potential participants were contacted by email or phone.

Data Collection Method

We conducted individual semi-structured interviews with each participant from January to July 2010. Semi-structured interviews were preferred as the data collection method because they are consistent with a phenomenological approach. The interview guide was developed on the basis of available scientific literature on Web 2.0 capabilities, communities of practice, and technology acceptance. A first version of the interview guide was pretested with a health professional to verify interview length and clarity of the questions. Revisions were made by the research team. The interview guide was structured as follows. First, participants explained their job particulars, then they discussed their perception and their needs regarding a Web 2.0 platform more specifically. Issues related to strategies used to share knowledge, benefits of a community of practice, and technology use were also discussed. All interviews were conducted by the same member of the research team (ID). Because the interviews were conducted prior to the development of the platform, key Web 2.0 definitions were provided to participants to ensure standardized comprehension of the concepts. The length of interviews varied from 40 to 75 minutes. The interviews were conducted in French or in English at the participant’s convenience. A reflective research diary was used for gathering information about contextualization and interpretation of data. Most interviews were face-to-face, but 5 interviews were conducted by telephone due to geographical distance. Written consent was obtained from all participants.

Data Analysis

The audio content of each interview was transcribed. A member of the research team (ID) verified the accuracy of the transcripts and conducted the content analysis. Two other research team members (LP and AR) reviewed and discussed the codes to make sure they had face validity. First, codes were assigned to units of meaning and they were grouped into themes. Next, the research team identified links between identified codes. Only codes that were considered essential to answer the research question were kept. Qualitative data analysis software (QDA Miner 3.2.6) was used for data management and to support a systematic analytic approach by the research team. The research diary was used to refine the results and keep track of decisions made during the analysis.

Ethics Approval

This study was approved by the Ethics Committee of the Centre for Interdisciplinary Research in Rehabilitation of Greater Montreal.

Results

Sample Description

Twenty-four health professionals agreed to be interviewed: 9 were active Montreal Stroke Network members (“Active members”), 9 were inactive Montreal Stroke Network members (“Inactive members”), and 6 were in the remote areas group (“Remote members”) (see Table 1). Six people didn’t answer the invitation and 1 person refused. The distribution of stroke patients seen by health professionals within each group was similar. The interviews were conducted in English with 2 participants (participants A3 and I9). All participants were women with an average age of 45 years (SD 9.64). Mean professional experience was 18 years (SD 8.75). Nearly two-thirds had access to an individual computer. Participants in the Active members group were significantly older (mean 51 years, range 39-64, $P = .02$) than participants in the Remote members group (mean 38 years, range 28-46 years).
Table 1. Characteristics of participants.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Age (years)</th>
<th>Professiona</th>
<th>Professional experience</th>
<th>Experience with stroke patient</th>
<th>Clinical time (%)</th>
<th>Workplaceb</th>
<th>Ratio (computer/individual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>48</td>
<td>OT</td>
<td>25</td>
<td>19</td>
<td>50</td>
<td>IFRU</td>
<td>1:10</td>
</tr>
<tr>
<td>A2</td>
<td>48</td>
<td>PT</td>
<td>26</td>
<td>22</td>
<td>100</td>
<td>IFRU</td>
<td>3:10</td>
</tr>
<tr>
<td>A3</td>
<td>66</td>
<td>SLP</td>
<td>30</td>
<td>25</td>
<td>66</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>A4</td>
<td>62</td>
<td>Program manager</td>
<td>18</td>
<td>4</td>
<td>0</td>
<td>Community reintegration</td>
<td>1:1</td>
</tr>
<tr>
<td>A5</td>
<td>40</td>
<td>Nurse</td>
<td>18</td>
<td>10</td>
<td>100</td>
<td>IFRU</td>
<td>1:1</td>
</tr>
<tr>
<td>A6</td>
<td>39</td>
<td>Clinical-administrative manager</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>IFRU</td>
<td>1:1</td>
</tr>
<tr>
<td>A7</td>
<td>47</td>
<td>Clinical nurse specialist</td>
<td>24</td>
<td>20</td>
<td>90</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>A8</td>
<td>49</td>
<td>OT</td>
<td>25</td>
<td>20</td>
<td>98</td>
<td>Acute care</td>
<td>3:5</td>
</tr>
<tr>
<td>A9</td>
<td>64</td>
<td>Neurologist</td>
<td>32</td>
<td>20</td>
<td>50</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>I1</td>
<td>39</td>
<td>OT</td>
<td>15</td>
<td>15</td>
<td>100</td>
<td>Acute care</td>
<td>3:5</td>
</tr>
<tr>
<td>I2</td>
<td>44</td>
<td>OT</td>
<td>21</td>
<td>20</td>
<td>100</td>
<td>Health and social services center</td>
<td>1:2</td>
</tr>
<tr>
<td>I3</td>
<td>46</td>
<td>Consultant nurse</td>
<td>23</td>
<td>11</td>
<td>0</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>I5</td>
<td>47</td>
<td>PT</td>
<td>24</td>
<td>5</td>
<td>100</td>
<td>Acute care</td>
<td>3:11</td>
</tr>
<tr>
<td>I6</td>
<td>40</td>
<td>PT</td>
<td>17</td>
<td>10</td>
<td>100</td>
<td>Specialized acute care</td>
<td>1:6</td>
</tr>
<tr>
<td>I7</td>
<td>55</td>
<td>SW</td>
<td>33</td>
<td>25</td>
<td>100</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>I8</td>
<td>33</td>
<td>Nurse</td>
<td>9</td>
<td>5</td>
<td>80</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>I9</td>
<td>48</td>
<td>Neurologist</td>
<td>14</td>
<td>14</td>
<td>85</td>
<td>Acute care</td>
<td>1:1</td>
</tr>
<tr>
<td>R1</td>
<td>28</td>
<td>PT</td>
<td>3.5</td>
<td>3.5</td>
<td>100</td>
<td>Acute care</td>
<td>1:5</td>
</tr>
<tr>
<td>R2</td>
<td>30</td>
<td>OT</td>
<td>7</td>
<td>2</td>
<td>100</td>
<td>Community reintegration</td>
<td>1:1</td>
</tr>
<tr>
<td>R3</td>
<td>40</td>
<td>Clinical nurse specialist</td>
<td>10</td>
<td>2</td>
<td>100</td>
<td>Community reintegration</td>
<td>1:1</td>
</tr>
<tr>
<td>R4</td>
<td>46</td>
<td>Neuro-psychologist</td>
<td>25</td>
<td>11</td>
<td>100</td>
<td>IFRU</td>
<td>2:5</td>
</tr>
<tr>
<td>R5</td>
<td>46</td>
<td>Clinical coordinator</td>
<td>20</td>
<td>9</td>
<td>0</td>
<td>IFRU and community reintegration</td>
<td>1:1</td>
</tr>
<tr>
<td>R6</td>
<td>37</td>
<td>Program manager</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>IFRU and community reintegration</td>
<td>1:1</td>
</tr>
</tbody>
</table>

a OT: occupational therapist; PT: physical therapist; SLP: speech-language pathologist; SW: social worker

b IFRU: intensive functional rehabilitation unit
Results of Objective 1: Health Professionals’ Perception

Four themes documenting perception of Web 2.0 emerged from the interviews: (1) influence of external variables, (2) perceived usefulness, (3) perceived ease of use, and (4) time availability. External variables were associated to accessibility, system features, user support, technologic skills, tool experience, and profession. Those variables had an impact on perceived usefulness and perceived ease of use. Perceived usefulness was characterized with concepts referring to knowledge transfer, quality of care, and efficiency. Perceived ease of use was associated with 2 codes: user-friendliness and timely access to information. The results indicated that participant’s profession, one of the external variables, influences the time availability for technology utilization. Finally, the combination of perceived usefulness and perceived ease of use was creating the behavioral intention to use the technology. The results suggested that time availability influences system utilization in addition to behavioral intention. Examples of quotes supporting these results are presented in Table 2.

Table 2
Table 2. Themes, codes, definitions, and sample statements.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Code</th>
<th>Definition</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>External variables</td>
<td>Accessibility</td>
<td>Computers performance and availability; quality of the Internet connection at work</td>
<td>“We have old computers” (participant I1)</td>
</tr>
<tr>
<td></td>
<td>System features</td>
<td>Characteristics of Web 2.0 applications and exchanges</td>
<td>See Table 3</td>
</tr>
<tr>
<td></td>
<td>User support</td>
<td>Informatics support available at work</td>
<td>“We have an informatics department here. Whenever something doesn’t work, we call them and they can fix it rapidly normally” (participant A2)</td>
</tr>
<tr>
<td></td>
<td>Technological skills</td>
<td>Level of skills to use computer and the Internet</td>
<td>“I am skilled to do what I have to do” (participant A7)</td>
</tr>
<tr>
<td></td>
<td>Tool experience</td>
<td>Previous emotional experience with a Web 2.0 platform</td>
<td>“I could spend my whole day here. I had to stop, because it could take my whole day, I’m very interested, it could take up my whole day” (participant A3)</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>Facilitates knowledge transfer</td>
<td>Opportunity to learn and stay up-to-date through exchanges with other members of a Web 2.0 platform</td>
<td>“I think it might be interesting, the opening, to have contact with other people working in the same field. Especially if it’s interactive, I think that’s good too, to have access to information with an easier way than right now” (participant A1); “To have access to what is done in other organizations” (participant I3); and “To seek the others’ expertise.” (participant I6)</td>
</tr>
<tr>
<td></td>
<td>Increased quality of care</td>
<td>Opportunity to make changes to improve care through a Web 2.0 platform</td>
<td>“It can get answers to people...which may be useful in their practice” (participant A4)</td>
</tr>
<tr>
<td></td>
<td>Allows tasks to be accomplished more quickly</td>
<td>Opportunity to decrease time spent to search information or to do other tasks through a Web 2.0 platform</td>
<td>“Why reinvent something when it already exists?” (participant R5)</td>
</tr>
<tr>
<td></td>
<td>Perceived uselessness</td>
<td>Personal and organizational resistance to change</td>
<td>“From a management point of view, I have a concern with how clinicians will use this tool and how much time they will spend on it” (participant A6)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>User-friendly</td>
<td>Intuitive learning of a Web 2.0 platform</td>
<td>“If it’s complicated, it might unmotivate me” (participant I7)</td>
</tr>
<tr>
<td></td>
<td>Timely access to information</td>
<td>Optimizing the time fit between an informational need and its answer through a Web 2.0 platform</td>
<td>“If I have a problem, I need a quick response” (participant A7)</td>
</tr>
<tr>
<td>Time availability</td>
<td>-</td>
<td>Available time to learn about best practices and to search on the Internet</td>
<td>“Nobody has the time to do that” (participant I8)</td>
</tr>
<tr>
<td>Behavioral intention to use</td>
<td>Positive</td>
<td>Expected platform use</td>
<td>“By using it, if everything is going well, I will use it more and more often” (participant R4)</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>Unexpected platform use</td>
<td>“I don’t think I will go on it (participant the platform) every day” (participant I8)</td>
</tr>
</tbody>
</table>

**External Variables**

Within external variables influencing perceived usefulness and perceived ease of use, two were related to the technology (accessibility and features of the Web 2.0 platform), three were related to users (technologic skills, tool experience, and profession), and one was related to technological support provided to users. Accessibility to computers appeared to be influenced by the type of profession. Indeed, the ratio of
computers to professionals could be as low as 1:10 for occupational therapists and physical therapists (see Table 1). In comparison, neurologists, speech-language pathologists, clinical nurse specialists, and workers with a management role (program manager or clinical coordinator) each had a personal computer (1:1 ratio). Many participants also reported having access to poorly performing computers and slow Internet connections at work.

Because of its complexity and in light of our interview process, 5 subcodes were attributed to the features of the Web 2.0 platform. These subcodes were identification, Web 2.0 applications, animation, look and feel, and membership fees (see Table 3).

Table 3. System features of subcodes.

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification</td>
<td>Password to access the platform. Once connected, personal information is revealed.</td>
<td>“Personally, I wouldn’t have trouble identifying myself: where I’m from, what is my profession, where I work, my name...But some people might be less comfortable with this” (participant A5)</td>
</tr>
<tr>
<td>Web 2.0 applications</td>
<td>Perceived relevance of Web 2.0 applications (eg, blogs, podcast, and forums). Concerns about the quality, the relevance, and the variety of exchanges.</td>
<td>“I want quality answers” (participant R3)</td>
</tr>
<tr>
<td>Animation</td>
<td>Designated person to stimulate and organize exchanges.</td>
<td>“Someone will monitor that? Someone will manage that?” (participant A1)</td>
</tr>
<tr>
<td>Look and feel</td>
<td>Platform visual.</td>
<td>“If it is attractive, it is for sure an advantage” (participant I5)</td>
</tr>
<tr>
<td>Membership fees</td>
<td>Money to pay for the membership.</td>
<td>“When it’s free, it’s evident that I will try it for a time period” (participant I3)</td>
</tr>
</tbody>
</table>

Identification referred to the log-in process to start using the Web 2.0 platform and to the identification of participants once on the platform. Given the general abundance of passwords individuals have to deal with, participants perceived a secured log-in process as a barrier. Once on the platform, the respondents’ perception of the importance of identifying themselves by their name, profession, and workplace was divided. Half of the participants felt that names should appear, one-quarter believed that people should have the choice to identify themselves or not, and one-quarter did not want to identify themselves at all. In terms of accessing information about a members’ profession, more than half agreed with it being displayed, and no one completely disagreed. The remaining respondents were ambivalent or would give members the choice to display it or not. Most participants agreed that anonymity could influence the assessment of the quality of the information.

Professionals didn’t express issues regarding patient confidentiality within virtual exchanges. It seemed like they were fully aware that written communication within a Web platform must ensure confidentiality and respect ethics rules. However, some of them were enthusiastic and some were reluctant about patients’ prospective access to a section of the platform.

High variability was seen among participants about the most relevant Web 2.0 applications for professional practice. Nevertheless, some preferences were observed. Access to videos and a list of pertinent websites were preferred to podcasts and wikis. Two other potentially useful applications were virtual libraries and calendars because they facilitate access to documents and events that shared by colleagues. Email notifications were appealing to professionals. Although some were apprehensive about the potentially large volume of notifications, others saw notifications as a means to save time. Asynchronous exchanges on a Web 2.0 platform emerged as more applicable to professional practice and time management than synchronous exchanges. A preference was also noted in favor of discussion forums rather than blogs. Professionals gave added value to forums that were perceived as more time efficient because of the way the threads are organized. Participants mentioned that the rating of forum threads would be more useful than knowing the number of times the thread was read. Respondents believed that threads must be relevant and contain reliable and quality information.

“It is easy to write things in the forums, but...there are those who get carried away and put too much.” [participant I6]

In fact, some professionals only wanted to access expert opinions: “The problem that I see with forums is that you have to read the opinion of everybody...All I want is the expert.” [participant I8]

In addition to this concern for quality, discussion or information sharing should give professionals the feeling that they are learning while staying focused on clinical practice.

“If the level of discussions weren’t interesting, I would eventually stop. Or if the level was, you know...the level was interesting and the questions were serious, then I’d go.” [participant A3]

“Theoretical and scientific information is easy to access. I think that it is more the things in day-to-day life, information in the field that are...that are less accessible.” [participant R5]
An expressed challenge was the importance of having varied topics to interest all members regardless of their profession and workplace. Finally, the update frequency was an important feature to consider. The need to access up-to-date information integrating evidence-based knowledge and innovative and yet-to-be-proven knowledge was frequently mentioned during interviews.

“We do not have the time to go use [a Web 2.0 platform], because that changes all the time.” [participant I1]

“There are sites that you consult and you return to see them, and realize that it’s been a year and they have not been updated.” [participant I6]

All respondents thought facilitators should oversee the knowledge management process to increase the credibility of a Web 2.0 platform. Almost one-third of participants said that the “look and feel” would have an impact on their use of the platform. Lastly, according to some respondents, membership fees would constitute a barrier.

For most respondents, an efficient information technology (IT) department was already in place in their work environment. The relevance of having additional support for a Web 2.0 platform did not come out in the interviews.

According to respondents’ self-assessment of their technology skills, most professionals working in remote areas had good computer skills. Active and Inactive members said they had limited skills.

Some participants mentioned they had a pleasant previous experience with a blog or a forum related to their job. Participant A3 claimed becoming over-addicted to this type of tool in the past, and was forced to stop using it. Participant I3 claimed to have a growing interest in forums or blogs, but was still underusing Web 2.0 platforms. Participant I4 occasionally used a discussion forum. Some other respondents (participants R2, R4, and R5) used these types of platforms outside their professional life. Others did not report any previous experience.

Perceived Usefulness

Participants identified three main uses of Web 2.0. The primary use mentioned by the majority of respondents was knowledge transfer. According to them, through interactions and discussions, Web 2.0 platforms offer opportunities to learn and remain up-to-date. It is also a means to facilitate information gathering.

Respondents perceived that young health professionals and professionals working in remote areas would be most likely to benefit from knowledge exchanges that would take place on the Web 2.0 platform. Some participants (participants I3, I8, I9, and R6) mentioned that Web 2.0 applications would be more useful for patients than professionals.

For several health professionals, a Web 2.0 platform would offer an opportunity to link research evidence to clinical practice.

“It could be grouped by things that are…with evidence-based…and those looking for the clinical aspect…we make sure to be on the right track than to use trial or error.” [participant I4]

A second use of a Web 2.0 platform was linked to its capacity to increase quality of care. Participants felt that knowledge transfer and exchanges via the Web 2.0 platform would eventually increase the quality of work through behavior changes related to service delivery and care standardization.

However, concerns were expressed about avoiding duplication of resources.

“It would be good if the website gathers the information…instead of spreading it.” [participant R1]

The third use of the platform was to allow professionals to accomplish tasks more efficiently. A Web 2.0 platform could reduce time spent searching for information by expanding their sources of information through a larger network of colleagues. It might also be useful for health care providers because it pools efforts made in other workplaces. Respondents also felt the Web 2.0 platform could reduce travel time for meetings.

“I can have the same question as someone else, and it’s already there. It saves a search that is regularly done. I find that is practical.” [participant A1]

“We may lose less time to build things, but just adapt them to our setting.” [participant I3]

Elements describing the participants’ resistance to the introduction of Web 2.0 into their practices cannot be ignored. This resistance was noted more frequently among managers and late-career professionals (eg, participants A6, I7, and R6). For example, a manager was afraid that employees would use that kind of tool for entertainment instead of work. A lack of organizational recognition was also identified as a barrier to the use of the platform.

“It is not just the time to treat patients, we also need time to…for other things. It is less recognized in my organization. It’s really, really focused on how many patients you have seen.” [participant I6]

Some participants considered that other means, such as face-to-face discussions or email, are sufficient for their knowledge transfer needs.

“If I have a question, I will use my email and will send it to someone.” [participant I8]

Finally, another description of perceived uselessness referred to the inequities between academic and non-academic organizations. Here is how a professional from a non-academic organization expresses her view: “Budget is not the same, things are not the same, so it’s not necessarily easy and you often feel incompetent when you compare your practices” (participant I1). This participant negatively perceived Web 2.0 exchanges with professionals working in academic organizations.

Perceived Ease of Use

To encourage people to use a Web 2.0 platform, it has to be as user-friendly as possible: “If it is easy to use, we will use it more” (participant R2). Providing clear and well-organized
information was seen as a key factor to limit learning required to use the platform and to save time.

“That things are well organized and we do not get lost in finding information, it is also good to encourage us to consult more often.” [participant A2]

Being able to access the information at any time, in any place, was seen as a major advantage of Web 2.0 platforms over face-to-face or phone exchanges. To meet respondents’ expectations, pages on a Web 2.0 platform must download quickly, and answers to questions should be made available in a timely fashion.

“If I have a problem, I have to quickly have access to get a fast answer. Because I will not go back three times.” [participant I7]

**Time Availability**

Almost all respondents mentioned they lacked time to read about scientific evidence and to use tools such as Web 2.0 platforms. Professionals explained that these tasks were not necessarily valued in workplaces. Individuals who did not mention this barrier were managers or clinical coordinators (participants A4 and R5).

**Behavioral Intention to Use**

The vast majority of participants expressed their intention to use the platform. Utilization would be gradual and would vary depending on members’ needs (participants I1, I2, I5, R3, and R4).

“The better it goes, the more we will return, and it becomes somewhat automatic.” [participant R4]

A realistic frequency of use was defined as once per week. Respondents expressed an “intention to use” ranging from 2 to 15 minutes per visit. Professionals expressed a low tendency to interact actively on the platform. They were more likely to access or view information than to contribute or add new information. This phenomenon was also expressed by a respondent who already uses Web 2.0 in her practice. Some participants (participants I8, R1, and R4) expressed little or no intention to use the Web 2.0 platform. According to participant I8 (33 years), nobody has the time to use a Web 2.0 platform as part of his or her job. Participants R1 (28 years) and R4 (46 years) do not think they will use this type of platform.

**Results of Objective 2: Group Differences**

Some differences were seen between the 3 groups studied. First, Remote members seemed to have better access to computers. Moreover, this group seemed to have access to a larger network of colleagues outside their organization. Indeed, Active and Inactive members interacted less often with colleagues outside their organization compared with participants working in remote areas. Lastly, the possibility of increasing quality of work was not mentioned by the group working in remote areas, although half of the respondents in the other 2 groups expressed it. No difference concerning available time was observed.

**Discussion**

The main objective of this study was to document professionals’ perception regarding the use of Web 2.0 in their clinical practices. Four out of 5 themes that emerged from our content analysis correspond to the Technology Acceptance Model (TAM) concepts (see Figure 1) [24,25]. Only, the “time availability” theme did not correspond to this model. This conceptual model was developed by Davis in 1980 to better understand why individuals accept or reject technology [24,25]. Although it is not specific to the health care system, it has been widely used to understand IT adoption by health professionals [26]. The TAM has been used with various professionals (eg, nurses [27,28], physical therapists [29], and occupational therapists [30]) using different types of information and communication technologies.

Like Van Schaik [29], our study demonstrates that technology is perceived as a support to evidence-based practice. More specifically, knowledge transfer is identified as the main use of the Web 2.0 platform. In the health care field, this is a major issue [31,32]. According to the Canadian Institutes of Health Research, knowledge transfer is “a dynamic and iterative process that includes the synthesis, dissemination, exchange, and ethically sound application of knowledge to improve the health of Canadians, provide more effective health services and products, and strengthen the health care system” [33]. Knowledge transfer should promote exchanges among patients, health professionals, managers, and researchers. In our study, professionals mainly expressed their need to share clinical experiences among themselves. It is interesting to observe that information searching based on collaborative networks is part of Eysenbach’s Medicine 2.0 definition [34]. Eysenbach named this concept “apomediation.” But it is important to remember when new knowledge is emerging, clinical experience, or tacit knowledge, is as important as explicit knowledge [35].

For respondents, ease of use of a Web 2.0 platform translates into a platform that does not require prior training (ie, is intuitive). This is important in the current health care system in Quebec where resources dedicated to training are scarce and time availability for integrating new knowledge is limited. As observed by Spallek [36], up-to-date and timely information are foundational elements of an emergent community of practice. The use of a Web 2.0 platform to obtain information in a timely fashion seems especially important to professionals working in remote areas despite their access to a large network of colleagues. Active members, working in urban regions, are probably part of larger teams and their organizations may have more human and financial resources (eg, documentation center, affiliated researchers, and clinical coordinator). This may reflect that professionals still tend to consult their immediate peers when facing complex situations, something that professionals in remote areas cannot do because of limited access to on-site peers.

Despite high motivation from respondents to use a Web 2.0 platform that would be easy to use and would offer added value to their practice, several barriers remain. Time was the most often reported barrier. This is consistent with the results reported
in other studies that looked at Internet or technology use among various professionals (eg, physicians, nurses, managers, and physical therapists) [14,29,37,38]. This lack of time is also discussed in studies about professionals’ involvement in virtual communities of practice (eg, medical imaging administrators and emergency clinicians) [21,22]. Having available time is absolutely essential to participate in a community. This time availability is noted by Wenger et al [39] as being an important element to consider in the early stages of community development. Indeed, time is required before community members can see the added value it gives to their work. This reality is a challenge because respondents expressed their need for rapid answers. This situation reveals a contradiction where professionals will have to make coherent choices. Although they expect to save time by using a Web 2.0 platform to answer their knowledge needs, they will need to invest time to avoid disruption in the flow of information that will be conveyed by the platform. Organizations will need to address this issue to optimize professionals’ time and further research will need to be conducted to assess the utilization of a Web 2.0 platform given the short amount of time professionals are willing to spend on such knowledge transfer tools.

During content analysis, classification of external variables influencing perceived usefulness and ease of use was particularly challenging. These variables cover a large spectrum of fields and characteristics with no clear pattern in the selection of external variables across studies [26]. Despite this, several studies have mentioned the low competency of health professionals in using tools available on the Web (eg, databases, virtual communities of practice, and other online information) [14,22,37,40]. Our study supports this observation in that a significant proportion (37.5%) of respondents estimated they had low technological skill. Information technology training should be part of university programs and continuing education sessions for health professionals to enhance their professional skills and encourage behavior changes. According to cyberpsychology, technological skills are correlated with age [41,42]. This relationship has not been identified in our results because the participants who had no intention of using a Web 2.0 platform were between 33 and 46 years. Moreover, no relationship was identified between expressed intention to use and technological skills.

Although it is not shown in our adaptation of the TAM, some respondents perceived a Web 2.0 platform as having little or no use for knowledge transfer. They did not perceive the need to introduce a new knowledge transfer strategy illustrating the existence of other means of knowledge transfer, whereas others reported lack of support from the organization, putting more emphasis on the number of patients treated, two concepts defined by Paré [43] as “vision clarity” and “organizational flexibility.”

When comparing the 3 subgroups, very little difference is observed. Professionals working in remote areas may represent a group who would easily accept the introduction of a Web 2.0 platform into their practices because they seem to have better access to computers. However, according to these results, they were less likely to perceive this new knowledge transfer strategy as a useful one because of already well-established networks outside their workplace. Moreover, the fact that members of the Montreal Stroke Network and people within the periphery of the Montreal Stroke Network interact less with colleagues outside their organization could possibly explain why only 2 participants from the Montreal Stroke Network mentioned that it is important that the Web 2.0 platform meet their information needs at the right time, whereas this need was reported by almost all respondents from the other 2 groups.

**Figure 1.** Modified Technology Acceptance Model (TAM) reflecting perceived factors influencing Web 2.0 adoption by health professionals.
Limitations

Our study has some limitations. First, all respondents were women. However, according to the 2006 Canadian Census [44], 4 out of 5 health workers are women (80%). The fact that only 4 participants worked strictly with stroke patients could be seen as a limitation since the future Web 2.0 platform is intended to be focused on stroke care. Again, our study population is representative of the current organization of care, where health professionals must often deal with multiple clienteles [45]. Another limitation refers to empirical saturation. Despite the number of interviews (n = 24), empirical saturation in each group was probably not reached. We used a purposive sampling approach to recruit our participants when participants should usually be chosen based on the intensity of their experience of the phenomenon under the phenomenological approach. Respecting this condition would have limited our capacity to recruit since Web 2.0 applications are still emerging in the health care field. To compensate for this situation, we asked respondents about their level of skills with technology and we had a variety at each level. The interview as a data collection method possibly created a social desirability bias related to the expressed intention to use the Web 2.0 platform. Further studies are needed to take into consideration the organization and system levels in addition to the individual level as recommended by Karsh [46]. Lau [47] already demonstrated that health policy makers have to be involved in promotion of Web 2.0 utilization. Lastly, it is important to be aware that in qualitative research results may be transferable, but are not necessarily generalizable.

Conclusion

In this study, we aimed to understand professionals’ perceptions and needs regarding the introduction of a future Web 2.0 platform into their practices. Previous studies have shown that a positive attitude is often associated with a high level of technology acceptance and adoption [48,49]. Our results reveal that professionals consider Web 2.0 to be very useful for knowledge transfer. However, lack of time and lack of technological skills are limitations to their future use of this technology. The introduction of Web 2.0 platforms undoubtedly requires a change in work habits. Professionals still seem to be inclined to use general search engines (eg, Google) to meet their information needs, whereas sites more specific to their profession could allow them to access more relevant information. Eventually, it might be interesting to investigate patients’ perceptions of Web 2.0 platforms technology because this technology may be of interest to them (as stated by some of the respondents). It also might be interesting to explore health professional openness to introduce Web-based exchanges with stroke patients such as Nordqvist [50] addressed it for health professionals and diabetes patients.
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Abstract

Background: Within the medical community there is persistent debate as to whether the information available through social media is trustworthy and valid, and whether physicians are ready to adopt these technologies and ultimately embrace them as a format for professional development and lifelong learning.

Objective: To identify how physicians are using social media to share and exchange medical information with other physicians, and to identify the factors that influence physicians’ use of social media as a component of their lifelong learning and continuing professional development.

Methods: We developed a survey instrument based on the Technology Acceptance Model, hypothesizing that technology usage is best predicted by a physician’s attitudes toward the technology, perceptions about the technology’s usefulness and ease of use, and individual factors such as personal innovativeness. The survey was distributed via email to a random sample of 1695 practicing oncologists and primary care physicians in the United States in March 2011. Responses from 485 physicians were analyzed (response rate 28.61%).

Results: Overall, 117 of 485 (24.1%) of respondents used social media daily or many times daily to scan or explore medical information, whereas 69 of 485 (14.2%) contributed new information via social media on a daily basis. On a weekly basis or more, 296 of 485 (61.0%) scanned and 223 of 485 (46.0%) contributed. In terms of attitudes toward the use of social media, 279 of 485 respondents (57.5%) perceived social media to be beneficial, engaging, and a good way to get current, high-quality information. In terms of usefulness, 281 of 485 (57.9%) of respondents stated that social media enabled them to care for patients more effectively, and 291 of 485 (60.0%) stated it improved the quality of patient care they delivered. The main factors influencing a physician’s usage of social media to share medical knowledge with other physicians were perceived ease of use and usefulness. Respondents who had positive attitudes toward the use of social media were more likely to use social media and to share medical information with other physicians through social media. Neither age nor gender had a significant impact on adoption or usage of social media.

Conclusions: Based on the results of this study, the use of social media applications may be seen as an efficient and effective method for physicians to keep up-to-date and to share newly acquired medical knowledge with other physicians within the medical community and to improve the quality of patient care. Future studies are needed to examine the impact of the meaningful use of social media on physicians’ knowledge, attitudes, skills, and behaviors in practice.
The amount of information required for medical practice is growing at an exponential rate, and the ability for one physician to stay completely abreast of the entirety of this knowledge base has long since been surpassed [1]. Physicians in primary care fields and data-intensive specialties such as oncology bear a particularly heavy burden in consuming and managing the amount of information available to them [1-3]. Over the next decade, the cognitive limitation of the traditional model, wherein physicians are expected to learn, retain, and call upon an ever-expanding body of medical knowledge, will become more challenging to navigate. New models for learning and sharing will be needed. Social learning theory has long been applied to medical education [2,4,5]. In the past, these explorations focused on simple connections derived from training pedigree, geography, and shared memberships in medical societies or associations, and connectedness was largely episodic (e.g., annual meetings, committee work, and listservs). However, with the emergence of social media, the concept of social learning can encompass a myriad of nontraditional connections and uses. Social media websites and applications are online environments where users contribute, retrieve, and explore content primarily generated by fellow users. As opposed to more traditional forms of information and communication technologies used in health care organizations, the content generated through social media is typically created by users for users, thus allowing knowledge and support to flow more effectively through a professional social network, and allowing answers and support to be more effectively leveraged across a professional social network [6-9]. Despite a growing body of literature highlighting both the promises and controversies associated with social media usage in health care, there are surprisingly few empirical studies on those most affected by it—physicians themselves [10-12]. There is also variation in how social media were selected, perceptions were collected, and usage was examined, thus limiting the value of conclusions [13,14]. For instance, one recent survey of the literature identified 46 unique definitions of social media across 44 articles of Health 2.0 and Medicine 2.0 publications [15]. Additionally, while patients are embracing social media technologies to share information with other patients and health care experts, practicing physicians seem to be more reluctant to move into a new age of collaborative health care [16]. We used a theoretical framework for assessing and predicting the adoption of social media by physicians for the specific use of sharing medical knowledge and lifelong learning, and explored whether adoption differs between two specialties—primary care and oncology—in rapidly changing medical knowledge environments. We developed the research model based on the Technology Acceptance Model (TAM) (Multimedia Appendix 1), hypothesizing that technology usage is best predicted by a physician’s attitudes toward the technology, perceptions about the technology’s usefulness and ease of use, and individual factors such as personal innovativeness and beliefs.
microblogging. We defined use as the exchange of information, advice, ideas, reports, and scientific discoveries with other physicians in the medical community. Additional questions were used to understand adoption on a social media application-specific basis. We did not use these data in the TAM analyses, but to provide a more granular perspective on current levels of use and future intention to use each application.

**Figure 1.** The Technology Acceptance Model predicts that ease of use and usefulness will influence an individual’s attitudes towards, intention to use, and acceptance of the technology.

### Analysis

Prior to performing hypothesis tests, we assessed the reliability and validity of the survey items. To assess reliability, which indicates the degree of agreement between the multiple items making up a construct, we determined the Cronbach alphas for our variables. The average Cronbach alpha was .92, and all constructs were higher than the recommended threshold of .70. Discriminant validity is useful to demonstrate the extent to which a construct of interest differs from others. To assess discriminant validity, we used a principal component factor analysis to test that the various items loaded highest on their theoretical constructs. We ran a 1-factor analysis containing all multi-item constructs using varimax rotation and extracting 8 factors; all items loaded on their expected factors at a level of .69 or higher, indicating adequate discriminant validity.

We used hierarchical regression analysis to test the theoretical model. Hierarchical regression analysis makes it possible to test whether a set of variables, entered as a block and in a theoretically justified order, adds significantly to variance already explained by a prior set of variables. In the first step, we entered demographic variables. In the second step, we entered the individual factors (barriers, motivations to advance the professional community, personal innovativeness, and peer access). In the third step, we entered attitudes toward social media, perceived ease of use, and perceived usefulness. The specified order of entry allows the rigorous testing of the effects of individual factors over and above the demographic variables, as well as the impact of attitudes and perceptions above all the previously entered factors (Multimedia Appendix 2).

To assess the severity of multicollinearity, which occurs when 2 or more predictor variables in a multiple regression are highly correlated, we calculated the variance inflation factor for each variable. All variance inflation factors were below the generally accepted 5.0 cut-off. We also performed the analysis dropping the usefulness variable from the regressions. The amount of variance explained in the final model dropped from .57 to .52, and the pattern of results was the same. We therefore included the usefulness variable in our final model. In reporting the data, we used $P = .05$, 2-sided, as the criterion for statistical significance of the estimated effects of the independent variables on the frequency of social media usage by physicians. All analyses were performed with PASW statistics software, version 18 (IBM Corporation, Somers, NY, USA).

### Results

We received responses from 491 of the 1695 physicians contacted, resulting in a response rate of 28.97%. However, 6 respondents self-classified as nonpracticing physicians were removed and a sample of 485 was analyzed (186 oncologists and 299 primary care physicians; Table 1). To assess response bias, we compared the results on key attitudinal questions and demographic variables between early and late responders. There were no significant differences between early and late responders, minimizing the concern of response bias in our sampling frame. To assess nonresponse bias, we compared the demographics of our sampling frame with the overall demographics of primary care physicians and oncologists in the United States and found no discernible differences, minimizing the threat of nonresponse bias.
Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Oncology (n = 186)</th>
<th>Primary care (n = 299)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree (MD/DO), n (%)</td>
<td>186 (100.0%)</td>
<td>299 (100.0%)</td>
</tr>
<tr>
<td>Male gender, n (%)</td>
<td>140 (75.3%)</td>
<td>216 (72.2%)</td>
</tr>
<tr>
<td>Years since medical school graduation, mean (SD)</td>
<td>24 (10)</td>
<td>24 (9)</td>
</tr>
<tr>
<td>Practice location, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>88 (47.3%)</td>
<td>70 (23.4%)</td>
</tr>
<tr>
<td>Suburban</td>
<td>82 (44.1%)</td>
<td>179 (59.9%)</td>
</tr>
<tr>
<td>Rural</td>
<td>17 (9.1%)</td>
<td>50 (16.7%)</td>
</tr>
<tr>
<td>Practice setting, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solo</td>
<td>23 (12.4%)</td>
<td>102 (34.1%)</td>
</tr>
<tr>
<td>Group</td>
<td>128 (68.8%)</td>
<td>178 (59.5%)</td>
</tr>
<tr>
<td>Medical school</td>
<td>17 (9.1%)</td>
<td>3 (1.0%)</td>
</tr>
<tr>
<td>Nongovernment hospital</td>
<td>9 (4.8%)</td>
<td>8 (2.7%)</td>
</tr>
<tr>
<td>Major professional activity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct patient care</td>
<td>181 (97.3%)</td>
<td>292 (97.7%)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.7%)</td>
<td>7 (2.3%)</td>
</tr>
</tbody>
</table>

The study was designed to understand at a granular level the current adoption and the intent to adopt social media for the exchange of information, advice, ideas, reports, and scientific discoveries with other physicians in the medical community. Figure 2 shows what applications and platforms were being used by respondents. By providing a list of specific applications within the survey, our intent was to underscore the broader definition of social media used within the TAM analyses. Across all applications, awareness was high with 78%–98% of respondents claiming to be aware of the application. Current use varied on an application-specific basis from 33 of 485 (6.8%) for Twitter to 252 of 485 (52.0%) for online physician-only communities (such as Sermo, Ozmosis, or medical society membership sites). For each application there was a subset of respondents (between 5% and 33%) who claimed that they “will never use” the application for the exchange of information, advice, ideas, reports, and scientific discoveries with other physicians in the medical community. But for most applications (except restricted online communities), the largest portion of the respondents identified themselves as currently unlikely or unsure about their intent to use.

Figure 3 shows the frequency distribution of social media usage. Respondents indicated how frequently they (1) were using social media to contribute medical knowledge to other physicians, (2) were using social media to seek specific information about a medical problem or situation, and (3) were using social media to scan or explore medical information, whereas 69 of 485 (14.2%) contributed new information via social media on a daily basis. These numbers rose to 296 of 485 (61.0%) scanning and 223 of 485 (46%) contributing once a week or more.

Among the variables that TAM explores is the general attitudes that respondents have toward the usefulness of social media for the exchange of information, advice, ideas, reports, and scientific discoveries with other physicians in the medical community. Figure 4 (part A) shows how respondents felt about the use of social media along 3 dimensions: perceived risk, perceived usefulness, and perceived quality of information. Approximately one-third of respondents found social media to be an essential use of time, to be beneficial, and to return high-quality information. Approximately 60% of respondents (281 of 485) stated that social media enabled them to care for patients more effectively and improved the quality of patient care they delivered (291 of 485).

Table 2 shows the correlations between constructs and the variance inflation factors. Although the majority of correlations were modest, 2 variables were very strongly correlated with the perceptions of usefulness of the technology: attitudes toward usage (.80) and frequency of usage (.72). These variables indicate that respondents who had strong positive attitudes about using social media and had found using social media to be useful in enhancing their performance and patient care were significantly more likely to be frequent users of social media.
Table 2. Correlation between variables and variance inflation factors (VIFs).

| Variable                        | Specialty | Year  | Gender | Patients/week | Barriers | Advance community | Innovativeness | Peer access | Attitudes | Ease of use | Usefulness | VIF |
|---------------------------------|-----------|-------|--------|---------------|---------|-------------------|---------------|-------------|-----------|------------|------------|-----------|-----|
| Specialty                       | .017      | .106  | .027   | .117          | .078    | .050              | .093          | .066        | .021      | .000       | .093       | 1.064     |
| Graduation year                 | .017      | .093  | .027   | .078          | .050    | .050              | .093          | .066        | .021      | .000       | .093       | 1.064     |
| Gender                          | .027      | .066  | .007   | .006          | .002    | .006              | .002          | .006        | .006      | .006       | .006       | 1.066     |
| Patients per week               | .177      | .000  | .000   | .000          | .000    | .000              | .000          | .000        | .000      | .000       | .000       | 1.066     |
| Barriers                        | .047      | .000  | .000   | .000          | .000    | .000              | .000          | .000        | .000      | .000       | .000       | 1.066     |
| Advance the professional community | .010    | .083  | .010   | .010          | .010    | .010              | .010          | .010        | .010      | .010       | .010       | 1.066     |
| Personal innovativeness         | .000      | .000  | .000   | .000          | .000    | .000              | .000          | .000        | .000      | .000       | .000       | 1.066     |
| Peer access                     | .035      | .047  | .010   | .000          | .000    | .000              | .000          | .000        | .000      | .000       | .000       | 1.066     |
| Attitudes                       | .078      | .044  | .044   | .044          | .044    | .044              | .044          | .044        | .044      | .044       | .044       | 1.066     |
| Ease of use                     | .009      | .085  | .000   | .000          | .000    | .000              | .000          | .000        | .000      | .000       | .000       | 1.066     |
| Usefulness                      | .043      | .035  | .035   | .035          | .035    | .035              | .035          | .035        | .035      | .035       | .035       | 1.066     |
| Frequency of use                | .026      | .057  | .007   | .007          | .007    | .007              | .007          | .007        | .007      | .007       | .007       | 1.066     |

Table 3 shows results from the hierarchical regression analysis. In the first step that included the demographic variables, the only significant predictor of usage was years since medical school, indicating the physicians who were younger were likely to use social media more frequently; however, the amount of variance explained was less than 2%. The control variable for specialty was not significant, indicating that there were no significant differences in the frequency of usage patterns between oncologists and primary care physicians. In step 2, we added the barriers and individual factors to the model. The amount of variance explained in the frequency of usage increased to 43%, with the variables personal innovativeness and gaining access to influential peers being the key predictors. Age was no longer significant, however, but gender became significant in step 2.

In step 3, the final model, we explained 57% of the variance in frequency of usage. The demographic variables were no longer significant. Barriers, which was not significant in the first 2 steps, became significant but in a positive direction. This is surprising given that barriers to use has a significant negative bivariate correlation with usage frequency, and intuitively we expected that the higher the barriers to usage, the less frequently physicians would use social media. This indicates that once attitudes toward social media and perceptions of its usefulness and ease of use are taken into account, respondents frequently use social media even though the perceived barriers are high. The ability to gain access to influential peers remained significant, indicating that respondents would use social media more frequently because they are motivated by accessing learning and decision-making resources based on the collective knowledge of their peers. Positive attitudes toward social media usage and perceptions about its ease of use and usefulness were also significant predictors of usage frequency.

Although specialty was not significant in the hierarchical regression model, one of the goals of this research was to determine whether there were differences not only in the frequency of social media usage, but also in the predictors explaining usage frequency. These data suggest that oncologists...
are more likely to be influenced by motivations of personal innovativeness, while primary care physicians are more likely to be influenced by having access to peers (Table 3). Both groups were influenced by positive attitudes toward social media, ease of use, and usefulness.

Table 3. Hierarchical regression results (standardized beta).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Step 1: Demographics</th>
<th>Step 2: Barriers and motivations</th>
<th>Step 3: Full model</th>
<th>Oncologists</th>
<th>Primary care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>P value</td>
<td>Beta</td>
<td>P value</td>
<td>Beta</td>
</tr>
<tr>
<td>Specialty</td>
<td>.019</td>
<td>.69</td>
<td>.014</td>
<td>.70</td>
<td>−.003</td>
</tr>
<tr>
<td>Graduation year</td>
<td>−.108</td>
<td>.02</td>
<td>−.012</td>
<td>.74</td>
<td>.039</td>
</tr>
<tr>
<td>Gender</td>
<td>.067</td>
<td>.15</td>
<td>.074</td>
<td>.04</td>
<td>.046</td>
</tr>
<tr>
<td>Patients per week</td>
<td>.073</td>
<td>.12</td>
<td>.050</td>
<td>.16</td>
<td>.033</td>
</tr>
<tr>
<td>Barriers</td>
<td>−.013</td>
<td>.72</td>
<td>.083</td>
<td>.02</td>
<td>.110</td>
</tr>
<tr>
<td>Advance the professional community</td>
<td>.058</td>
<td>.12</td>
<td>−.022</td>
<td>.50</td>
<td>−.103</td>
</tr>
<tr>
<td>Personal innovativeness</td>
<td>.171</td>
<td>.000</td>
<td>.070</td>
<td>.06</td>
<td>.133</td>
</tr>
<tr>
<td>Peer access</td>
<td>.523</td>
<td>.000</td>
<td>.169</td>
<td>.000</td>
<td>.061</td>
</tr>
<tr>
<td>Attitudes</td>
<td>.153</td>
<td>.004</td>
<td>.178</td>
<td>.04</td>
<td>.143</td>
</tr>
<tr>
<td>Ease of use</td>
<td>.154</td>
<td>.000</td>
<td>.247</td>
<td>.000</td>
<td>.105</td>
</tr>
<tr>
<td>Usefulness</td>
<td>.407</td>
<td>.000</td>
<td>.412</td>
<td>.000</td>
<td>.384</td>
</tr>
<tr>
<td>R2 adjusted</td>
<td>.015</td>
<td>.03</td>
<td>.428</td>
<td>.000</td>
<td>.567</td>
</tr>
<tr>
<td>Change in R2</td>
<td>.415</td>
<td>.000</td>
<td>.139</td>
<td>.000</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Respondents' current use and intention to use social media.
Figure 3. Physicians' frequency of using social media to contribute medical knowledge to other physicians, to seek specific information about a medical problem or situation, and to scan or explore medical knowledge for new insights.
Figure 4. Respondents expressed how they felt about the use of social media along 3 dimensions: perceived risk, perceived usefulness, and perceived quality of information (part A). Part B shows how respondents perceived their engagement and use of social media to affect their competency and clinical performance. n = 485.

Discussion

As the amount of medical knowledge required for patient care continues to expand, social media technologies may provide an efficient and effective tool for educating and informing practicing physicians. Our findings suggest that although a small percentage of respondents were using social media on a daily basis to seek, scan, or contribute medical knowledge with other physicians, up to half of the respondents were taking these actions on a weekly basis. The portion rose to more than 70% of respondents using social media on at least a monthly basis.

From this study sample, it appears that the frequency of social media usage is influenced primarily by positive attitudes toward the technology, perceiving that the technology is easy to use, and perceiving the technology to be useful to achieve better performance outcomes. Conversely, factors found to be nonsignificant included demographic variables typically perceived as important, such as years since graduation (a proxy for age), gender, patients seen per week (a proxy for how busy a physician is), and type of specialty. This finding is consistent with other studies, which have shown practice-related characteristics to be unassociated with use of Internet-based communication technologies [14].

Social media usage was clearly application specific and, once we moved beyond the general definition of social media that was used in the TAM analyses, we found a 6- to 7-fold variation in the extent of adoption across the list of applications we explored. Interestingly, more than half of respondents had adopted online physician-only communities for the purpose of exchanging medical information with other physicians. While future studies should explore the predictors and barriers to adoption at an application-specific level, it stands to reason from these data that the elements of TAM themselves are application specific. For example, respondents might see online communities as a less-risky and higher-quality source of medical knowledge than more broadly open social media applications such as Twitter, LinkedIn, or Facebook.
In this study sample, one key difference between oncologists and primary care physicians was the underlying factors influencing usage. Oncologists were more likely to be motivated to use social media out of a sense of personal innovativeness. This could, in part, be due to a characteristic of the professional culture of oncologists regarding a perceived need to be on the cutting edge of science and clinical practice [18,19]. In contrast, primary physicians were more likely to be motivated to use social media out of a need to have access to and be influenced by peer physicians [20]. In addition to individual factors and attitudes, respondents were far more likely to use social media to share medical knowledge with other physicians when they perceived that learning the technology was easy for them and when it resulted in useful performance outcomes, such as increased practice efficiency and enhanced patient outcomes. Furthermore, though perceived barriers were high, respondents were still willing to use social media more frequently if they have found it to be useful. These findings indicate that, for now, the key factors influencing frequent usage are experiential factors, and they are achieved only after initial adoption of the technology and a period of usage. But it is important to note that there are no definitive studies demonstrating that the use of social media for the exchange of medical information with other physicians as a component of their lifelong learning and continuing professional development leads to more learned physicians or better patient outcomes. For now, personal experience and anecdotes are likely to be the primary drivers of these positive attitudes.

Perhaps, as physicians increasingly experiment with social media technologies, these tools may provide an efficient and effective means for staying abreast of the vast amount of medical knowledge required to deliver patient care. This might be transformative in medicine, as traditional lecture-based continuing medical education has been shown to be largely ineffective in changing physician behavior at the same time that medical knowledge is changing at the fastest pace in history [21-23]. Social media technologies could complement (or even replace) continuing medical education for physicians as either an informal or formal learning channel [24-26]. But for now, how social media channels are the vehicles through which physicians are exposed to emerging information that has the potential to inform or change practice remains an open question [27,28].

As one of the first studies to examine the factors that influence the frequency of social media usage by physicians to share medical knowledge with other physicians, this study has several strengths and limitations. The first strength of this research was establishing clear definitions for our key constructs of interest, specifically definitions for what constitutes social media and clarifying the type of usage of interest (to share medical knowledge with other physicians). The second important strength was the grounding of this research in theory based on TAM, and the use of previously validated, multi-item survey scales to ensure the reliability and validity of the findings. Third, this survey studied two medical specialties characterized by a rapidly changing and dynamic medical knowledge base.

However, limitations of the study include a narrow focus on two medical specialties and one specific definition of usage; a need for a better understanding of the barriers to using social media for lifelong learning; and a need for a better understanding of why respondents indicated they would never use certain channels to exchange medical advice with other physicians. It should be noted that the first limitation is closely related to one of the strengths of this study: the definition of usage was narrowly focused on sharing medical knowledge with other physicians. Therefore, our findings are not generalizable to other types of usage: the use of social media by physicians to treat or to educate patients; nor are they generalizable to physicians’ personal use. In addition, there is little prior research directing our exploration of the barriers to use as they uniquely relate to the exchange of medical information with other physicians as a component of their lifelong learning and continuing professional development. Therefore, this study relied on more general barriers, including risks related to privacy, access to social media applications in practice, and time available to use and explore these technologies. Our predictive analyses probably would have yielded even stronger results had we had a more robust understanding of use-specific barriers.

Future studies should examine potential differences between other populations of physicians and other types of health care professionals (specifically, rural and urban; and emergency professions and public health professionals) in terms of their use of social media to share and exchange medical knowledge. Studies should also examine different types of social media usage beyond the sharing of knowledge with other physicians.

Conclusions

The amount of information that a practicing clinician must learn, understand, and apply in practice is growing at unprecedented levels and has long surpassed our cognitive capacities. Social media and social learning models in general provide an important opportunity to manage this information overload, but only if the media are being used effectively. This study demonstrates that the adoption of social media to exchange information and medical knowledge with other physicians is strongly dependent on the perceived usefulness of the technology and the general attitudes physicians have toward the value these technologies offer. Efforts should be made to further explore these predictors of use. These follow-up studies must be conducted with rigor and must move the science of professional learning and development forward in discernible steps to allow physicians to fully embrace a collaborative approach to care.
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Abstract

Background: Much concern has been raised over pro-eating disorder (pro-ED) website communities, but little quantitative research has been conducted on these websites and their users.

Objective: To examine associations between levels of pro-ED website usage, disordered eating behaviors, and quality of life.

Methods: We conducted a cross-sectional, Internet-based survey of adult pro-ED website users. Main outcomes were Eating Disorder Examination Questionnaire (EDE-Q) and Eating Disorder Quality of Life (EDQOL) scores.

Results: We included responses from 1291 participants; 1254 (97.13%) participants were female. Participants had an average age of 22.0 years and a mean body mass index of 22.1 kg/m²; 24.83% (296/1192) were underweight; 20.89% (249/1192) were overweight or obese. Over 70% of participants had purged, binged, or used laxatives to control their weight; only 12.91% (163/1263) were in treatment. Mean EDE-Q scores were above the 90th percentile and mean EDQOL scores were in the severely impaired range. When compared with moderate and light usage, heavy pro-ED website usage was associated with higher EDE-Q global (4.89 vs 4.56 for medium and 4.0 for light usage, \( P < .001 \)) and EDQOL total scores (1.64 vs 1.45 for medium and 1.25 for light usage, \( P < .001 \)), and more extreme weight loss behaviors and harmful post-website usage activities. In a multivariate model, the level of pro-ED website usage remained a significant predictor of EDE-Q scores.

Conclusions: Pro-ED website visitors reported many disordered eating behaviors, although few had been treated. Heavy users reported poorer quality of life and more disordered eating behaviors.
KEYWORDS
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Introduction
The Internet offers numerous websites that can affect the health of vulnerable users. Of particular concern are pro-eating disorder (pro-ED) website communities (also called pro-anorexia or pro-ana, and pro-bulimia or pro-mia), where individuals may learn about, discuss, and reinforce disordered eating behaviors [1]. Pro-recovery websites promote discussion more related to fighting an eating disorder, although online content can overlap between pro-recovery and pro-ED communities [2].

Content on pro-ED websites includes “thinspiration” (images or text for the purpose of inspiring weight loss), techniques to assist in weight loss, and interactive forums [2-6]. Some sites promote eating disorders as a lifestyle choice, offering encouragement for extreme dieting and exercise behaviors and assistance in avoiding detection by family and medical providers. Other websites aim to support visitors at various stages of illness, recognizing the dangers of disordered eating and offering content dedicated to treatment and recovery [4]. See Figure 1 for an example of a mock website.

Figure 1. Mock pro-eating disorder website with typical content.

These websites can have deleterious effects on the user [7-10]. Participants exposed to a pro-ED site for 25 minutes were more likely to show negative affect, perceive themselves as heavier, and exercise or think about weight [11]. Pro-ED visitors have also displayed higher body dissatisfaction, restriction, and bulimic activity than controls [12]. A pilot study of 76 adolescents who had been in treatment for an eating disorder found that over a third had visited pro-ED sites. Practically all (96%) of these pro-ED website users reported learning new weight loss or purging techniques from the sites [1].

Great concern has been raised over pro-ED websites; however, relatively little is known about their users. No study has examined a large group of pro-ED website users from a clinical perspective, nor have associations between disordered eating patterns and escalating levels of site visitation been described. The purpose of this study was to examine the demographics, media use patterns, and eating behaviors of pro-ED website visitors, and the degree to which website usage correlates with disease severity and quality of life.
Methods

We recruited adult users of websites with pro-ED content via a dedicated link established on identified websites. All protocols were approved by the Stanford University Panel on Medical Research in Human Subjects, Stanford, CA, USA, and were compliant with the Health Insurance Portability and Accountability Act of 1996. Informed consent was obtained from all participants.

Website Search and Inclusion

We developed a comprehensive new methodology to access users from a broad spectrum of websites with pro-ED content. We searched Google and Yahoo!, entering the keywords “pro-ana” and “pro-mia”. All 700 URL addresses on the first 35 pages of search results for either engine were examined. Websites were included if they displayed any of the following: (1) a declaration that the website was pro-ED, (2) a disclaimer or warning to stay away from the site if the visitor was in recovery or did not have an eating disorder, (3) the term thinspiration, or (4) information on disordered eating behaviors in a framework intended to inform the disorder (tips and techniques). We further searched these websites for links to similar sites. These second-generation websites were also examined and included if they met the above criteria. Additionally, we searched the three most popular open social networking sites as determined by comscore Media Metrix [13] for the keywords pro-ana, ana, pro-mia, and mia. Webrings (collections of related websites) or interest groups found in these searches were included if they met the inclusion criteria and had at least 500 members.

Our methods involved no deception. Only English-language sites with active participation or updates within the last 12 months were included. Websites or webrings were excluded if their maintainers indicated that they were less than 18 years of age or did not wish to be involved in research. Figure 2 details the search results.

Figure 2. Website search results. a First 35 pages of results included. b Groups with 500 or more members included. c Included in this category are pro-ED (eating disorder) sites under construction with little ED content, pro-ED sites no longer containing content because maintainer went into recovery, sites with primarily non-ED-related content, and sites containing only links to other sites.

Recruitment

We contacted the maintainers of 296 websites, describing the study and its purpose, and asking maintainers to post a link to our study website, which described both the study and the online survey. Participation time was described as 30–40 minutes. On entering the study site, potential participants were asked to confirm that they were over 18 years of age and to give informed consent before being directed to the survey. No incentives were used to encourage participation. No identifiers were collected and no cookies were used. IP addresses were not tracked or

http://www.jmir.org/2012/5/e148/
limited in their responses. Participants were able to contact the study researchers via email. Survey responses were entered online and automatically captured into a data file.

Survey
Our online survey contained 193 items, covering demographics, self-reported heights and weights, disordered eating, quality of life, treatment history, overall health, self-harm, and website usage of both pro-ED and pro-recovery websites (see Multimedia Appendix 1). Participants were asked to self-designate their race or ethnicity according to categories defined by the US National Institutes of Health. The Eating Disorder Examination Questionnaire (EDE-Q) assessed the degree of disordered eating and thoughts [14], the core set of the US Centers for Disease Control and Prevention’s (CDC) Health-Related Quality of Life Healthy Days Measure [15] was used as a generic quality-of-life measure, and the Eating Disorder Quality of Life (EDQOL) measure [16] assessed eating disorder-specific health-related quality of life. Finally, we adapted a survey that our team had previously used to evaluate pro-ED and pro-recovery website usage [1]. Participants were also asked if they lied on the survey, and if so, these responses were excluded from analyses. The survey was pilot tested within all members of the research team to be certain it was functional online prior to fielding the questionnaire.

Outcome Measures
Main outcome measures were scores on the EDE-Q and EDQOL. Secondary outcomes were the number of unhealthy days on the Healthy Days Measure and common indicators of health in patients with an eating disorder, such as history of admission to hospitalization, osteopenia, or missed menses. The predictor variable for all primary analyses was the level of pro-ED website usage.

Weight Calculations
We calculated body mass index (BMI) using participants’ self-reported heights and weights, using the equation BMI = weight in kilograms/(height in meters)². Reported BMI values were divided by a median BMI of 21.7 for women and 23.0 for men, based on growth charts developed by the CDC [17], to obtain percentages of median body weight for each participant. Participants were asked for their highest and lowest weights at those times, and definitions of overweight and obesity at those times followed CDC guidelines for children and adults.

Statistics
We used standard descriptive and frequency testing to describe the data. Associations were assessed using chi-square testing. Student t test, Pearson correlations, and analysis of variance, followed by Tukey test for post hoc comparisons. Multivariate regression analyses were used to stratify factors predictive of disordered eating behaviors and impaired quality of life.

Results

Response Rate
While nonresponse bias cannot be assessed in anonymous online surveys, we compared the number of visits (hits) to the study website with the number of completed questionnaires to determine a proxy response rate. Over a 10-week period between May and July 2006, there were 3341 hits to our study website and 1456 completed surveys, resulting in a proxy response rate of 43.58%.

Our final analysis included data from 1291 participants, representing 38.64% of initial survey site hits. A total of 227 participants admitted to lying on the survey (15.59% of respondents). Of these, we excluded 165 from analyses because they lied about their age (n = 127) or reported being less than 18 years of age (n = 38). Of those remaining, 70 reported lying about their weight, so we did not analyze their heights and weights. A total of 18 lied about something other than age and weight, with 13 stating that they had done their best to be truthful but had estimated some answers. The remaining 5 lied on very specific portions of the survey, so we excluded answers to those corresponding questions. We discovered no duplicate responses on analyses. One respondent gave nonsensical responses and was excluded.

With regard to the completeness of responses in crucial data on primary predictor and outcome variables, only 1.63% (n = 21) responses were “break-offs” (surveys with less than 50% of questions answered), and another 3.72% (n = 48) were partially complete (50%-80% of questions answered), according to standard definitions of these values in survey reporting as defined by the American Association for Public Opinion Research [18].

Characteristics of Website Users
Table 1 describes clinical and demographic characteristics reported by participants at the time of the survey, disordered eating behaviors, and views on their own health. Many reported being overweight (282/1188, 23.73%) or obese (406/1188, 34.17%) in the past, with a mean %median BMI at their highest weight of 128.59% (range 70–298, SD 32.71). The mean %median BMI at the lowest reported weight was 88.6% (range 44–233, SD 19.0). While many (800/924, 86.6%) self-diagnosed an eating disorder, 67.62% (873/1291) had never been in treatment, 87.09% (1100/1263) were not currently being treated, and 39.20% (499/1273) had ever had a formal diagnosis of an eating disorder. Underweight participants were more likely to have been treated than normal-weight or overweight respondents (41.6% vs 30.4% or 24.9%, χ² = 18.9, P < .001).
Table 1. Clinical and demographic characteristics of study participants (N = 1291).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
<th>Mean</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>1260</td>
<td>22</td>
<td>5.1</td>
<td></td>
<td>18–55</td>
</tr>
<tr>
<td><strong>Gender (n=1291)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1254</td>
<td>97.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37</td>
<td>2.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity (n=1291)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1100</td>
<td>85.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>63</td>
<td>4.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>35</td>
<td>2.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American or black</td>
<td>30</td>
<td>2.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>17</td>
<td>1.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>4</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>30</td>
<td>2.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status (n=1285)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>134</td>
<td>10.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>1151</td>
<td>89.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment/student status (n=1284)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>758</td>
<td>58.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>360</td>
<td>27.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined employed/student</td>
<td>37</td>
<td>2.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed and not a student</td>
<td>129</td>
<td>10.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BMI a (kg/m^2)</strong></td>
<td>1192</td>
<td></td>
<td>22.1</td>
<td>5.7</td>
<td>12.1–59.0</td>
</tr>
<tr>
<td><strong>%Median body weight</strong></td>
<td>1192</td>
<td></td>
<td>101.9</td>
<td>26.4</td>
<td>56–272</td>
</tr>
<tr>
<td><strong>Weight class by CDC b criteria (n=1192)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (BMI &lt;18.5)</td>
<td>296</td>
<td>24.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight (BMI 18.5–24.9)</td>
<td>647</td>
<td>54.28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight (BMI 25–29.9)</td>
<td>148</td>
<td>12.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese (BMI ≥30)</td>
<td>101</td>
<td>8.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ED c diagnosis if formally diagnosed (n=498)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anorexia nervosa</td>
<td>225</td>
<td>45.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>104</td>
<td>20.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDNOS d</td>
<td>151</td>
<td>30.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binge eating disorder</td>
<td>8</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not specify</td>
<td>1</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at dieting onset (years)</td>
<td>1236</td>
<td>13</td>
<td>3.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at ED onset (years)</td>
<td>1031</td>
<td>14.3</td>
<td>3.7</td>
<td>3–40</td>
<td></td>
</tr>
<tr>
<td>Disease duration (years)</td>
<td>1006</td>
<td>7.6</td>
<td>5.6</td>
<td>0–43</td>
<td></td>
</tr>
<tr>
<td><strong>Activities in the last month</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counting of calories, fat, or carbohydrates (n = 1265)</td>
<td>1169</td>
<td>92.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compulsive exercise (n = 1260)</td>
<td>965</td>
<td>76.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secretive eating (n = 1270)</td>
<td>952</td>
<td>74.96</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Purging
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
<th>Mean</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ever (n = 1269)</td>
<td>969</td>
<td>76.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last month (n = 1251)</td>
<td>717</td>
<td>57.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at onset</td>
<td>964</td>
<td>15.9</td>
<td></td>
<td>3.8</td>
<td>6-40</td>
</tr>
<tr>
<td><strong>Binge eating</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever (n = 1269)</td>
<td>1068</td>
<td>83.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last month (n = 1271)</td>
<td>843</td>
<td>66.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at onset</td>
<td>1019</td>
<td>14.5</td>
<td></td>
<td>3.8</td>
<td>3-35</td>
</tr>
<tr>
<td><strong>Laxative use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever (n = 1273)</td>
<td>700</td>
<td>54.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last month (n = 1264)</td>
<td>443</td>
<td>35.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at onset</td>
<td>672</td>
<td>17.6</td>
<td></td>
<td>3.9</td>
<td>10-40</td>
</tr>
<tr>
<td><strong>Diet pill use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever (n = 1271)</td>
<td>917</td>
<td>72.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last month (n = 1265)</td>
<td>551</td>
<td>43.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at onset</td>
<td>909</td>
<td>17.1</td>
<td></td>
<td>3.5</td>
<td>10-48</td>
</tr>
<tr>
<td>Used &gt;7 times per week</td>
<td>602</td>
<td>65.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at first ED treatment (years)</td>
<td>402</td>
<td>17.4</td>
<td></td>
<td>3.9</td>
<td>7.0–38.0</td>
</tr>
<tr>
<td><strong>Admission to hospitalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In past 30 days (n = 1243)</td>
<td>20</td>
<td>1.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever (n = 1253)</td>
<td>170</td>
<td>13.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Missed menses in last year (n = 1238)</strong></td>
<td>52</td>
<td>38.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>472</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3</td>
<td>248</td>
<td>20.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>358</td>
<td>28.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None, but I am on the pill</td>
<td>148</td>
<td>11.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have never had a period</td>
<td>12</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis of low bone density (n = 1183)</strong></td>
<td>110</td>
<td>9.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mental health diagnoses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression (n = 1271)</td>
<td>748</td>
<td>58.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety (n = 1271)</td>
<td>530</td>
<td>41.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADHD* (n = 1264)</td>
<td>136</td>
<td>10.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other (n = 1121)</td>
<td>367</td>
<td>32.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever treated with psychiatric medication (n = 1259)</td>
<td>648</td>
<td>51.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-harm</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In last 30 days (n = 1270)</td>
<td>454</td>
<td>35.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever (n = 1271)</td>
<td>988</td>
<td>77.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cutting (n = 1291)</td>
<td>841</td>
<td>65.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burning (n = 1291)</td>
<td>285</td>
<td>22.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scratching (n = 1291)</td>
<td>558</td>
<td>43.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other (n = 1291)</td>
<td>351</td>
<td>27.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Views on own health (n = 1257)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating disordered by choice</td>
<td>389</td>
<td>30.95</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Mean scores on EDE-Q subscale and global scores exceeded the 90th percentile for young adult female norms. Mean scores on subscales were 4.56 (SD 1.25, 95–99 percentile) for Restrict, 3.83 (SD 1.29, 95–99 percentile) for Eating Concern, 5.18 (SD 0.94, 90–95 percentile) for Shape Concern, and 4.86 (SD 1.07, 95–99 percentile) for Weight Concern. The EDE-Q global score showed significant pathology with a mean of 4.61 (SD 0.96, 95–99 percentile).

On the CDC Healthy Days Measure, 5.23% (67/1280) indicated their health was poor, 24.14% (309/1280) fair, 39.61% (507/1280) good, 22.42% (287/1280) very good, and 8.59% (110/1280) excellent. Despite these encouraging answers, participants reported a mean of 6.5 (SD 7.8) physically unhealthy days in the past month, 18.4 mentally unhealthy days (SD 9.9), and 21.1 (SD 9.9) unhealthy days overall. On average, participants reported 7.5 (SD 8.3) days in which their activity was limited in the last month. Moreover, 24.00% (248/1033) reported they had to stop school, and 17.49% (192/1098) needed to stop working in the past because of their eating disorder. As well, 38.06% (427/1122) spent less time on their school or work, 36.10% (422/1169) spent less time in recreational activities, and 58.70% (725/1235) spent less time with friends over the past month, owing to their eating disorder.

EDQOL subscales were all in the severely impaired range, with participants demonstrating a mean psychological score of 2.78 (SD 0.74), physical/cognitive score of 1.97 (SD 0.87), financial score of 0.55 (SD 0.82), and work/school score of 0.63 (SD 0.81). Overall, the global quality-of-life score on this measure was 1.49 (SD 0.60), also in the severely impaired range.

The reported average age at onset of visiting pro-ED websites was higher than the reported age at onset of other disordered eating behaviors and years after participants felt their eating disorder had begun (Figure 3).
Figure 3. Self-reported age of onset of dieting behaviors and pro-eating disorder (ED) website usage. Mean age of onset of ED-related activities indicated by center horizontal bar, with vertical standard deviation error bars. Horizontal dashed line represents mean onset of pro-ED usage.

**Website Usage**

When asked from which sources they obtained the most eating disorder information in the last 30 days, 86.65% (1077/1243) of participants reported a website, either pro-ana (611/1243, 49.16%), pro-mia (4.42%, 55/1243), pro-recovery (44/1243, 3.54%), or a general health website (27/1243, 2.17%), and the Internet in general (340/1243, 27.35%). Only a few (39/1243, 3.14%) reported consulting books, and only 1.21% (15/1243) reported consulting physicians. The dominance of the Internet for this population was not surprising, given that 35.73% (453/1268) spent more than 4 hours on the Internet daily, 34.94% (443/1268) spent 2–4 hours each day, and 23.11% (293/1268) spent 1–2 hours each day. Only 6.23% (79/1268) spent less than 1 hour on the Internet daily.

Most participants learned about pro-ED sites by chance (403/1228, 32.82%) or by reading about them (308/1228, 25.08%). A third (466/1269, 36.72%) indicated that they had visited a pro-recovery site in the past 30 days, and 62.20% (790/1270) had ever visited such a site. Table 2 presents additional details regarding the online activities and feelings of this population about pro-ED and pro-recovery websites.
### Table 2. Online activities and feelings of the study overall population on pro-eating disorder (pro-ED) websites and of the subgroup using pro-recovery websites.

<table>
<thead>
<tr>
<th>Reported activities or feelings</th>
<th>Pro-ED websites</th>
<th>Pro-recovery websites</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td><strong>Age first visited (years)</strong></td>
<td>1218</td>
<td>18.9 (5.5)</td>
</tr>
<tr>
<td><strong>Hours/week in last 30 days</strong></td>
<td>1147</td>
<td>10.5 (18.2)</td>
</tr>
<tr>
<td><strong>Have their own site</strong></td>
<td>212</td>
<td>17.24</td>
</tr>
<tr>
<td><strong>Felt supported by website in last 30 days</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Extremely</td>
<td>351</td>
<td>29.01</td>
</tr>
<tr>
<td>- Very</td>
<td>385</td>
<td>31.82</td>
</tr>
<tr>
<td>- Somewhat</td>
<td>254</td>
<td>20.99</td>
</tr>
<tr>
<td>- A little</td>
<td>115</td>
<td>9.50</td>
</tr>
<tr>
<td>- Not at all</td>
<td>105</td>
<td>8.68</td>
</tr>
<tr>
<td><strong>Found a community like self on website</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Completely</td>
<td>412</td>
<td>33.77</td>
</tr>
<tr>
<td>- Very much</td>
<td>335</td>
<td>27.46</td>
</tr>
<tr>
<td>- Somewhat</td>
<td>201</td>
<td>16.48</td>
</tr>
<tr>
<td>- A little</td>
<td>152</td>
<td>12.46</td>
</tr>
<tr>
<td>- Not at all</td>
<td>120</td>
<td>9.84</td>
</tr>
<tr>
<td><strong>Most important reason for accessing site in last 30 days</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Motivation for weight loss</td>
<td>447</td>
<td>36.91</td>
</tr>
<tr>
<td>- Weight loss tips</td>
<td>192</td>
<td>15.85</td>
</tr>
<tr>
<td>- Meeting people</td>
<td>63</td>
<td>5.20</td>
</tr>
<tr>
<td>- Tips on hiding eating disorder</td>
<td>48</td>
<td>3.96</td>
</tr>
<tr>
<td>- Curiosity</td>
<td>95</td>
<td>7.84</td>
</tr>
<tr>
<td>- Support</td>
<td>318</td>
<td>26.26</td>
</tr>
<tr>
<td>- Help with recovery</td>
<td>2</td>
<td>0.17</td>
</tr>
<tr>
<td><strong>Activity at sites</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Read posts</td>
<td>1120</td>
<td>86.89</td>
</tr>
<tr>
<td>- Visited chat room</td>
<td>307</td>
<td>23.82</td>
</tr>
<tr>
<td>- Posted messages</td>
<td>696</td>
<td>54.00</td>
</tr>
<tr>
<td>- Read diaries or blogs</td>
<td>913</td>
<td>70.83</td>
</tr>
<tr>
<td>- Created my own diary or blog</td>
<td>433</td>
<td>33.59</td>
</tr>
<tr>
<td>- Learned about weight loss methods</td>
<td>789</td>
<td>61.21</td>
</tr>
<tr>
<td>- Learned about diet pills, laxatives, or weight loss supplements</td>
<td>621</td>
<td>48.18</td>
</tr>
<tr>
<td>- Learned about places to purchase new diet pills, laxatives, or weight loss supplements</td>
<td>294</td>
<td>22.81</td>
</tr>
<tr>
<td><strong>Post-website use activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Changed eating habits</td>
<td>671</td>
<td>54.55</td>
</tr>
<tr>
<td>- Used new diet pills, laxatives, or weight loss supplements in past 30 days</td>
<td>210</td>
<td>17.21</td>
</tr>
<tr>
<td>- Used new diet pills, laxatives, or weight loss supplements ever</td>
<td>454</td>
<td>37.09</td>
</tr>
</tbody>
</table>
Pro-recovery websites

<table>
<thead>
<tr>
<th>Site components for continuing eating disorder or recovery</th>
<th>Pro-ED websites</th>
<th>Pro-recovery websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>New weight loss or purging methods in past 30 days</td>
<td>391</td>
<td>32.6%</td>
</tr>
<tr>
<td>New weight loss or purging methods ever</td>
<td>748</td>
<td>60.8%</td>
</tr>
<tr>
<td>Self-harm in past 30 days</td>
<td>68</td>
<td>5.6%</td>
</tr>
<tr>
<td>Self-harm ever</td>
<td>180</td>
<td>14.6%</td>
</tr>
</tbody>
</table>

**Website Usage Level and Outcomes**

We grouped participants based on the frequency and duration of pro-ED website usage. Light users (n = 199, 16.1%) were those who reported less than 1 month of website usage regardless of frequency, or 1–12 months of usage with a frequency of less than once a month. Heavy users (n = 513, 41.5%) were those who used the websites at least daily and had visited them for 12 or more months. All other participants were considered medium users (n = 525, 42.4%). Mean hours/week of website usage were 3.02 (SD 4.8), 7.8 (SD 12.8), and 16.1 (SD 23.7, P < .001) for light, medium, and heavy users, respectively. Differences between groups in outcomes are presented in Table 3.
Table 3. Pro-eating disorder (pro-ED) website usage and associated eating disorder activities and outcomes.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n = 199)</th>
<th>Light (n = 525)</th>
<th>Medium (n = 513)</th>
<th>Heavy (n = 513)</th>
<th>( \chi^2/F )</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at survey (years), mean</td>
<td>22.0</td>
<td>23.1</td>
<td>22</td>
<td>21.6</td>
<td>6.1^a</td>
<td>2</td>
<td>.008</td>
</tr>
<tr>
<td>Current %median body weight, mean</td>
<td>101.9</td>
<td>106.3</td>
<td>101.4</td>
<td>100.5</td>
<td>3.5^b</td>
<td>2</td>
<td>.006</td>
</tr>
<tr>
<td>Eating Disorder Examination Questionnaire score, mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restraint</td>
<td>4.56</td>
<td>3.86</td>
<td>4.55</td>
<td>4.86</td>
<td>50.4^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Eating concerns</td>
<td>3.83</td>
<td>3.24</td>
<td>3.71</td>
<td>4.17</td>
<td>43.8^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Shape concerns</td>
<td>5.18</td>
<td>4.65</td>
<td>5.15</td>
<td>5.4</td>
<td>49.1^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Weight concerns</td>
<td>4.86</td>
<td>4.27</td>
<td>5.82</td>
<td>5.13</td>
<td>51.6^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Global</td>
<td>4.61</td>
<td>4</td>
<td>4.56</td>
<td>4.89</td>
<td>69.2^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Healthy days (in last 30 days)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall health poor (n = 1280)</td>
<td>67 (5.23%)</td>
<td>4.5</td>
<td>3.8</td>
<td>7.2</td>
<td>29.2^c</td>
<td>8</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Overall health excellent (n = 1280)</td>
<td>110 (8.59%)</td>
<td>14.1</td>
<td>9</td>
<td>6.4</td>
<td>29.2^c</td>
<td>8</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Unhealthy physical days, mean</td>
<td>6.5</td>
<td>5.3</td>
<td>5.8</td>
<td>7.7</td>
<td>11.2^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Unhealthy mental days, mean</td>
<td>18.4</td>
<td>16.6</td>
<td>17.6</td>
<td>20</td>
<td>11.2^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Sum unhealthy days, mean</td>
<td>21.1</td>
<td>19.1</td>
<td>20.4</td>
<td>22.6</td>
<td>11.2^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Days of limited activities, mean</td>
<td>7.5</td>
<td>7</td>
<td>7.1</td>
<td>8.3</td>
<td>3.0^d</td>
<td>2</td>
<td>.05</td>
</tr>
<tr>
<td>Eating Disorder Quality of Life score, mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological</td>
<td>2.78</td>
<td>2.43</td>
<td>2.74</td>
<td>2.95</td>
<td>39.0^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Physical</td>
<td>1.97</td>
<td>1.60</td>
<td>1.92</td>
<td>2.17</td>
<td>33.7^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Financial</td>
<td>0.55</td>
<td>0.47</td>
<td>0.49</td>
<td>0.64</td>
<td>5.3^a</td>
<td>2</td>
<td>.005</td>
</tr>
<tr>
<td>Work/school</td>
<td>0.63</td>
<td>0.43</td>
<td>0.59</td>
<td>0.76</td>
<td>13.1^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Total</td>
<td>1.50</td>
<td>1.25</td>
<td>1.45</td>
<td>1.64</td>
<td>34.7^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Amenorrhea (n = 1082)</td>
<td>367 (33.92%)</td>
<td>25.1</td>
<td>28.7</td>
<td>42.4</td>
<td>29.2^c</td>
<td>4</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Low bone mineral density (n = 1183)</td>
<td>110 (9.30%)</td>
<td>8.9</td>
<td>8.7</td>
<td>10.1</td>
<td>.574</td>
<td>2</td>
<td>.750</td>
</tr>
<tr>
<td>Age started dieting (years), mean</td>
<td>13.3</td>
<td>14.3</td>
<td>13.5</td>
<td>12.6</td>
<td>16.7^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Age eating disorder began (years), mean</td>
<td>14.3</td>
<td>14.7</td>
<td>14.6</td>
<td>13.9</td>
<td>4.2^b</td>
<td>2</td>
<td>.015</td>
</tr>
<tr>
<td>Disease duration (years), mean</td>
<td>7.6</td>
<td>8.1</td>
<td>7.5</td>
<td>7.6</td>
<td>.564</td>
<td>2</td>
<td>.569</td>
</tr>
<tr>
<td>History of eating disorder treatment (n = 1291)</td>
<td>419 (32.46%)</td>
<td>23.6</td>
<td>28.0</td>
<td>39.2</td>
<td>22.5^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>History of hospitalization (n = 1253)</td>
<td>170 (13.57%)</td>
<td>6.6</td>
<td>12.3</td>
<td>17.3</td>
<td>15.1^c</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Age first binging (years), mean</td>
<td>14.5</td>
<td>14.7</td>
<td>14.5</td>
<td>14.5</td>
<td>.238</td>
<td>2</td>
<td>.788</td>
</tr>
<tr>
<td>Binge eating</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 30 days (n = 1271)</td>
<td>843 (66.33%)</td>
<td>66</td>
<td>66.5</td>
<td>65.8</td>
<td>.051</td>
<td>2</td>
<td>.975</td>
</tr>
<tr>
<td>Ever (n = 1272)</td>
<td>1068 (83.96%)</td>
<td>80.2</td>
<td>81.1</td>
<td>88.3</td>
<td>12.4^a</td>
<td>2</td>
<td>.002</td>
</tr>
<tr>
<td>Age first purged (years), mean</td>
<td>15.9</td>
<td>16.4</td>
<td>16.2</td>
<td>15.6</td>
<td>4.5^b</td>
<td>2</td>
<td>.012</td>
</tr>
<tr>
<td>Purging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 30 days (n = 1251)</td>
<td>717 (57.31%)</td>
<td>48.5</td>
<td>53.2</td>
<td>65.1</td>
<td>22.3^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Ever (n = 1269)</td>
<td>969 (76.36%)</td>
<td>66.3</td>
<td>72.8</td>
<td>84.4</td>
<td>32.9^c</td>
<td>2</td>
<td>≤ .001</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Total</td>
<td>Light (n = 199)</td>
<td>Medium (n = 525)</td>
<td>Heavy (n = 513)</td>
<td>$\chi^2$/$F$</td>
<td>df</td>
<td>$P$ value</td>
</tr>
<tr>
<td>---------------------------------------------------</td>
<td>--------</td>
<td>----------------</td>
<td>-----------------</td>
<td>----------------</td>
<td>-------------</td>
<td>----</td>
<td>----------</td>
</tr>
<tr>
<td>Age first used laxatives (years), mean</td>
<td>17.6</td>
<td>18.4</td>
<td>17.9</td>
<td>17.2</td>
<td>4.3$^b$</td>
<td>2</td>
<td>.014</td>
</tr>
<tr>
<td>Laxative use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 30 days (n = 1264)</td>
<td>443 (35.05%)</td>
<td>28.6</td>
<td>32.8</td>
<td>39.8</td>
<td>9.8$^a$</td>
<td>2</td>
<td>.007</td>
</tr>
<tr>
<td>Ever (n = 1273)</td>
<td>700 (54.99%)</td>
<td>45.5</td>
<td>51.5</td>
<td>62.8</td>
<td>22.3$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Age first used diet pills (years), mean</td>
<td>17.1</td>
<td>18.2</td>
<td>17.3</td>
<td>16.7</td>
<td>8.4$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Diet pill use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 30 days (n = 1270)</td>
<td>551 (43.66%)</td>
<td>22.7</td>
<td>42.1</td>
<td>53.6</td>
<td>55.8$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Ever (n = 1271)</td>
<td>917 (72.15%)</td>
<td>53.5</td>
<td>72.0</td>
<td>79.7</td>
<td>48.9$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Excessive exercise last 30 days (n = 1260)</td>
<td>965 (76.59%)</td>
<td>68.4</td>
<td>74.5</td>
<td>82.3</td>
<td>18.0$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Self-injury</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 30 days (n = 1270)</td>
<td>454 (35.75%)</td>
<td>26.3</td>
<td>34.0</td>
<td>41.9</td>
<td>16.9$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Ever (n = 1271)</td>
<td>988 (77.73%)</td>
<td>66.2</td>
<td>76.7</td>
<td>83.0</td>
<td>23.8$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Age first visited a pro-ED site (years), mean</td>
<td>18.9</td>
<td>21.3</td>
<td>19.5</td>
<td>17.5</td>
<td>40.5$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Eating-disordered activity at sites</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learned about weight loss methods (n = 1289)</td>
<td>789 (61.21%)</td>
<td>61.3</td>
<td>66.5</td>
<td>61.6</td>
<td>3.2</td>
<td>2</td>
<td>.200</td>
</tr>
<tr>
<td>Learned about diet pills or laxatives (n = 1289)</td>
<td>621 (48.18%)</td>
<td>35.7</td>
<td>52</td>
<td>53.6</td>
<td>19.8$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Learned about places to purchase new diet pills, laxatives, or weight loss supplements (n = 1289)</td>
<td>294 (22.81%)</td>
<td>15.1</td>
<td>22.5</td>
<td>28.1</td>
<td>14.1$^c$</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Post-website use activity resulting from visiting pro-ED websites</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating habits have changed (n = 1230)</td>
<td>671 (54.55%)</td>
<td>40.3</td>
<td>58.2</td>
<td>56.1</td>
<td>19.3$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Used new diet pills, laxatives, or weight loss supplements in past 30 days (n = 1220)</td>
<td>210 (17.21%)</td>
<td>6.2</td>
<td>17.5</td>
<td>20.9</td>
<td>21.8$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Used new diet pills, laxatives, or weight loss supplements ever (n = 1224)</td>
<td>454 (37.09%)</td>
<td>17.9</td>
<td>34.3</td>
<td>46.9</td>
<td>54.0$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Used new weight loss or purging methods in past 30 days (n = 1212)</td>
<td>391 (32.26%)</td>
<td>28.4</td>
<td>34.6</td>
<td>31.3</td>
<td>2.7</td>
<td>2</td>
<td>.253</td>
</tr>
<tr>
<td>Used new weight loss or purging methods ever (n = 1229)</td>
<td>748 (60.86%)</td>
<td>45.1</td>
<td>64</td>
<td>63.4</td>
<td>23.6$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Self-harm in past 30 days (n = 1214)</td>
<td>68 (5.60%)</td>
<td>1.6</td>
<td>5.4</td>
<td>7.1</td>
<td>8.1$^b$</td>
<td>2</td>
<td>.017</td>
</tr>
<tr>
<td>Self-harm ever (n = 1229)</td>
<td>180 (14.65%)</td>
<td>6.6</td>
<td>13</td>
<td>19.1</td>
<td>19.6$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Host own pro-ED website (n = 1230)</td>
<td>212 (17.24%)</td>
<td>3.6</td>
<td>11.9</td>
<td>27.8</td>
<td>76.1$^c$</td>
<td>2</td>
<td>≤.001</td>
</tr>
<tr>
<td>Completely support pro-ED (n = 1227)</td>
<td>329 (26.81%)</td>
<td>7.3</td>
<td>25</td>
<td>36.1</td>
<td>135.8$^c$</td>
<td>8</td>
<td>≤.001</td>
</tr>
</tbody>
</table>

$^aP < .01$; in analysis of variance (ANOVA) testing: post hoc differences between light and medium and light and heavy.

$^bP < .05$; in ANOVA testing: post hoc differences between light and heavy for %median body weight and age when first used laxatives to control weight, between medium and heavy for age when eating disorder began; between light and heavy and medium for age at first purge.

$^cP < .001$; in ANOVA testing: post hoc differences between all groups for all Eating Disorder Examination Questionnaire scores, Eating Disorder Quality of Life (EDQOL) psychological, physical, and total scores, age started dieting, and age first used pro-ED sites; between light and medium and light and heavy for age first used diet pills; between heavy and light and heavy and medium for EDQOL financial and work/school subscores, and unhealthy physical, mental, and sum days.
Predictors of Disordered Eating and Quality of Life Impairment

To estimate models predicting EDE-Q and EDQOL global scores, we first examined colinearity among the variables of interest. Age and duration of disease were strongly and significantly correlated ($r = .76$), as were %median body weight and %median BMI at highest ($r = .74$) and lowest ($r = .77$) weights. While other variables were correlated, no others were at the point of colinearity. Therefore, we entered age, %median body weight, level of pro-ED website usage, and EDE-Q and EDQOL global scores into our multivariate models.

Significant predictors of EDE-Q scores were EDQOL global score ($\beta = .56, P < .001$) and higher pro-ED usage level ($\beta = .19, P < .001$), predicting 40% of the variance ($F_{4,1116} = 185.2, P < .001$). Significant predictors of EDQOL scores were EDE-Q scores ($\beta = .59, P < .001$) and age ($\beta = -.07, P < .005$), while pro-ED usage level was not significant ($\beta = .04, P = .13$). This variable set explained 38% of the variance in EDQOL scores ($F_{4,1116} = 167.4, P < .001$).

Discussion

This was the largest and most comprehensive study of adult pro-ED website visitors to date. Most are normal-weight young women, who report multiple extreme weight control behaviors, yet have never been in formal eating disorder treatment. This study challenges presumptions about both pro-ED website users and eating disordered individuals in general.

Our results show a clear association between the level of pro-ED website usage and both disordered eating and quality of life. Pro-ED website usage remains an important predictor of EDE-Q scores even when other commonly reported predictors are considered. Heavy users of pro-ED websites differ significantly from light users; of particular concern are those who spend, on average, around 16 hours per week on these websites. More website usage was strongly associated with higher levels of disordered eating on the EDE-Q and more severe impairment on the EDQOL. Usage level was also incrementally associated with younger age at dieting onset, various disordered eating behaviors, and most harmful post-website use activities, such as diet pill use, weight loss techniques, or self-injury. Nearly a third of heavy website users hosted their own pro-ED website and supported pro-ED as a movement. Website usage was also strongly associated with treatment and hospitalization rates. This was a cross-sectional study, so causality cannot be inferred and may simply reflect the degree of illness in heavy website users. However, the reported average age at onset of visiting pro-ED websites was higher than the reported age at onset of other disordered eating behaviors, and years after participants felt their eating disorder had begun. This suggests a disease progression in which website visitation is a later consequence, and not an earlier cause.

These participants differ from the media’s typical image of underweight teenaged pro-ED users, as over half of participants had been overweight or obese, and a fifth were overweight or obese at the time of the survey. Participants displayed high levels of eating disorder pathology and impaired quality of life on validated measures, consistent with those previously reported for homogeneous populations of more strictly defined anorexia nervosa patients [14,16,18]. Pro-ED website users self-reported dangerous behaviors including purging, laxative use, compulsive exercise, and diet pill use. They also reported high levels of eating disorder sequelae and comorbidities, with nearly 50% reporting menstrual irregularities in the last year. Psychiatric diagnoses were prevalent, with 59% reporting depression, 42% anxiety, 52% a history of treatment with psychiatric medication, and over 75% with a history of self-injury.

Despite the high level of pathology and the majority self-diagnosing an eating disorder, only one-third of participants had ever received formal care for their disordered eating. These findings suggest inadequate screening and diagnosis of eating disorders, and that pro-ED website users are seeking support online instead of with a traditional health model. This is a complex phenomenon, and it has been suggested that pro-ED websites may provide a safe, nonjudgmental, and possibly therapeutic interactive environment [19]. However, they have also been noted to offer advice on managing eating disorders, and may subvert mainstream medical care systems by failing to portray eating disorders as negative conditions requiring professional treatment [20]. Our finding that treatment was much less common in normal-weight, overweight, or obese participants raises the question of whether disordered eating may be more likely to be missed in normal and overweight populations, and that these individuals in particular may seek online support.

Respondents reported an astonishingly high 21.1 unhealthy days in the past month (a normal value is 6 unhealthy days in the past 30 days, with diabetic people averaging 11, and breast cancer patients averaging 12) [15]. Participants also had severe levels of impairment on a disease-specific measure, the EDQOL. These results also indicate the need for further prospective study on quality of life and disordered eating, as they appear to be strongly associated.

Online survey methods are new and developing. This comprehensive study design successfully obtained representation from a wide spectrum of websites meeting specific inclusion criteria based on pro-ED content. Engaging website designers and maintainers to incorporate dedicated links to our study allowed us to include over 1200 participants over a relatively short study period. We also assessed participant truthfulness, which allowed us to further improve the quality of data analyzed. Finally, studying participants via the Internet not only offers a population more diverse than many previously reported clinical samples, but also circumvents the ethical problem of inadvertently introducing potentially harmful website content to a population previously naïve to pro-ED sites.

This study has some important limitations. First, respondents were queried about activities that began many years prior to the study, rendering the possibility of recall bias. Second, this was a convenience sample of users who chose to participate, potentially resulting in a selection bias. Third, all online surveys were queried about activities that began many years prior to the study, rendering the possibility of recall bias. The study, however, allowed us to include over 1200 participants over a relatively short study period. We also assessed participant truthfulness, which allowed us to further improve the quality of data analyzed. Finally, studying participants via the Internet not only offers a population more diverse than many previously reported clinical samples, but also circumvents the ethical problem of inadvertently introducing potentially harmful website content to a population previously naïve to pro-ED sites.

This study has some important limitations. First, respondents were queried about activities that began many years prior to the study, rendering the possibility of recall bias. Second, this was a convenience sample of users who chose to participate, potentially resulting in a selection bias. Third, all online surveys were queried about activities that began many years prior to the study, rendering the possibility of recall bias. Therefore, we entered age, %median body weight, level of pro-ED website usage, and EDE-Q and EDQOL global scores into our multivariate models. Significant predictors of EDE-Q scores were EDQOL global score ($\beta = .56, P < .001$) and higher pro-ED usage level ($\beta = .19, P < .001$), predicting 40% of the variance ($F_{4,1116} = 185.2, P < .001$). Significant predictors of EDQOL scores were EDE-Q scores ($\beta = .59, P < .001$) and age ($\beta = -.07, P < .005$), while pro-ED usage level was not significant ($\beta = .04, P = .13$). This variable set explained 38% of the variance in EDQOL scores ($F_{4,1116} = 167.4, P < .001$).
sensitive topics [21]. Fourth, our survey design did not involve a method of access control and thus could have had duplicate responses from the same IP address. Finally, because so few respondents had received treatment, it is possible that the participants underreported or had not yet identified some medical outcomes.

These findings highlight the need to consider the Internet more often as a vehicle for intervention and study, as it offers easy accessibility to users. If appropriate and helpful interventions are developed, they have the potential to reach many people beyond traditional treatment center walls. Users of pro-ED content websites visit them not just for motivation for weight loss or specific dieting tips, but also for emotional support. Pro-recovery websites do not resonate as well with these users, indicating that the medical community needs to listen to online health seekers to determine whether there are self-help sites or educational modules that this population would find meaningful.

Websites with pro-ED content may play both supportive and harmful roles for those struggling with disordered eating. While the content of these sites may affect the eating behaviors of website visitors, the extent of website usage appears to have a more central role in eating behaviors, weight concerns, and quality of life. Moreover, these findings confirm that many with significantly disordered eating, medical complications, psychiatric comorbidity, and severely impaired quality of life are not accessing traditional care and do not fit conventional eating disorder models. They seek support from a Web-based peer group, which poses both potential harms and opportunities for interventions within these online communities. It is critical that future studies comprehensively address possibilities for intervention and improved relationships with these forums, in order to advance our treatment and screening procedures into an online age.
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Abstract

Background: Suicide is one of the major causes of death in the world, leading to approximately 1 million deaths per year. While much of what is said about suicide and its causes is still taboo in most contemporary societies and cultures, internet websites and discussion forums have become an important and controversial source of information on the subject. A great deal of ambivalence is discernible as to whether online communication about suicide primarily should be seen as an opportunity or a serious threat.

Objective: To investigate how the subject of suicide is represented on the Internet, based on hits generated by the search engine Google.

Methods: In an exploratory design, Google search results on the target word “suicide”, for the years 2005, 2009, and 2012 respectively, were systematically analyzed and compared.

Results: The study shows that web pages of institutional origin on the subject predominate, that the content provided by these institutions concerns primarily research and prevention, and that the form of communication used by these senders is almost exclusively monological. However, besides these institutional pages there are a substantial number of private senders and pages, often anti-medical and against treatment of depression and other mental problems, characterized by dialogue, confessions and narratives, and to a higher degree, an alternative pro-suicide stance.

Conclusions: To counteract the influence of anti-medical and pro-suicide information, the role of the Internet should be discussed with the patient in clinical practice. Dialogical and confessional communications provide an opportunity for the clinician to gain a deeper perspective into perceptions of patients, regarding both their afflictions and the role of medical treatment in their lives.

(Keywords: suicide; internet; websites; pro-suicide; suicide-preventive

Introduction

Suicide is one of the major causes of death in the world, leading to approximately 1 million deaths per year. It is estimated that by the year 2020, this figure will have increased to 1.5 million [1,2]. While the topic of suicide is still taboo and stigmatized [3], and also often neglected in most contemporary societies and cultures [4], websites and discussion forums have become an important and sometimes controversial source of information on the subject [5,6]. It estimated that there are more than 2 billion Internet users worldwide, with about half of them living in Asia [7]. The application of the Internet in daily life is progressively enhancing. Socioeconomic gaps in Internet use are decreasing, while Internet access is available in more and more rural and remote areas.
One central aspect of the Internet is that the line between private and public communication is expunged. This also has consequences for the development of how the topic of suicide is handled in society. The Internet is not a pretend-world. It is a world populated by real people with different social and cultural backgrounds. In its virtual social environment people meet, exchange thoughts, feelings and experiences; and just like in the real world, the actions people take on the Internet affect their own and/or other people’s lives [8].

A great deal of ambivalence is discernible as to whether online communication about suicide should be seen primarily as an opportunity or a serious threat [9,10]. Some researchers have reflected on the emergence of pro-suicide websites on the Internet [11-14]. It has been pointed out that these sites recommend suicide as a solution to life’s problems and contain detailed descriptions of methods yielding the maximum effect, as well as suicide notes and pictures of people who committed suicide. They persuade and exert group pressure to fulfil suicide plans, glorifying those who have committed suicide. These websites have also given rise to a new form of suicide pact—“net suicides” [15-18]. These developments have given grounds for a fear of the Internet’s detrimental influence on peoples’ understanding and behavior towards suicide. Some authors have put forward that the Internet has a stronger “Werther effect”—ie, a greater potential to induce suicide acts—than other mediated communication forms [19]. Others point to a clear “anti-psychiatric” attitude behind the production of the pro-suicide message [20].

However, the Internet can also be seen as a key resource and a powerful communication tool for understanding and psychologically supporting potentially suicidal individuals [21-24], sometimes referred to as the “Papageno effect” [25]. For example, it may be used to identify people in the risk zone for suicidal acts and then communicate with them, thereby preventing such acts [26].

In April 2005, the word *suicide* generated around 27 million hits on the Google search engine. Four years later, in April 2009, the number of search hits had more than doubled, and in January 2012, the Google search engine generated about 250 million hits on the word *suicide*. The mere existence of so many websites on the suicide subject is not cause for alarm in itself; it means only that the word *suicide* is included in a variety of texts on the Web or that Google’s search algorithms are better at finding texts that include the term *suicide*. Without a more detailed study of these websites’ content, we cannot know what they stand for.

It has been argued that search engines like Google can be seen as meta-sources for information on various topics and that search results on a certain topic may be representative of Internet content at large: “Google search volumes reflect a large proportion of all available Internet search data on the chosen term, thereby capturing a vast amount of information” [27].

The aim of this quantitative study is to examine how the subject of suicide is represented to users on the Internet by proxy of hits for the word *suicide* generated by the search engine Google. The specific research questions that the study is designed to answer are:

- Who are the senders of the information about suicide on the Internet?
- How is the subject of suicide communicated? Is it primarily through a monological or a dialogical communication?
- What categories of content on the suicide subject appear on the Internet?
- Which discourse about suicide predominates on the Internet?

**Methods**

In April 2005, a search was generated on Google (google.com) using the word *suicide*. The first 100 search hits were analyzed systematically. The rationale behind this procedure was to capture a cross-sectional sample of search results. At the heart of Google’s search engine system is the software PageRank [28]. PageRank can be described simply as a type of priority scheme in which more “valuable” and frequently visited websites are ranked higher in the search lists than the less visited and less “valuable” pages. Value is defined by terms similar to that used in the academia, ie, topic relevance and number of citations by other publications (in PageRank this corresponds to links by other websites). The first 100 search results for the word *suicide* should therefore be regarded as the most visited and most cited web pages in the world about suicide.

The search procedure and analysis were repeated in April 2009 and in January 2012, in order to investigate possible changes in the representation of suicide on the Internet over time.

One aspect that could be argued to influence the results of this study is changes in search engine algorithms used by Google. Such algorithms are optimized by Google frequently to enhance user experience. Changes in these algorithms may affect the search results in a way that does not reflect a change in tangible suicide-related material on the Internet. However, as the aim of this study is to capture what Internet users find on the web, as opposed to describing the complete range of suicide-related materials on the Internet (including those that cannot be found), it is argued that the representativeness of this sample is not threatened: A change in the algorithms affects the results of this study the same way as it affects the results as experienced by users.

After visiting each website, two researchers filled out a checklist with a number of items relating to four pre-specified characteristics, described below.

Senders: this variable attempted to identify the actor(s) behind the specific text or web page. Authorities associated with a government or a public body were identified, as well as Non-Governmental Organisations (NGOs) and associations, corporations, or private senders.

Form of communication: this refers to the direction of the communication on the given website. Whether users have the opportunity to discuss with each other, comment on/change the contents, or only to receive the contents without interaction.
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Content: this refers to the type of information provided on the website, for example: scientific findings versus specific suicide-related events such as the death of a celebrity, or personal “confessions” and discussions about suicide.

Discourse: this variable aimed to capture how the topic of suicide was approached. The current medical-psychiatric view, where suicide is seen as harmful behavior, both for the individual and society, and something that is preventable and treatable was contrasted to views promoting/enticing the act of suicide as valid solution to problems in life, and/or suggesting methods and means to commit suicide.

Exclusion Criteria
Websites in which the word suicide was used metaphorically but that did not otherwise contain any suicide-related content were excluded. Examples of this may be references to members of parliament who have committed “political suicide”, cells in the human body that “commit suicide”. Suicide is a very powerful and symbolically charged word in our culture and is sometimes used in contexts unrelated to the suicidal subject and the act of suicide itself, probably in order to boost the effect of what is expressed [29].

Interestingly, the non-related search hits for the word suicide were especially high for the year 2009 (46%) compared to 2005 and 2012 (13% and 19% respectively) (Table 1). This reflects the volatile nature of Internet-based information content when defined in terms of Google search hits. In this study, the main cause of this increase in non-related search hits in 2009 was firstly an increase in popularity of a pornographic website called SuicideGirls, which not even after thorough examination revealed any suicide-related material; and secondly the promotional activities of the electronic punk musical duo called Suicide who were releasing a new album as well as starting a tour in 2009. Thus, websites related to both these topics were lacking suicide-related content.

Attrition
As web pages are removed or modified and because web addresses are constantly changing, the “website attrition” that occurred between period of sampling and analysis was noted in our sample. Time is an important factor affecting attrition in studies of the Internet using a cross-sectional methodology [30, 31]. All websites in this study were visited within 2 weeks of the date of sampling. An attempt was made to analyze even those websites that were unavailable at the time of the visit using Internet Archive (www.archive.org). However, due to the exclusion of non-related hits and website attrition, the sample was thus reduced to 84 hits of full material in 2005, to 48 hits in 2009 and to 82 hits in 2012 (Table 1).

Table 1. Included suicide-related content, exclusion due to relevance, and attrition in 2005, 2009 and 2012 respectively. P-values based on Fisher’s exact test.

<table>
<thead>
<tr>
<th>Material</th>
<th>Year</th>
<th>2005</th>
<th>2009</th>
<th>2012</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>n</td>
<td>n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Included hits</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exclusion (non-related)</td>
<td>13</td>
<td>46</td>
<td>0</td>
<td></td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Exclusion (attrition)</td>
<td>3</td>
<td>6</td>
<td>0</td>
<td></td>
<td>.05</td>
</tr>
</tbody>
</table>

Coding
Fifty randomly selected search hits were coded by two independent coders in order to test inter-rater reliability. The Cohen’s Kappa value of 0.72 was interpreted as a substantial agreement between the coders [32]. The same coders and measurements were used in the 2005, 2009 and 2012 material.

Analysis
Considering that this is not a hypothesis-driven study, but rather an attempt at mapping suicide-related content on the Internet, Fisher’s exact was used to establish an association (or the lack thereof) between time and the study variables regarding suicide-related content. Cochran-Armitage trend analysis was used to identify trends in the changes regarding suicide-related content. No significant trends were identified.

Results
Senders
The 2005 material shows that 65 (77%) of the 84 Google hits on the search term suicide come from institutional senders and 19 (23%) from private senders (Table 2). The frequencies for 2009 and 2012 confirm that institutional senders are the largest category. Yet, the 2005, 2009 and 2012 material has a large proportion of private senders in the more relevant search positions (the first ten search hits), which indicates that these senders’ websites are relatively visible and highly attended.
Table 2. The share of search hits on Google on the search term suicide distributed on the variable Senders. In percent (and frequencies). P-values based on Fisher’s exact test for association (and Cochran-Armitage trend statistic in parentheses).

<table>
<thead>
<tr>
<th>Senders</th>
<th>Year</th>
<th>2005</th>
<th>2009</th>
<th>2012</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n = 84</td>
<td>n = 48</td>
<td>n = 82</td>
<td></td>
</tr>
<tr>
<td>Institutional</td>
<td>77% (65)</td>
<td>71% (34)</td>
<td>83% (68)</td>
<td>.27 (.41)</td>
<td></td>
</tr>
<tr>
<td>senders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>23% (19)</td>
<td>29% (14)</td>
<td>17% (14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>senders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Form of Communication

The communication about the subject of suicide on the Internet is clearly dominated by the one-way communication form monologue, even though the differences between the categories are somewhat smaller in 2009 and 2012 than in 2005 (Table 3).

Table 3. The share of search hits on Google on the search term suicide distributed on the variable Form of communication. In percent (and frequencies). P-values based on Fisher’s exact test for association (and Cochran-Armitage trend statistic in parentheses).

<table>
<thead>
<tr>
<th>Form of communication</th>
<th>Year</th>
<th>2005</th>
<th>2009</th>
<th>2012</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n = 84</td>
<td>n = 48</td>
<td>n = 82</td>
<td></td>
</tr>
<tr>
<td>Monologue</td>
<td>93% (78)</td>
<td>88% (42)</td>
<td>85% (70)</td>
<td>.30 (.41)</td>
<td></td>
</tr>
<tr>
<td>Dialogue</td>
<td>7% (6)</td>
<td>12% (6)</td>
<td>15% (12)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Content

Research and suicide-prevention is the most common content in the search hits on suicide in all of the studied years. In the 2005 material, 61 (73%) of the search hits fell into this category; in 2009, it was 23 (48%); and in the 2012 material, 61 (74%) of the search hits were categorized as research and suicide-prevention (Table 4).

The relatively small share of personal and intimate statements and conversations about suicide, found in the category confessions, has been fairly the same for all the three years (Table 4).

Table 4. The share of search hits on Google on the search term suicide distributed on the variable Content. In percent and (frequencies). In percent (and frequencies). P-values based on Fisher’s exact test for association (and Cochran-Armitage trend statistic in parentheses).

<table>
<thead>
<tr>
<th>Content</th>
<th>Year</th>
<th>2005</th>
<th>2009</th>
<th>2012</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n = 84</td>
<td>n = 48</td>
<td>n = 82</td>
<td></td>
</tr>
<tr>
<td>Research /suicide prevention</td>
<td>73% (61)</td>
<td>48% (23)</td>
<td>74% (61)</td>
<td>&lt;.01 (.82)</td>
<td></td>
</tr>
<tr>
<td>Suicide events</td>
<td>2% (2)</td>
<td>6% (3)</td>
<td>9% (7)</td>
<td>.20 (.08)</td>
<td></td>
</tr>
<tr>
<td>General reflections</td>
<td>18% (15)</td>
<td>21% (10)</td>
<td>12% (10)</td>
<td>.39 (.33)</td>
<td></td>
</tr>
<tr>
<td>Confessions</td>
<td>6% (5)</td>
<td>6% (3)</td>
<td>4% (3)</td>
<td>.78 (.50)</td>
<td></td>
</tr>
<tr>
<td>Fiction</td>
<td>1% (1)</td>
<td>19% (9)</td>
<td>1% (1)</td>
<td>&lt;.01 (.97)</td>
<td></td>
</tr>
</tbody>
</table>

Discourse

The results show that a majority of the search hits for all the studied years have a clear suicide-preventive message. In 2005, it was 63 out of 84 hits (75%); in 2009, 27 out of 48 hits (56%); and in 2012, 64 out of 82 hits (78%) (Table 5).
Table 5. The share of search hits on Google on the search term suicide distributed on the variable Discourse. In percent and (frequencies). P-values based on Fisher’s exact test. P-values based on Fisher’s exact test for association (and Cochran-Armitage trend statistic in parentheses).

<table>
<thead>
<tr>
<th>Discourse</th>
<th>Year</th>
<th>Percentage (%)</th>
<th>Frequency</th>
<th>P-values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2005</td>
<td>2009</td>
<td>2012</td>
<td>n = 84</td>
</tr>
<tr>
<td>Suicide preventive</td>
<td></td>
<td></td>
<td></td>
<td>75% (63)</td>
</tr>
<tr>
<td>Pro-suicide</td>
<td></td>
<td></td>
<td></td>
<td>6% (5)</td>
</tr>
<tr>
<td>Both categories</td>
<td></td>
<td></td>
<td></td>
<td>11% (9)</td>
</tr>
<tr>
<td>Non-applicable</td>
<td></td>
<td></td>
<td></td>
<td>8% (7)</td>
</tr>
</tbody>
</table>

Discussion

Although the institutional senders quantitatively dominate the communication about suicide on the Internet, the relatively large proportion of non-institutional private senders illustrates how the Internet effects the way that suicide is communicated in today’s society.

The analysis of the relation between the variables senders and form of communication in the 2005, 2009, and 2012 material shows that communication about suicide on the Internet by institutional senders is almost entirely in a monologial form, with very few instances of dialogue. In contrast to this, the proportion of the communication form dialogue for the private senders constitutes 21% in 2005, and in 2009 and 2012, the dialogue represents more than a third of the search hits (36%) for these senders. So, today there is a clear distinction between the institutional senders and the private senders in terms of how to communicate the subject of suicide.

Dialogue is thus a quite common form of communication about suicide for the private senders. The Internet, uniquely, consists of several different forms of mass communication, where the interactive multi-way communication is the part that means something qualitatively new to the suicide subject, while the one-way monologial communication on the Internet stands for an extension of an already existing institutional communication about the suicide subject. The contents of the dialogic communication are based on the social reality outside the Internet. They are shaped and conventionalized according to the specific factors of the communication that occur in the virtual environment, such as a higher degree of anonymity, a greater spatial distance and, to a large extent, a text-based communication.

The most common content on the subject of suicide on the Internet is about research and suicide-prevention. The analysis of the relation between senders and content in the 2005, 2009 and 2012 material shows that communication about suicide from the institutional senders is made up mainly from texts on research and suicide-prevention (82%, 62%, 82% respectively). This content category also makes up a substantial proportion for the private senders (39%, 14%, 36% respectively), but here the categories confessions and general reflections also make up a noteworthy share (for confessions 22%, 21%, 21% respectively).

The content category confessions contain personal and intimate stories and conversations about one’s own or other people’s suicidal acts and suicidal thoughts. When reading these texts more closely, it is clear that the people writing them are asking questions about the meaning of their existence, that they are crying out for help, that they seek confirmation and understanding, and that they are trying to support and encourage each other the best they can, and in some cases even urge each other to carry out suicidal plans.

According to other studies regarding the representation of suicide on the Internet, pro-suicide websites have shown to be high up on search engines’ result lists, making them highly visible and accessible for those who are looking for suicide-related material [33,34]. These findings are congruent with this study’s results for the years 2005 and 2009, but it is not as clear in the 2012 material. Another recent study also points out that the preventive websites are more visible and accessible on the Internet today compared to those that are pro-suicide [35]. This does not necessarily mean that pro-suicide websites have declined in numbers; they’re just not as prevalent among the first 100 search results, when using the more general search term suicide. This could be due to a recent and deliberate strategy (eg, search engine optimization) from suicide-preventive actors to make their websites more reachable and popular, and thereby get a better ranking in the search results lists. Hopefully it is an increased awareness about the risks that pro-suicide websites may have on vulnerable Internet users that lies behind this strategy. These types of websites play a documented role in information on various types of suicide methods, the glorification of individuals who have committed suicide, as well as encouragement to go through with suicide plans [36-40].

Before the development of the Internet, pro-suicide texts were unusual and difficult for audiences to get hold of. The expansion of the Internet has thus enabled pro-suicide messages to spread and can consequently be received by more people today than before. Thus, for an Internet user searching for suicide-related material using a search engine, the likelihood, or risk, of unintentionally finding pro-suicide messages is lower in 2012 than in 2009 and 2005. However, users consciously aiming at finding pro-suicide material will have no problem in doing so [41].

The Challenge for Clinicians

The results show that it is institutional actors, distributing contents of research and suicide-prevention in a monologial way, that dominate the communication about suicide on the
Internet. But besides these institutional senders, there is a considerable proportion of private actors for which the Internet has meant the opportunity to publish material and discuss, confess and seek contact on a subject that has always been strongly taboo and therefore “belonged” to only a few voices in public discourse. This opportunity has resulted in both constructive and strongly destructive contributions, such as pro-suicide messages.

Today, it seems a very important task for clinicians to respond to the substantial amount of pro-suicide messages on the Internet and to continue to develop preventive strategies and resources for individuals at risk for suicidal acts [42]. The preventive resources should also be developed using the dialogic communication between the mental-health expertise and help-seeking individuals; unidirectional information about mental illness and suicide prevention is not enough [43]. Another important task is to raise awareness among clinicians about the risks it may pose to suicidal individuals to visit pro-suicide websites, which contain descriptions and evaluations of potent suicide methods and promote an attitude that suicide can be an acceptable way to solve life problems. A key instrument could be to establish routines in which clinicians ask their patients about their use of the Internet and also help the patients to find preventive sites with therapeutic resources.

**Conclusion**

Through the Internet, the dominant understanding of suicide is challenged by new voices, and the battle over definitions of “right and wrong” and perceptions of “true and false” has intensified. The possibility of reaching out to large groups of users is no longer monopolized by institutional senders. These developments brought on by the wide spread use of the Internet have posed obstacles as well as benefits in the field of suicide prevention.

Clinicians taking part in the online dialogical communication, on platforms where patients/laypersons discuss mental health-related topics, could be a helpful tool in the development of cohesion between patient and clinicians [44], and increase the understanding of the patient perspective.
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Abstract

Background: Suicidal ideation is highly prevalent, but often remains untreated. The Internet can be used to provide accessible interventions.

Objective: To evaluate the cost-effectiveness of an online, unguided, self-help intervention for reducing suicidal ideation.

Methods: A total of 236 adults with mild to moderate suicidal thoughts, defined as scores between 1-26 on the Beck Scale for Suicide Ideation (BSS), were recruited in the general population and randomized to the intervention (n = 116) or to a waitlist, information-only, control group (n = 120). The intervention aimed to decrease the frequency and intensity of suicidal ideation and consisted of 6 modules based on cognitive behavioral techniques. Participants in both groups had unrestricted access to care as usual. Assessments took place at baseline and 6 weeks later (post-test). All questionnaires were self-report and administered via the Internet. Treatment response was defined as a clinically significant decrease in suicidal ideation on the BSS. Total per-participant costs encompassed costs of health service uptake, participants’ out-of-pocket expenses, costs stemming from production losses, and intervention costs. These were expressed in Euros (€) for the reference year 2009.

Results: At post-test, treatment response was 35.3% and 20.8% in the experimental and control conditions, respectively. The incremental effectiveness was 0.35 – 0.21 = 0.15 (SE 0.06, \(P = .01\)). The annualized incremental costs were –€5039 per participant. Therefore, the mean incremental cost-effectiveness ratio (ICER) was estimated to be –€5039/0.15 = –€34,727 after rounding (US –$41,325) for an additional treatment response, indicating annual cost savings per treatment responder.

Conclusions: This is the first trial to indicate that online self-help to reduce suicidal ideation is feasible, effective, and cost saving. Limitations included reliance on self-report and a short timeframe (6 weeks). Therefore, replication with a longer follow-up period is recommended.
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Introduction

Suicidal ideation is highly prevalent and causes considerable disease burden [1], but often remains untreated [2]. Frequently reported barriers to seeking help include a preference to handle the problem alone, believing the problem is not severe, and believing treatment will not be effective [2]. For these reasons, an online self-help intervention specifically aimed at reducing suicidal ideation was developed [3]. Self-help can be defined as a standardized psychological treatment that a participant can work through independently. The rationale for using online delivery for this intervention included the reach, accessibility, and anonymity of the Web, thereby facilitating dissemination. Web-based interventions have been found effective for a range of mental disorders (eg, depression, anxiety, and problem drinking) [4-7].

The potential economic advantages of Web-based interventions are among commonly cited motivations for their development [8]. Indeed, promising results have been published for Web-based interventions targeting both somatic [9-10] and psychological problems [11-15]. However, being a relatively young research field, economic evaluations of Web-based interventions are still scarce and often have limitations [8].

For face-to-face psychological treatments targeting suicidality, some empirical evidence is available for cognitive behavior therapy (CBT) [16-17], dialectical behavior therapy (DBT) [18-20], problem-solving treatment (PST) [21-22], and mindfulness-based cognitive therapy (MBCT) [23-25]. Economic evaluations of psychological treatments for suicidality are almost non-existent, which has been attributed to a general lack of unambiguous effectiveness of treatment programs [26-27]. One study comparing manual-assisted cognitive behavior therapy (MACT) with care as usual found indications that MACT was valuable from an economic perspective; however, results were not conclusive [28]. Furthermore, a review of therapies for borderline personality disorder indicated that DBT could potentially be cost-effective [29].

The economic impact on society of not taking preventive measures (ie, the costs of suicide) have been estimated to be well over £1,000,000 per suicide (2005 prices) [27]. Although no similar estimates have been reported regarding suicidal ideation, these are likely to be substantial when considering the economic burden of depression [30-31], a common mental disorder in people with suicidal ideation.

This paper reports the results of an economic evaluation of a randomized controlled trial comparing online self-help for suicidal ideation with a waitlist control condition (Netherlands Trial Register, NTR1689).

Methods

Design and Participants

Participants were recruited between October 2009 and November 2010 from the Dutch general population by means of advertisements in newspapers, relevant websites, and Google AdWords. The methods used in this trial have been described in detail elsewhere [3]. To be included, people had to be over 18 years, have access to the Internet and a valid email address, and have a good command of the Dutch language. In addition, they needed to present with a score between 1 and 26 on the Beck Scale for Suicide Ideation (BSS) [32] suggesting mild to moderate suicidal ideation, and a score < 40 on the Beck Depression Inventory (BDI) [33], to avoid including people with severe levels of depression. These criteria were established in consultation with clinical experts.

Eligibility was assessed using an online application procedure. In total, 1268 respondents filled in the screening questionnaires (BSS and BDI). Respondents who exceeded the cutoff scores (562/1268, 44.32%) were referred to other (mental health) services by means of an automated response. Eligible respondents were requested to fill in their email address, after which an information brochure and an informed consent form were emailed to them. A small number did not fill in their email address and were consequently excluded (53/1268, 4.18%). After returning the informed consent form, on which participants had to disclose their identity and that of their family physician, participants (n = 236) were stratified for gender and randomized in blocks of 20 to the intervention (n = 116) or to the waitlisted condition (n = 120) by an independent researcher using random allocation software. Most of the eligible respondents (417/706, 59.1%) did not return their informed consent form, possibly due to the lack of anonymity when participating (see Figure 1).

After randomization, participants in the intervention group received log-in codes for the self-help intervention. Participants in the control group received a link to an information website. Eligibility was assessed using an online application procedure. In total, 1268 respondents filled in the screening questionnaires (BSS and BDI). Respondents who exceeded the cutoff scores (562/1268, 44.32%) were referred to other (mental health) services by means of an automated response. Eligible respondents were requested to fill in their email address, after which an information brochure and an informed consent form were emailed to them. A small number did not fill in their email address and were consequently excluded (53/1268, 4.18%). After returning the informed consent form, on which participants had to disclose their identity and that of their family physician, participants (n = 236) were stratified for gender and randomized in blocks of 20 to the intervention (n = 116) or to the waitlisted condition (n = 120) by an independent researcher using random allocation software. Most of the eligible respondents (417/706, 59.1%) did not return their informed consent form, possibly due to the lack of anonymity when participating (see Figure 1).

After returning the informed consent form, on which participants had to disclose their identity and that of their family physician, participants (n = 236) were stratified for gender and randomized in blocks of 20 to the intervention (n = 116) or to the waitlisted condition (n = 120) by an independent researcher using random allocation software. Most of the eligible respondents (417/706, 59.1%) did not return their informed consent form, possibly due to the lack of anonymity when participating (see Figure 1).

After randomization, participants in the intervention group received log-in codes for the self-help intervention. Participants in the control group received a link to an information website. Eligible respondents were requested to fill in their email address, after which an information brochure and an informed consent form were emailed to them. A small number did not fill in their email address and were consequently excluded (53/1268, 4.18%). After returning the informed consent form, on which participants had to disclose their identity and that of their family physician, participants (n = 236) were stratified for gender and randomized in blocks of 20 to the intervention (n = 116) or to the waitlisted condition (n = 120) by an independent researcher using random allocation software. Most of the eligible respondents (417/706, 59.1%) did not return their informed consent form, possibly due to the lack of anonymity when participating (see Figure 1).

After returning the informed consent form, on which participants had to disclose their identity and that of their family physician, participants (n = 236) were stratified for gender and randomized in blocks of 20 to the intervention (n = 116) or to the waitlisted condition (n = 120) by an independent researcher using random allocation software. Most of the eligible respondents (417/706, 59.1%) did not return their informed consent form, possibly due to the lack of anonymity when participating (see Figure 1).

After returning the informed consent form, on which participants had to disclose their identity and that of their family physician, participants (n = 236) were stratified for gender and randomized in blocks of 20 to the intervention (n = 116) or to the waitlisted condition (n = 120) by an independent researcher using random allocation software. Most of the eligible respondents (417/706, 59.1%) did not return their informed consent form, possibly due to the lack of anonymity when participating (see Figure 1).
**Intervention**

The experimental group received an online, unguided, self-help intervention aimed at decreasing the frequency and intensity of their suicidal ideation. This intervention is based on CBT (DBT, PST, and MBCT). All of these treatment programs have evidence for their effectiveness in reducing suicidality [18,24,34-35].

The intervention consists of six weekly modules which consecutively focus on (1) the repetitive character of suicidal thoughts [36], (2) dealing with intense emotions, (3) identifying negative automatic thoughts, (4) learning to recognize thinking patterns, (5) reformulating negative thoughts, and (6) relapse prevention. A more detailed description of the intervention has been previously published [3]. The intervention is currently available through 113Online (www.113online.nl), a Dutch online suicide prevention platform [37,38].

Participants were encouraged to follow one module per week and they received an automated weekly motivating email. Approximately half (56.0%, 65/116) of the participants in the intervention group completed at least three modules of the intervention, 21.6% (25/116) completed the whole intervention, and a similar percentage (22.4%, 26/116) did not start the intervention.

If desired, participants were able to ask questions pertaining to the intervention via the website. Questions asked were often about specific exercises (e.g., “What thoughts should I tally?” and “Should I continue worry time in the second module?”) or about the other aspects of the website (e.g., “How long will my log-in codes be valid for?”). These were answered by the researchers, taking an average of 6 minutes per participant over the entire intervention period.

The control group received a link to a website created for the study that provided information on suicidality, such as prevalence, warning signs, and risk factors. Pretesting indicated that a maximum of 15 minutes was needed to read this information. In addition, links to relevant mental health centers were provided and participants were advised to use these.

**Power Analyses**

Sample size was based on the expected effect on the primary outcome measure (ie, the reduction of suicidal thoughts). In order to be able to detect an effect size of 0.35 with alpha = .05 and beta = .80, 100 subjects were needed in each condition. Including an expected drop-out attrition rate of 20% to 30% in each group, the sample size was determined at 260.

**Outcome Measures**

Questionnaires were self-report and administered via the Internet. For the current paper, data from baseline and post-test (6 weeks after baseline) were used.

**Primary Clinical Outcome**

The primary clinical outcome in this paper is suicidal ideation, assessed using the BSS [32]. This self-report questionnaire consisted of 21 items, each scored on a 0-2 scale. The total score was obtained by adding items 1-19 (range 0-38). The last two items relate to suicide attempts and the intent to die during the
most recent attempt. Internal reliability of the BSS is high, with Cronbach alpha ranging between .87 and .97 [39]. In this study, Cronbach alpha = .89 at baseline.

**Resource Use and Costing**

A societal perspective was adopted in this study; therefore, the costs of health service uptake, patients’ out-of-pocket costs, and production losses in paid work were included. Data on health care uptake and production losses were collected using the Trimbos-Institute of Medical Technology Assessment Questionnaire for Costs associated with Psychiatric Illness (TIC-P) [40], a health service receipt questionnaire that is widely used in economic evaluations in the Netherlands. This produces three cost categories: direct medical costs, direct non-medical costs, and indirect non-medical costs. Data were collected for two periods: the 6 weeks prior to baseline and the 6 weeks following baseline.

Direct medical costs relate to the utilization of health care services. To calculate these costs, health service units were multiplied by their standard full economic cost prices as reported in the Dutch guidelines [41] for health economic evaluations for the reference year 2009 (see Table 1). The costs of prescription psychotropic drugs (eg, antidepressants, benzodiazepines, and antipsychotics) were calculated as the price per standard daily dose as reported in the Dutch Pharmacotherapeutic Compass [42], multiplied by the number of prescription days, plus pharmacists’ dispensing costs of €14 per prescription.

### Table 1. Direct medical and direct non-medical costs by health service type.

<table>
<thead>
<tr>
<th>Health service type</th>
<th>Direct medical costs</th>
<th>Direct non-medical costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unit cost price(^a)</td>
<td>Unit cost price(^c)</td>
</tr>
<tr>
<td></td>
<td>(€)</td>
<td>(€)</td>
</tr>
<tr>
<td></td>
<td>Distance (km)(^b)</td>
<td>Time (h)(^b)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>Contact</td>
<td>28</td>
</tr>
<tr>
<td>Company doctor(^d)</td>
<td>Contact</td>
<td>28</td>
</tr>
<tr>
<td>Social worker</td>
<td>Contact</td>
<td>65</td>
</tr>
<tr>
<td>Private practice psychotherapist, psychiatrist</td>
<td>Contact</td>
<td>90(^e)</td>
</tr>
<tr>
<td>Alcohol and drug consultant (CAD)</td>
<td>Contact</td>
<td>171</td>
</tr>
<tr>
<td>Regional mental health service</td>
<td>Contact</td>
<td>171</td>
</tr>
<tr>
<td>Physiotherapist</td>
<td>Contact</td>
<td>36</td>
</tr>
<tr>
<td>Mental hospital</td>
<td>Contact</td>
<td>173</td>
</tr>
<tr>
<td>Medical specialist general hospital</td>
<td>Contact</td>
<td>72</td>
</tr>
<tr>
<td>Alternative treatment(^g)</td>
<td>Contact</td>
<td>50.70</td>
</tr>
<tr>
<td>Daycare, mental health treatment</td>
<td>Contact</td>
<td>154</td>
</tr>
<tr>
<td>Home care</td>
<td>Hour</td>
<td>35</td>
</tr>
<tr>
<td>Informal care (family, friends)(^h)</td>
<td>Hour</td>
<td>12.50</td>
</tr>
</tbody>
</table>

\(^a\) Integral unit cost prices [41] presented in 2009 €.

\(^b\) Based on average distances (in special tariff taxi and public transport zones) and travel + waiting + treatment times (in hours) for receiving treatment [41].

\(^c\) Costs = (0.2 × km) + 3 + (12.5 × hrs). With €0.20 = cost per km; €3 = 1 h parking time; €12.5 = 1 h time [41].

\(^d\) No parking costs assumed.

\(^e\) Own calculation, valued as average of private practice psychotherapist and psychiatrist [41].

\(^f\) Assumed as CAD were more dispersed than regional mental health services.

\(^g\) Own calculation, valued as average of homoeopath and acupuncturist [41].

\(^h\) Valued as domestic help [41].

Direct non-medical costs encompassed participants’ travel expenses to receive professional help and loss of leisure time, the latter valued at €12.50 per hour [41]. Additionally, informal caregivers’ (ie, friends, neighbors, and family) use of time (eg, running errands for participants), was valued at €12.50 per hour (see Table 1).

Finally, the costs stemming from production losses in paid work (indirect non-medical costs) were calculated from the number of days absent from work (absenteeism), plus the number of days spent at work with reduced efficiency, corrected for degree of inefficiency (presenteeism). Table 2 reports the age-specific economic costs of each hour of lost productivity for men and women.
Table 2. Productivity costs by gender and age class [41].

<table>
<thead>
<tr>
<th>Age range</th>
<th>Gender</th>
<th>Men (€)</th>
<th>Women (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15-19</td>
<td></td>
<td>9.65</td>
<td>8.76</td>
</tr>
<tr>
<td>20-24</td>
<td></td>
<td>17.75</td>
<td>17.18</td>
</tr>
<tr>
<td>25-29</td>
<td></td>
<td>24.19</td>
<td>23.62</td>
</tr>
<tr>
<td>30-34</td>
<td></td>
<td>29.65</td>
<td>27.54</td>
</tr>
<tr>
<td>35-39</td>
<td></td>
<td>34.03</td>
<td>29.25</td>
</tr>
<tr>
<td>40-44</td>
<td></td>
<td>36.67</td>
<td>29.06</td>
</tr>
<tr>
<td>45-49</td>
<td></td>
<td>38.32</td>
<td>28.91</td>
</tr>
<tr>
<td>50-54</td>
<td></td>
<td>39.06</td>
<td>29.25</td>
</tr>
<tr>
<td>55-59</td>
<td></td>
<td>39.38</td>
<td>29.50</td>
</tr>
<tr>
<td>60-64</td>
<td></td>
<td>39.13</td>
<td>28.67</td>
</tr>
<tr>
<td>65+</td>
<td></td>
<td>39.13</td>
<td>28.67</td>
</tr>
</tbody>
</table>

 Costs are indexed from the Collective Labor Agreement, 2008 (2.8%) and presented in 2009 € values.

The total associated costs (in Euros) can be converted to US dollars using the purchasing power parity (PPP) exchange rates reported by the Organisation for Economic Co-operation and Development (OECD) [43], which converts currency while taking into account the differential buying power across countries. For the reference year 2009, US $1.00 was equivalent to €0.848173.

Per-participant Intervention Costs

In estimating per-participant intervention costs, the average time spent on the intervention was valued at €12.50 per hour (leisure time value [41]) for an average of 10.5 hours per participant over the 6-week intervention period. In addition, psychologist time spent answering questions was included for an average of 6 minutes per participant over the course of the intervention (at €154/hour [41]). Further costs were related to website maintenance, which amounted to €1740 and €10,000 per annum for upgrading and hosting the website, respectively.

Relying on data from a Dutch population survey on suicidality [44] and Statistics Netherlands [45], 91% of the Dutch adult population with suicidal ideation (N = 180,000) has Internet access (n = 163,800). Taking a conservative approach, it was assumed that 40% would search for online help, and 10% of these people would engage in the online self-help intervention. This resulted in an estimated usage by 6552 participants per year.

Based on the above assumptions and data, the per-participant intervention costs were estimated to be €148 (US $176).

Analysis

Statistical Analyses

Analyses were carried out on an intention-to-treat basis. Therefore, all participants were analyzed in the condition to which they were randomized and missing data at post-test for the BSS (n = 21, 8.9%) were imputed using regression imputation as implemented in Stata data analysis and statistical software (StataCorp LP, College Station, Texas, USA) with age, gender, employment status, education, relationship status, nationality, baseline clinical outcomes (ie, suicidal ideation, depression, hopelessness, worry, and anxiety) and randomization status as predictor variables.

For suicidal ideation, a reliable and clinically significant change was calculated to be 6.48 points on the BSS according to the Jacobson and Truax method [46]. Participants were dichotomized according to this criterion into treatment responders and non-responders.

In addition to the primary clinical outcome, the use of the safety procedures is reported (in number of phone calls with participants who exceeded cutoff scores during the trial and referrals to the family physician), as well as the number of suicide attempts.

Cost-Effectiveness Analyses

Missing cost data at post-test (between 1% and 18% depending on the type of costs) were imputed using similar regression imputation as for the BSS.

The mean total costs for each of the conditions were calculated at baseline and post-test. Since mean baseline costs were similar across both conditions (see Results), the incremental costs were calculated as the between-group difference at post-test. For reasons of comparability, annualized costs are presented.

Both incremental costs and incremental effects were used to calculate the incremental cost-effectiveness ratio (ICER). The ICER was calculated as \((C_1 - C_0)/(E_1 - E_0)\), where \(C\) is the average annual per-participant cost and \(E\) is the proportion of treatment responders in the experimental and control conditions (subscripted 1 and 0, respectively). The ICER describes the incremental costs for gaining one additional treatment response [47-49]. One additional treatment response is defined as 1 participant improving at least 6.48 points on the BSS.
Non-parametric bootstraps were used to simulate 2500 ICERs that were plotted on the cost-effectiveness plane. In this way, the degree of uncertainty associated with the ICER is captured [50]. Each simulated ICER can potentially fall into one of the four quadrants of the ICER plane. The northeast (NE) quadrant represents superior health gains associated with the intervention, but at additional costs relative to routine care. This scenario is typically encountered in economic evaluations—better health is obtained for additional costs. In the northwest (NW) quadrant, health diminishes while costs increase. Clearly, this is the worst possible outcome because the intervention is “dominated” by CAU. In the southwest (SW) quadrant, health diminishes, but there are cost savings. Finally, in the southeast (SE) quadrant, the intervention generates superior health gains (relative to the comparator condition) and does so for lower costs; the intervention “dominates” the comparator condition, which is the best possible outcome.

Use of willingness to pay (WTP) estimates is another method for determining value for money. By assigning hypothetical maximum WTP amounts (ceilings), ranging from €0 to €100,000 per treatment responder, probability estimates for the acceptability of the intervention compared with CAU from a cost-effectiveness point of view, were calculated. The relationship between each assigned WTP ceiling and the probability that the new intervention is viewed as acceptable, can be plotted in an ICER acceptability curve.

Table 3. Baseline characteristics of total sample.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n = 236)</th>
<th>Condition</th>
<th></th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Control (n = 120)</td>
<td>Intervention (n = 116)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>156 (66.1)</td>
<td>80 (66.7)</td>
<td>76 (65.5)</td>
<td>.85</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>40.93 (13.71)</td>
<td>41.39 (13.39)</td>
<td>40.46 (14.07)</td>
<td>.60</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>19 (8.1)</td>
<td>8 (6.7)</td>
<td>11 (9.5)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>112 (47.5)</td>
<td>52 (43.3)</td>
<td>60 (51.7)</td>
<td>.36</td>
</tr>
<tr>
<td>Higher</td>
<td>90 (38.1)</td>
<td>51 (42.5)</td>
<td>39 (33.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>15 (6.4)</td>
<td>9 (7.5)</td>
<td>6 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Living with a partner, n (%)</td>
<td>95 (40.3)</td>
<td>54 (45.0)</td>
<td>41 (35.3)</td>
<td>.13</td>
</tr>
<tr>
<td>Has children, n (%)</td>
<td>87 (37.5)</td>
<td>50 (42.0)</td>
<td>37 (32.7)</td>
<td>.14</td>
</tr>
<tr>
<td>Born in the Netherlands, n (%)</td>
<td>218 (94.0)</td>
<td>111 (93.3)</td>
<td>107 (94.7)</td>
<td>.65</td>
</tr>
<tr>
<td>Paid employment, n (%)</td>
<td>116 (50.0)</td>
<td>59 (49.6)</td>
<td>57 (50.4)</td>
<td>.89</td>
</tr>
<tr>
<td>Suicidal thoughts, mean (SD)</td>
<td>14.85 (7.08)</td>
<td>14.50 (7.33)</td>
<td>15.20 (6.82)</td>
<td>.44</td>
</tr>
</tbody>
</table>

Sample Characteristics

Participants had a mean age of 40.9 years (SD 13.7). The majority of the sample was female (156/236, 66.1%) and born in the Netherlands (218/232, 94.0%). Approximately half of the sample had completed high school or intermediate vocational training (112/236, 47.5%) and 38.1% (90/236) had completed higher vocational or academic training. A minority was living with a partner (95/236, 40.3%) and had children (87/232, 37.5%). Half of the sample was in paid employment (116/232, 50.0%). Mean score for suicidal ideation was 14.9 at baseline (SD 7.1) There were no significant differences in sociodemographic or clinical characteristics between the intervention and control groups, indicating that randomization had resulted in comparable groups (see Table 3).

Safety Procedures

As part of the safety procedures, 50 participants were called because they exceeded cutoff scores on suicidal ideation and/or depressive symptoms (31 in the control group and 19 in the intervention group). For 12 of them, the family physician was
called (9 in the control group and 3 in the intervention group). Participants were not pulled from the study after being called as part of the safety procedures. Furthermore, 11 participants reported a suicide attempt (7 in the control group and 4 in the intervention group). No suicides occurred during the study.

**Incremental Costs**

The average total annualized per-participant costs were calculated to be €13,303 in the intervention group and €18,343 in the control group. The incremental costs were €13,303 − €18,343 = −€5039 (rounded to the nearest Euro) per participant per year (equivalent to a cost savings of US $5941). Table 4 shows the cost components by condition (control and intervention groups) and time (at baseline and post-test). The main difference between the conditions can be observed in costs associated with productivity losses (ie, costs stemming from absenteeism, presenteeism, and domestic help). There was an increase in costs due to absenteeism and domestic work in the control group between baseline and post-test, whereas these costs decreased in the intervention group.

**Table 4.** Cost distribution by condition and time.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Test time costs</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, € (SD)</td>
<td>Post-test, € (SD)</td>
<td></td>
</tr>
<tr>
<td><strong>Care as usual (n = 120)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct medical costs</td>
<td>441.61 (1005.70)</td>
<td>558.70 (953.17)</td>
<td></td>
</tr>
<tr>
<td>Medication costs</td>
<td>19.18 (50.60)</td>
<td>21.43 (57.75)</td>
<td></td>
</tr>
<tr>
<td>Direct non-medical costs</td>
<td>142.02 (288.11)</td>
<td>175.86 (282.23)</td>
<td></td>
</tr>
<tr>
<td>Presenteeism^b</td>
<td>342.63 (818.06)</td>
<td>278.06 (559.30)</td>
<td></td>
</tr>
<tr>
<td>Absenteeism^b</td>
<td>337.53 (934.96)</td>
<td>392.50 (1135.25)</td>
<td></td>
</tr>
<tr>
<td>Domestic help costs^b</td>
<td>37.77 (135.47)</td>
<td>69.37 (448.96)</td>
<td></td>
</tr>
<tr>
<td>Intervention costs</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Total costs^c</td>
<td>1322.98 (1890.93)</td>
<td>1528.56 (1911.82)</td>
<td></td>
</tr>
<tr>
<td><strong>Online self-help (n = 116)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct medical costs</td>
<td>459.31 (1541.31)</td>
<td>459.36 (607.32)</td>
<td></td>
</tr>
<tr>
<td>Medication costs</td>
<td>37.55 (84.70)</td>
<td>28.04 (70.84)</td>
<td></td>
</tr>
<tr>
<td>Direct non-medical costs</td>
<td>145.37 (475.21)</td>
<td>142.11 (180.75)</td>
<td></td>
</tr>
<tr>
<td>Presenteeism^b</td>
<td>276.56 (620.38)</td>
<td>207.22 (453.04)</td>
<td></td>
</tr>
<tr>
<td>Absenteeism^b</td>
<td>288.13 (1168.70)</td>
<td>251.29 (914.84)</td>
<td></td>
</tr>
<tr>
<td>Domestic help costs^b</td>
<td>19.83 (54.47)</td>
<td>15.52 (44.04)</td>
<td></td>
</tr>
<tr>
<td>Intervention costs</td>
<td>NA</td>
<td>148.00 (0)</td>
<td></td>
</tr>
<tr>
<td>Total costs^c</td>
<td>1226.77 (2364.29)</td>
<td>1244.20 (1404.37)</td>
<td></td>
</tr>
</tbody>
</table>

^a Mean costs on monthly basis [41] presented in 2009 values.
^b Presenteeism, absenteeism, and domestic help all relate to production losses.
^c Total costs are the sum of the other cost components. Differences in the totals are due to rounding.

**Incremental Effectiveness**

In the intervention group, 35.3% (41/116) met the criteria for clinically significant change, compared with 20.8% (25/120) in the control group. The difference in effectiveness was 0.353 − 0.208 = 0.15 (SE 0.06). This difference was evaluated using a linear probability model while taking into account the clustered data structure (z = 2.51, P < .01, 95% CI 0.03 0.26).

**Incremental Cost-Effectiveness**

As noted, the incremental costs were −€5039 (negative costs, hence a cost reduction) and the incremental effect was 0.15. Therefore, the mean incremental cost-effectiveness ratio (ICER) was estimated to be −€5039/0.15 = −€34,727 after rounding (a savings of US $41,325) for an additional treatment response. Using the 2500 bootstraps, the median ICER could be estimated as −€31,921 (a savings of US $37,985), essentially conveying the same message.

On the incremental cost-effectiveness plane, each data point represents one simulated ICER. Of these, 91.5% fall into the southeast quadrant, indicating that greater health gains are generated for less cost by the intervention relative to CAU. In addition, 6.4% of the simulated ICERs fall in the northeast quadrant, indicating a probability of 6.4% that by applying the intervention a health gain is produced, but at additional costs. The remainder of the simulated ICERs show up on the west side of the plane, indicating less effectiveness and less cost.
(2%), or less effectiveness and more cost (0.1%) (see Figure 2).

**Figure 2.** Distribution of bootstrapped incremental cost-effectiveness ratios (ICERs) (n = 2500) on the cost-effectiveness plane, primary analysis.

Acceptability

The incremental cost-effectiveness acceptability curve (Figure 3) suggests that with no willingness to pay for one significantly improved participant, there is a 93% probability that the intervention would be regarded as more cost-effective than CAU. When the willingness to pay for a favorable treatment response is €10,000, €20,000, or €30,000, this probability is 90.4%, 95.6%, and 98.5%, respectively. The minor variations in probabilities between the WTP ceilings imply that the intervention is acceptable from an economic perspective, irrespective of WTP. It can be concluded from this that the intervention can be regarded as acceptable from a cost-effectiveness point of view and that this conclusion is not sensitive to the WTP ceiling used.
Figure 3. Incremental cost-effectiveness ratio (ICER) acceptability curve: Probability that the intervention is acceptable relative to care as usual (y-axis) given varying thresholds for willingness to pay (x-axis) based on 2500 bootstrap replications.

Sensitivity Analysis
Increasing the intervention costs by adding varying amounts of guidance did not affect the overall conclusion that the intervention produces better health outcomes at lower costs, compared with CAU (Table 5). In the first scenario (Scenario A: 1 hour of psychologist support), the median ICER was −€32,342 per treatment responder. The median ICER increased to −€32,708 if the psychologist time was increased by 100%, an ICER that has a 93% probability of falling below the zero willingness to pay threshold (Scenario B: 2 hours of support). Similarly, the median ICER increased to −€31,647 if the psychologist time was increased to 180 minutes, an ICER that still has a 93% probability of falling below the zero willingness to pay threshold. The outcomes of these sensitivity analyses are presented in Table 5. These increases in ICERs do not affect the overall conclusion. This indicates that the intervention on top of CAU still produces better health at lower costs, compared with CAU alone.
Table 5. Sensitivity analysis of the incremental cost-effectiveness for different scenarios.

<table>
<thead>
<tr>
<th>Sensitivity analysis</th>
<th>Standard self-help intervention</th>
<th>A^a</th>
<th>B^b</th>
<th>C^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost, €^d</td>
<td>−5039</td>
<td>−4900</td>
<td>−4746</td>
<td>−4592</td>
</tr>
<tr>
<td>Effect</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>incremental cost-effectiveness ratio, median €^e</td>
<td>−33,593</td>
<td>−32,342</td>
<td>−32,708</td>
<td>−31,647</td>
</tr>
</tbody>
</table>

Distribution on the cost-effectiveness plane

<table>
<thead>
<tr>
<th>Quadrant</th>
<th>1^st quadrant (northeast)</th>
<th>2^nd quadrant (inferior: northwest)</th>
<th>3^rd quadrant (southwest)</th>
<th>4^th quadrant (dominant: southeast)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willingness to pay ceiling, %</td>
<td>0.06</td>
<td>0.00</td>
<td>0.02</td>
<td>0.91</td>
</tr>
<tr>
<td>€0</td>
<td>93</td>
<td>93</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>€10,000</td>
<td>90</td>
<td>90</td>
<td>91</td>
<td>88</td>
</tr>
<tr>
<td>€20,000</td>
<td>96</td>
<td>95</td>
<td>96</td>
<td>94</td>
</tr>
<tr>
<td>€30,000</td>
<td>98</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

^a Intervention guided by a clinical psychologist for 10 minutes per module, per participant (ie, 1 hour guidance per participant for the whole intervention).
^b Guidance by psychologist for 20 minutes per module, per participant (ie, 2 hours guidance per participant for the whole intervention).
^c Guidance by psychologist for 30 minutes per module, per participant (ie, 3 hours guidance per participant for the whole intervention).
^d Cost per disease-free year at 2009 prices.
^e Median is 50th percentile of 2500 bootstrap replications of the ICER.

Discussion

Main Findings

The aim of this paper was to determine whether online self-help for suicidal thoughts would be cost-effective, using data from the first randomized controlled trial comparing online self-help for suicidal ideation on top of CAU to CAU alone. The proportion of participants that showed clinically significant change in suicidal ideation was significantly higher in the intervention group: 35% compared with 21% in the control group. For each significantly improved participant, €34,727 (US $41,325) of societal costs were saved relative to CAU. The finding that different willingness to pay ceilings only minimally affects cost-effectiveness probability estimates also demonstrates that it is a preferable option from a health economic point of view. Sensitivity analyses confirmed the robustness of these findings.

In general, these results add to the observation that Web-based interventions can be favorable from an economic perspective for a range of disorders [8]. However, because no previous cost-effectiveness analyses have been reported for online self-help for suicidal ideation, the obtained results cannot be directly compared. Therefore, it may be more appropriate to compare the results with previous cost-effectiveness studies of face-to-face interventions targeting suicidality, although these are also scarce [26-27]. At best, it can be concluded that the obtained results are in line with the finding that MACT is more effective and cheaper in generating a 1% reduction in the proportion of patients with a self-harm episode than CAU [28]. As MACT is a brief and manual-based treatment, it may be more comparable to self-help than regular face-to-face treatment. Furthermore, a review of therapies for borderline personality disorder (in which suicidality is common) assessed cost-effectiveness in terms of costs per “parasuicide event avoided.” Although results indicated that DBT could potentially be cost-effective, the mixture of results, high levels of uncertainty, and other limitations prevented clear supportive conclusions [29]. It is important to keep in mind that the outcomes in the above comparisons related to suicidal behavior, whereas our study was aimed at suicidal ideation.

Because comparison with previous cost-effectiveness studies targeting suicidality is limited, our results may also be compared with interventions for depression, a common mental disorder in people with suicidal ideation. In this respect, economic evaluations have shown that guided online self-help for depression has a high probability (91%) of being cost-effective compared to CAU [11]. Also, unguided online self-help and therapist-delivered online CBT have been found to be more efficient than CAU [51-52].

Strengths and Limitations

The findings reported here should be interpreted with caution. Firstly, because of the relatively short time period of 6 weeks, it is unknown how the cost-effectiveness of online self-help is affected after a longer follow-up period. Some economic costs may not have been incurred in this period. Secondly, data on
health care consumption and production loss in this study were based on self-report, which may have introduced recall bias. For example, self-report of health care uptake may have been underestimated or overestimated, depending upon the health resource [53-55]. However, because participants were randomized, such a bias is expected to occur in both groups. Finally, several assumptions and estimates were made when calculating the per-participant intervention costs, in particular the number of people who would engage in online self-help for suicidal ideation and costs related to website maintenance. Because these estimates could not be based entirely on actual data, they would need “real world” verification. Unforeseen variations may arise after implementation.

Strengths of this study pertain to its randomized design and the large sample size. Furthermore, because health care utilization data and data on production losses were available, it was possible to study the cost-effectiveness of the intervention from a societal perspective. However, possible spillover effects onto third parties not involved in this study (eg, effects on family and friends) could not be taken into account because data on these were not collected or available.

Implications

From a research perspective, it is evident that this study needs replication to verify results both within and outside the Netherlands. The latter may be challenging because this would require designing safety procedures that match both general and local ethical and legal considerations, for which no ready-made recipe is available. Moreover, this holds true for implementation of the intervention in practice as well.

From a clinical perspective, it is important to keep in mind that suicidal ideation was the primary focus of this study. It was not designed to detect differences at the level of attempted suicide, so it is unknown whether these could be decreased by online self-help. Evidently, the same is true regarding suicide. However, it still seems a remarkable result that suicidal ideation can be reduced in a cost-effective way, especially given that all participants were encouraged to engage in CAU. Moreover, the control group made more use of this than the intervention group, further strengthening the findings. Similarly, the fact that participants in the control group were called more often due to exceeding the cutoff score supports this.

Implications

Finally, it is important to note that this online self-help program was not meant to replace face-to-face contact, but was designed for people who are reluctant to seek face-to-face care. Ideally, people who struggle with suicidality should be seen in person by mental health professionals. In this respect, the intervention studied here can also serve as a complement to face-to-face treatment.

Conclusion

With respect to psychological interventions targeting suicidality, economic evaluations are practically non-existent. Findings suggest that offering an online intervention on top of CAU increases the likelihood of a favorable outcome. Moreover, these improved clinical outcomes are achieved at lower cost. However, more studies with longer follow-up periods are needed to further substantiate these findings. Therefore, results of this economic evaluation may best be regarded as initial tentative proof of a promising online self-help intervention for suicidal thoughts.
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FluBreaks: Early Epidemic Detection from Google Flu Trends

Background: The Google Flu Trends service was launched in 2008 to track changes in the volume of online search queries related to flu-like symptoms. Over the last few years, the trend data produced by this service has shown a consistent relationship with the actual number of flu reports collected by the US Centers for Disease Control and Prevention (CDC), often identifying increases in flu cases weeks in advance of CDC records. However, contrary to popular belief, Google Flu Trends is not an early epidemic detection system. Instead, it is designed as a baseline indicator of the trend, or changes, in the number of disease cases.

Objective: To evaluate whether these trends can be used as a basis for an early warning system for epidemics.

Methods: We present the first detailed algorithmic analysis of how Google Flu Trends can be used as a basis for building a fully automated system for early warning of epidemics in advance of methods used by the CDC. Based on our work, we present a novel early epidemic detection system, called FluBreaks (dritte.org/flubreaks), based on Google Flu Trends data. We compared the accuracy and practicality of three types of algorithms: normal distribution algorithms, Poisson distribution algorithms, and negative binomial distribution algorithms. We explored the relative merits of these methods, and related our findings to changes in Internet penetration and population size for the regions in Google Flu Trends providing data.

Results: Across our performance metrics of percentage true-positives (RTP), percentage false-positives (RFP), percentage overlap (OT), and percentage early alarms (EA), Poisson- and negative binomial-based algorithms performed better in all except RFP. Poisson-based algorithms had average values of 99%, 28%, 71%, and 76% for RTP, RFP, OT, and EA, respectively, whereas negative binomial-based algorithms had average values of 97.8%, 17.8%, 60%, and 55% for RTP, RFP, OT, and EA, respectively. Moreover, the EA was also affected by the region’s population size. Regions with larger populations (regions 4 and 6) had higher values of EA than region 10 (which had the smallest population) for negative binomial- and Poisson-based algorithms. The difference was 12.5% and 13.5% on average in negative binomial- and Poisson-based algorithms, respectively.

Conclusions: We present the first detailed comparative analysis of popular early epidemic detection algorithms on Google Flu Trends data. We note that realizing this opportunity requires moving beyond the cumulative sum and historical limits method-based normal distribution approaches, traditionally employed by the CDC, to negative binomial- and Poisson-based algorithms to deal with potentially noisy search query data from regions with varying population and Internet penetrations. Based on our work, we have developed FluBreaks, an early warning system for flu epidemics using Google Flu Trends.

(J Med Internet Res 2012;14(5):e125) doi:10.2196/jmir.2102
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**Introduction**

Infodemiology introduced the use of nontraditional data sources for the detection of disease trends and outbreaks [1]. These data sources include search queries, social media, Web articles, and blogs posts, which are now being used for real-time disease surveillance [1-4]. In terms of search queries as a source, interest in using these to predict epidemics has been growing recently [5-8]. Most notably, the Google Flu Trends [9] service was launched in 2008 as a way to track changes in the volume of online search queries related to flu-like symptoms [5]. Google Flu Trends provides search query trend data that are real-time and reported on a daily basis, and have been shown to predict the actual cases of a disease such as flu at least 2 weeks ahead of the US Centers for Disease Control and Prevention (CDC).

In the absence of other real-time disease surveillance mechanisms, services such as Google Flu Trends are vitally important for the early detection of epidemics. Existing research on using Google Flu Trends for epidemic detection has focused on addressing this need by collecting data related to the volume of queries for disease symptoms. This work demonstrates that Google search query trends closely follow the actual disease cases reported by the CDC. While these results provide strong support for the potential use of Google Flu Trends data as a basis for an early warning system for epidemics, existing research needs to be advanced along two essential directions to realize this opportunity. First, there is a need to rigorously explore and evolve algorithms for higher-level inference from the Google Flu Trends data that can generate alerts at early stages of epidemics. In particular, the ability of existing approaches to collect raw search volume data needs to be supplemented with computational intelligence to translate this data into actionable information. Second, there is also a need to develop a more detailed appreciation of how changes in population size and Internet penetration affect the ability of a system based on Google Flu Trends data to provide accurate and actionable information.

In this study, we aimed to provide new insights related to these opportunities. We built upon Google Flu Trends data and compared the accuracy and practicality of widely used algorithms for early epidemic detection. These algorithms are classified into three categories based on the type of data distribution they expect. The classifications in question are normal distribution algorithms, Poisson distribution algorithms, and negative binomial distribution algorithms. For normal distribution algorithms, we used cumulative sum (CUSUM) [10-12], the historical limits method (HLM) [10,13], and historical CUSUM (HCusum) [14,15]. For Poisson distribution algorithms, we used Poisson outbreak detection (POD) [16], SaTScan [17], and Poisson CUSUM (PSC) [18,19]. For negative binomial distribution algorithms, we used negative binomial CUSUM (NBC) [20,21] and historical NBC. Some of these algorithms have already been compared on Ross River disease data [22]. Our choice of some of the algorithms (CUSUM, HLM, POD, SaTScan, and NBC) and parameters was also based on this work [22]. However, our work performed the comparison on Google Flu Trends data. We quantitatively compared the accuracy, specificity, and sensitivity of these algorithms, as well as the impact of leveraging information in baseline training periods, seasonal changes, population sizes, and Internet penetrations, on their suitability for detecting epidemics.

**Methods**

**Data Sources**

**Google Flu Trends**

Traditional disease surveillance networks such as the CDC take up to 2 weeks to collect, process, and report disease cases registered at health centers [23].

Google Flu Trends [9], on the other hand, provides near real-time data on disease cases by benefiting from the likelihood that many patients with flu symptoms search online for their symptoms and remedies before visiting a doctor.

Google Flu Trends compares the popularity of the 50 million most common Google search queries in the United States with flu-like illness rates reported by the CDC’s national surveillance program. The Flu Trends data are derived from a pool of 45 search terms that relate to symptoms, remedies, and complications of flu and generate a trend that closely correlates with CDC data on influenza-like illnesses.

In our experiments, we used Google Flu Trends data from the 9 years between 2003 and 2011.

**CDC’s Outpatient Illness Surveillance**

Information on patient visits to health care providers in the United States for influenza-like illness is collected through the Outpatient Influenza-like Illness Surveillance Network (ILINet). ILINet consists of more than 3000 health care providers in all 50 states, reporting over 25 million patient visits each year. Each week, approximately 1800 outpatient care sites around the United States report data to the CDC on the total number of patients seen and the number of those patients with influenza-like illnesses. For this system, an influenza-like illness is defined as fever (temperature of 100°F [37.8°C] or greater) and a cough or a sore throat in the absence of a known cause other than influenza. Sites with electronic records use an equivalent definition as determined by state public health authorities. The percentage of patient visits to health care providers for influenza-like illnesses reported each week is weighted on the basis of a state’s population. This percentage is compared each week with the national baseline of 2.5%. The baseline is the mean percentage of patient visits for influenza-like illnesses during noninfluenza weeks for the previous three seasons plus 2 standard deviations [24].

In our experiments, much like Google Flu Trends data, we used CDC influenza-like illness data from the 9 years between 2003 and 2011. Though the CDC has missing data in the nonflu season between 2009 and 2010, we believe this had a minimal effect on our quantitative comparison.

**Outbreak**

For determining periods of outbreaks, the starting points in the time and the duration, we consulted two epidemiologists from different institutes. The first was from the Institute of Public Health, Lahore, Pakistan (responsible for informing the
Outbreak Detection Algorithms

The early epidemic detection algorithms that we have used are divided into three categories, based on the expected distribution in data: (1) normal distribution algorithms: these expect normal distribution in the data, (2) Poisson distribution algorithms: these expect a Poisson distribution, and (3) negative binomial distribution algorithms: these expect a negative binomial distribution.

Normal Distribution Algorithms

The algorithms classified in this category are the Early Aberration Reporting System (EARS) algorithm (CUSUM), HLM, and HCusum.

Early Aberration Reporting System Algorithms

EARS was developed and used by the CDC. EARS comprises three syndromic surveillance early event detection methods called C1, C2, and C3 [11], which are the Shewhart variations of the CUSUM method. These methods use a moving average and standard deviation to standardize the number of occurrences in the historical data. In our analysis, C1 used the 4 weeks prior to the current week of observation for calculating the average and standard deviation. The value of average and standard deviation is used to determine the C1 score (Figure 1, parts a, b, and c). C2 is similar to C1 but used the 4 weeks after a 1-week lag. It means that it used week 2 to week 5 for calculating the average and standard deviation (Figure 1, parts d, e, and f). C3 used the C2 score for the previous 3 weeks to calculate the C3 score, as shown in Figure 1 (part g).

The C1, C2, and C3 EARS algorithms require a baseline (training period) and cut-off (threshold) as parameters. In our experiments, we used both 4 weeks and 8 weeks as the baseline. A shorter training period (baseline) has been shown to insulate CUSUM from seasonal changes [15]. For each of these baseline periods, we compared the algorithms for four cut-off values: 2, 4, 6, and 8. This means that we declared an outbreak if the observed value exceeded the mean value more than a standard deviation of 3, 5, 7, and 9, respectively. A higher cut-off point makes the algorithm less responsive to transient changes in the rate of occurrence of disease cases. In our analysis, we excluded C1 with cut-offs of 6 and 8 for both baselines because it rarely raised an outbreak alarm for the 9 years of data.

Since CUSUM uses mean and standard deviation for raising alarms, it is best for outbreaks with respect to normal distribution of data. It means that the algorithm is very sensitive to a sudden rise, which generates an early alarm. In addition, it expects a constant rise in data for an outbreak to continue because the start of a rise becomes part of historical data, consequently also raising the mean and standard deviation for the algorithm.

Historical Limits Method

The CUSUM methods used in EARS do not account for seasonality by design; however, the HLM incorporates historical data. In HLM an outbreak is signaled when the identity in Figure 2 is true.

In the HLM, the system determines the expected value of a week by (1) using 3 consecutive weeks for every year in the historical data, which is the current week, the preceding week, and the subsequent week (entitled HLM-3), and (2) using 5 consecutive weeks for every year, in the past years: the current week, the preceding 2 weeks, and the subsequent 2 weeks (HLM-5) in the historical data (Figure 3).

The above two variations (HLM-3, which uses 15 baseline points, and HLM-5, which uses 25 baseline points) are recommended by Pelecanos et al [22]. We used both HLM-3 and HLM-5, in which the training period comprised 5 years, starting from 2003 and ending in 2008. For determining outbreaks within the training period, we removed 1 year at a time from the timeline between 2003 and 2008 (both years inclusive). Then we assumed that the remaining years were consecutive and determined outbreaks during the omitted year by using the remaining 4 years. This process was repeated for every year of the training period.

Just like EARS, HLM runs on the mean and standard deviation of the data. Therefore, the definition of outbreak is to expect a normal distribution and to mark any outlier, according to normal distribution, as an outbreak.
**Poisson Outbreak Detection Method**

The POD method assumes that the number of cases follow a Poisson distribution. The POD method [16] uses 10 years of historical data for calculating the incidence rate of a disease. This 10-year period is used for accommodating high variability and skewed distribution of the seasonal incidence rates. To accommodate variability in the population of the various regions, if the population of a certain region is less than 2500, the crude incidence rate is used for determining outbreaks. If the population size is larger than 2500, then the crude incidence rate is used if either the maximum number of notifications is less than 5 or the crude incidence rate and trimmed incidence rate differ by less than 20%. (Trimmed incidence rate is calculated by omitting the years with the maximum or minimum number of cases). Otherwise, the median incidence rate is used. An outbreak is considered if the chance of the actual number of cases occurring was less than 1%. For POD, a year is divided into seasons (winter, spring, summer, and autumn) and the IRs are calculated for each season rather than the whole year. This is how POD caters for seasonality. Since it is Poisson-based algorithm, it is the best fit when the outbreak data’s variance to mean ratio (VMR) equals 1. This value of VMR implies that the data follow a Poisson distribution.

We followed certain suggestions from Pelecanos et al [22] and increased the percentage chance from 1% to 5%. This is because we did not have 10 years’ worth of historical data to train the system. Therefore, this change in percentage helped reduce the sensitivity of the algorithm. We used the first 5 years as a training period and then added every subsequent year for further outbreak detection.

**Purely Temporal SaTScan**

The SaTScan algorithm can be used for spatial analysis, temporal analysis, and spatiotemporal analysis. We used only the temporal analysis for our outbreak detection, since spatial mapping is already fixed to a CDC-defined region. We used a Poisson permutation, which works best for data following a Poisson distribution. This is the case when the data’s VMR is equal to 1.

Temporal SaTScan creates 1-dimensional clusters by sliding and scaling a window within an interval of 60 days. We relied on the Poisson permutation to determine the clusters with the highest likelihood ratio.

The equation (Figure 5) calculates the log likelihood ratio for the selection of the cluster.

Once we had the best cluster within an interval, the algorithm calculated the $P$ value of the cluster using Monte Carlo testing. A $P$ value less than .001 determines, with high significance, that there is an outbreak in the cluster.

SaTScan does not accommodate seasonality. Therefore, to adjust SaTScan for seasonality we scaled the population size of the region under analysis on a weekly basis. SaTScan uses population size as one of the parameters, so for every week the population is scaled. The factor for scaling the population size is dependent on the incidence rate for each week and the annual population: populationi = annual population * (incidence rate for week i / total incidence rate), where populationi is the scaled population for week i.
population for a particular week, annual population is the population of the year under observation, the incidence rate for week $i$ is the average incidence rate of a particular week over the past years, and the total incidence rate is the average of incidence rates for all weeks through the year.

Moreover, as CDC and Google data are reported on a weekly cycle, we parameterized SaTScan on a weekly time unit. We set the $P$ value cut-off at .001 (to avoid detecting smaller clusters in response to seasonal changes) and set the number of iterations to 15 (since our data comprised 8 flu seasons). To detect a new cluster in each iteration, we set the iterative scan to adjust for more likely clusters. We did not change the default value of the maximum Monte Carlo replication (999).

**Figure 5.** SaTScan equation. $C = \text{total number of cases}, C_x = \text{observed number of cases in window } z, \text{LLR} = \text{likelihood ratio}, n_x = \text{expected number of cases or population in window } z$.

\[
\text{LLR}(z) = \left( \frac{C_x - n_x}{n_x} \right)^2 \frac{C - n_x}{C - n_x}^{C-x}
\]

**Poisson CUSUM**

PSC is an algorithm that detects the anomalies efficiently in data that follow a Poisson distribution [18,19]. It tests a null hypothesis that the current value is in control and the alternative hypothesis that the current value is out of control. As a Poisson distribution can be defined by only one parameter (mean), the reference values for both hypotheses are taken as the mean. The reference value for the null hypothesis is the average value ($X_{-\bar{d}a}$) of the data in the baseline window. The baseline window is the period of the past 7 weeks from the current week of analysis, with a 1-week guard band in between. For the alternative hypothesis, the mean value ($X_{d\bar{a}}$) is the sum of the average and 2 times the standard deviation of the baseline period. ($X_{d\bar{a}}$) and ($X_{d\bar{a}}$) are used in calculating $k^*$ of the PSC, as shown in Figure 6 (part a), which also shows the equations used to calculate CUSUM (parts b and c).

An outbreak is signaled when the computed CUSUM score is higher than the threshold $h$. The threshold $h$ is equal to $t \times k$ [19]. We did our analysis with $t = 1$ and $t = 1.5$.

**Figure 6.** Poisson cumulative sum (CUSUM) equations. $k = \text{reference value}, S_n = \text{CUSUM score}, X_n = \text{number of cases in current time interval}, X_{-\bar{d}a} = \text{null hypotheses mean}, X_{d\bar{a}} = \text{alternative hypotheses mean}, \superscript{+} \text{superscript refers to values always being positive}$.

\[
k^* = \frac{X_d - X_0}{\ln(X_d) - \ln(X_0)} \quad (a)
\]

\[
S_0 = 0 \quad (b)
\]

\[
S_+ = \max(0, S_{-a}^* + X_n - k^*) \quad (c)
\]

**Negative Binomial CUSUM**

**Static Thresholds**

We selected NBC [20,21] because of its property of handling inaccuracies due to overdispersion in data. Overdispersion in data causes VMR to be higher than 1. This generally happens during seasonal increase. Two parameters, $(r)$ and $(c_0)$, are used to describe negative binomial distribution. Equations in Figure 7 (parts a and b) are used to determine the value of these parameters based on mean ($X_{-\bar{d}a}$) and variance ($\sigma^2$), which are derived from the baseline period. The decision interval is given by equations in Figure 7 (parts c, d, and e) through looking for changes in $c$ from an in-control $c_0$ to an out-of-control $c_1$, where $c_1 > c_0$ [20].

The out-of-control level $c_1$ is determined by adding 2 times the standard deviation of the baseline period to the mean of the baseline. We kept a baseline interval of 7 weeks and a guard band of 1 week. The guard band prevents the most recent data from being included in baseline calculations. Therefore, the baseline period and current week will have a gap of 1 week as a guard band. The CUSUM score is compared with the threshold value $h$. An outbreak is declared if the CUSUM score ($S_{n^+}$) $> h$. The results were calculated using static cut-off (threshold) values of 8 and 15 [22].

**Figure 7.** Negative binomial cumulative sum (CUSUM) equations. $k = \text{reference value}, (r,c) = \text{parameters of negative binomial distribution}, S_n = \text{CUSUM score}, \sigma = \text{standard deviation}, X_n = \text{number of cases in current time interval}, X_{-\bar{d}a} = \text{mean number of cases}, \superscript{+} \text{superscript refers to values always being positive}$.

\[
\frac{c_1}{\sigma^2 - X_{-\bar{d}a}} = (a)
\]

\[
r^{2} = \frac{r^2}{\sigma^2 - X_{-\bar{d}a}} \quad (b)
\]

\[
S_0 = 0 \quad (c)
\]

\[
S_+^* = \max(0, S_{-a}^* + X_n - k^*) \quad (d)
\]

\[
k^* = r \cdot \frac{\ln[c_0(1 + c_1)/(1 + c_0)]}{\ln[(1 + c_0)/(1 + c_1)]} \quad (e)
\]

**Variable Thresholds**

NBC with static threshold, although it catches the longevity of the outbreak, is sensitive in raising early alarms. To cater for this sensitivity we introduce variable thresholds for NBC. A new parameter, $hv$, is calculated, which is used as the threshold for the CUSUM score. The calculation of the rest of the parameters is based on equations in Figure 7. The variable threshold $hv$ is calculated by the equation $hv = t \times k$, where $t$ is a constant. We performed our analysis with values of $t$ of both 1 and 1.5. Involving $k$ in the threshold calculation changes the cut-off values with the variation in the count data of the baseline window. This reduces the sensitivity of the CUSUM [19].
**Historical Negative Binomial CUSUM**

Historical NBC is a seasonally adjusted negative binomial CUSUM [20,21]. It calculates \( c_0, r, \) and \( k^* \) using equations in Figure 7 (parts a, b, and e, respectively). The baseline data are patient case counts of the current period during the past 5 years. The calculation of mean (X-bar) and variance (sigma^2) is based on the given baseline period of the past years. The CUSUM score is given by equation shown in Figure 8.

An outbreak is declared if \( S_n^+ > h \), where \( h \) is the maximum limit for the results to remain in a tolerable state. We used \( h = 15 \) [18,22] for our analysis. As an outbreak can exist on the very first calculation, generally a shorter period of 5 years is used as a baseline [18,19,22].

**Figure 8.** Historical negative binomial cumulative sum (CUSUM) equation.

\[
S_n^+ = \max(0, X_n - k^*)
\]

**Performance Metrics**

To understand how Google Flu Trends data can be used to build an early epidemic detection system, we compared the results of 24 variants of 8 base algorithms (from three categories of algorithms) across three regions in the United States. To the best of our knowledge, this paper presents the first comparative analysis of epidemic detection algorithms for Google Flu Trends data.

For our base algorithms, we used EARS CUSUM, HCusum, HLM, POD, SaTScan, PSC, NBC, and HNBC. The characteristics of these algorithms afford a degree of diversity in our analysis: EARS CUSUM and NBC were designed for rapid detection of outbreaks; HCusum, HNBC, HLM, and POD incorporate seasonal changes but require a substantial training period; and SaTScan requires minimal training and offers flexibility in detecting statistically significant disease clusters.

We chose the target regions, as divided by the CDC, to compare the sensitivity of the various algorithms to population size and Internet penetration. Table 1 shows the population size and Internet penetration across HHS regions used in our experiments. Figure 9 maps the regions to US states. We calculated the population of each region by adding the populations of the states in that region. The population in 2009 was used for this calculation [25]. Internet use was taken from a report of the Current Population Survey of Internet Use 2009, published by the National Telecommunications and Information Administration [26] and in the 2009 census published by the US Census Bureau [27].

For our comparison with respect to population size, we focused on region 4 (with the largest population) and region 10 (smallest population). For evaluating the impact of Internet penetration, we focused on region 6 (lowest Internet penetration) and region 10 (highest Internet penetration). Results from region 10 are of particular interest, since it has the lowest population and highest Internet penetration. We expect that the results from region 10 could serve as a benchmark of how accurately Google Flu Trends data can be used as a basis for detecting epidemics. Furthermore, the weather in regions 4 and 6 was similar but very different from that in region 10.

In our analysis, we evaluated each algorithm by comparing its results using Google Flu Trends data with the disease cases reported by CDC. We compared the performance of the algorithms on the following key metrics.

**Percentage True-Positives**

Percentage true-positives (RTP) measures the percentage of time an epidemic signaled in the CDC data is also detected by the target algorithm on Google Flu Trends data. This percentage is calculated by the number of outbreak intervals when the signal was raised divided by the total number of outbreak intervals, with the result multiplied by 100.

**Percentage False-Positives**

Percentage false-positives (RFP) measures the percentage of time an epidemic not signaled in the CDC data is detected as an epidemic by the target algorithm on Google Flu Trends data. This percentage is calculated by the number of nonoutbreak weeks when a signal was raised divided by the total number of weeks with no outbreak, with the result multiplied by 100.

**Percentage Overlap Time**

Percentage overlap (OT) measures the percentage of the time an epidemic detected by an algorithm overlaps with the epidemic signaled in CDC data. Any part of a signal that does not overlap with the original outbreak is not considered in OT.

**Percentage Early Alarms**

Percentage early alarms (EA) measures the percentage of time an algorithm raises an alarm on Google Flu Trends before it is signaled as an epidemic by the CDC data. The early alarm period is limited to the 2 weeks before the start of the original outbreak. Part of a signal starting before this 2-week time period is considered false-positive.

These four metrics capture different aspects of the detection algorithms. RTP measures the sensitivity of an algorithm to outbreaks. At the same time, an overly sensitive algorithm generates a higher number of RFPs.

The average overlap time captures the stability of an algorithm to transient changes in the rate of disease cases. Algorithms that signal the entire period of an epidemic are more desirable than those that raise short, sporadic signals.

Finally, algorithms that signal an epidemic ahead of other algorithms are more suited for early epidemic detection. However, this metric must be viewed in conjunction with an algorithm’s RFP to discount algorithms that generate spurious signals. For our analysis, we counted a signal as an early alarm if its fell within a 2-week window preceding the signal in the CDC data, so long as it was not a continuation of a previous alarm.
Table 1. Population and percentage Internet use by US Department of Health and Human Services (HHS) region.

<table>
<thead>
<tr>
<th>HHS region</th>
<th>Population (2009 census)</th>
<th>% Internet use</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14,412,684</td>
<td>74.07</td>
<td>CT, ME, MA, NH, RI, VT</td>
</tr>
<tr>
<td>2</td>
<td>28,224,114</td>
<td>70.20</td>
<td>NJ, NY</td>
</tr>
<tr>
<td>3</td>
<td>29,479,361</td>
<td>69.30</td>
<td>DE, DC, MD, PA, VA, WV</td>
</tr>
<tr>
<td>4</td>
<td>60,088,178</td>
<td>63.25</td>
<td>AL, FL, GA, KY, MS, NC, SC, TN</td>
</tr>
<tr>
<td>5</td>
<td>51,745,410</td>
<td>71.42</td>
<td>IL, IN, MI, MN, OH, WI</td>
</tr>
<tr>
<td>6</td>
<td>37,860,549</td>
<td>61.56</td>
<td>AR, LA, NM, OK, TX</td>
</tr>
<tr>
<td>7</td>
<td>31,840,178</td>
<td>71.68</td>
<td>IA, KS, MO, NE</td>
</tr>
<tr>
<td>8</td>
<td>20,802,785</td>
<td>72.13</td>
<td>CO, MT, ND, SD, UT, WY</td>
</tr>
<tr>
<td>9</td>
<td>46,453,010</td>
<td>67.95</td>
<td>AZ, CA, HI, NV</td>
</tr>
<tr>
<td>10</td>
<td>6,691,325</td>
<td>76.93</td>
<td>AK, ID, OR, WA</td>
</tr>
</tbody>
</table>

Figure 9. US Department of Health and Human Services regions.

Results

Figure 10, Figure 11, and Figure 12 compare all of the algorithms in our study on a 9-year timescale between 2003 and 2011. Details for these figures are presented in Multimedia Appendix 1, Multimedia Appendix 2, and Multimedia Appendix 3, which compare the algorithms according to our four comparison metrics: RTP, RFP, OT, and EA across our three target regions [12,13,22].

In each Multimedia Appendix there is a sorted column (overall position of algorithm). In this column the algorithms are sorted based on their median across the four performance metrics. We chose the median to cater for extreme values in the performance metrics.

Although we have divided the algorithms into three categories, namely Poisson, negative binomial, and normal distribution algorithms, another subcategory called historical algorithms surfaced during our analysis. This is a subset of both negative binomial and normal distribution categories, as it has algorithms in both. HNBC from the negative binomial and HLM, and
HCusum from the normal distribution showed a similar pattern of results across the four performance metrics. Therefore, for the remainder of the discussion, we will add the classification of historical algorithm and analyze its results independently.

In Table 2, for the first performance metric, RTP, all the categories had high average values (96.4%, 99.0%, and 98.8% for normal, NBC, and Poisson distribution algorithms, respectively), with the only exception being the historical algorithms (64%). Moreover, among the algorithms showing a high RTP percentage, there were no significant differences between the values.

In the second performance metric, RFP, values go the other way round, with the historical algorithms showing remarkably optimal values (average 3.3%, where lower is better), whereas normal, NBC, and Poisson distribution algorithms show percentages of 11.4%, 28.3%, and 17.5%, respectively. Clearly the historical algorithms and normal distribution algorithms led in this metric.

In the third metric, OT, negative binomial distribution algorithms led, with an OT of 71.3%, followed by Poisson distribution (60.3%), historical algorithms (30.8%), and normal distribution algorithms (16.4%). In this metric, NBC and Poisson distribution led by a major difference, ahead of historical and normal distribution algorithms.

In the fourth and last metric, EA, negative binomial, on average, led with an EA value of 75.8%, followed by Poisson distribution (55.1%), normal distribution (36.8%) and historical algorithms (22.3%).

For some performance metrics, certain categories did not perform consistently, and values of these categories varied over a large range. In normal distribution algorithms, the values of EA varied from 0% to 75%. In Poisson distribution algorithms, EA varied from 13% to 75%. Therefore, in these cases the average value of that particular metric could not be considered representative, and we needed to examine the algorithms (or variations of algorithms) for suitability.

When we looked at EA values in normal distribution algorithms, the C3 variations of EARS showed a high EA value for only one region. Otherwise, the next best values were barely in the optimal range. Moreover, the OT of C3 at best was 34, which is very low and made this algorithm not suitable.

In case of the EA values in Poisson distributions, the SaTScan algorithm pulled the average of Poisson distribution algorithms down in EA. Therefore, if we considered the average EA value of Poisson distribution algorithms without SaTScan, it actually rose from 55.1 to 66.7.

Overall, negative binomial and Poisson distribution algorithms performed much better than normal distribution algorithms. This is mainly because of the data distribution that these algorithms expect. The VMR of seasonal influenza-like illness data was greater than 1, most of the time (Figure 13). Therefore, the data followed a negative binomial distribution [28]. Moreover, the Poisson distribution was an approximation of the negative binomial distribution [29,30]. Therefore, the overall percentages of both Poisson-based and negative binomial-based algorithms turned out to be high.

Historical algorithms performed poorly because they considered data during the same period in past years to declare the outbreak. They did not consider the distribution of data during the current year. This made them robust in terms of false-positives, but the performance across other metrics lagged by a substantial difference.

Furthermore, to understand the impact of population variation and change in Internet penetration across regions, we picked the top two algorithms from the negative binomial distribution and Poisson distribution algorithms and applied them to all the regions (instead of just three). Table 3, Table 4, Table 5, and Table 6 present the results of the algorithms applied.

The result of this analysis showed that in regions of high Internet penetration the RFP and OT were high.

Table 2. Average percentages of various performance metrics for various categories of algorithms.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Normal</th>
<th>Negative binomial</th>
<th>Poisson</th>
<th>Historical</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTP</td>
<td>96.4</td>
<td>99.0</td>
<td>98.8</td>
<td>64.0</td>
</tr>
<tr>
<td>RFP</td>
<td>11.4</td>
<td>28.3</td>
<td>17.5</td>
<td>3.3</td>
</tr>
<tr>
<td>OT</td>
<td>16.4</td>
<td>71.3</td>
<td>60.3</td>
<td>30.8</td>
</tr>
<tr>
<td>EA</td>
<td>36.8</td>
<td>75.8</td>
<td>55.1</td>
<td>22.3</td>
</tr>
</tbody>
</table>

\(a\) Percentage true-positives.

\(b\) Percentage false-positives.

\(c\) Percentage overlap time.

\(d\) Percentage early alarms.
Table 3. Result of negative binomial cumulative sum (cut-off = 15), for all performance metrics across all Department of Health and Human Services (HHS) regions of the United States.

<table>
<thead>
<tr>
<th>HHS region</th>
<th>RTP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>RFP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OT&lt;sup&gt;c&lt;/sup&gt;</th>
<th>EA&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>45</td>
<td>98</td>
<td>87.5</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>40</td>
<td>85</td>
<td>77.7</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>40</td>
<td>88</td>
<td>87.5</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>30</td>
<td>81</td>
<td>88</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>40</td>
<td>95</td>
<td>87.5</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>40</td>
<td>76</td>
<td>88</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>40</td>
<td>95</td>
<td>87.5</td>
</tr>
<tr>
<td>8</td>
<td>87.5</td>
<td>50</td>
<td>83</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>40</td>
<td>71</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>40</td>
<td>82</td>
<td>71</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentage true-positives.  
<sup>b</sup> Percentage false-positives.  
<sup>c</sup> Percentage overlap time.  
<sup>d</sup> Percentage early alarms.

Table 4. Result of negative binomial cumulative sum (threshold = 1 * k) for all performance metrics across all Department of Health and Human Services (HHS) regions of the United States.

<table>
<thead>
<tr>
<th>HHS region</th>
<th>RTP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>RFP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OT&lt;sup&gt;c&lt;/sup&gt;</th>
<th>EA&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>35</td>
<td>87</td>
<td>87.5</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>27</td>
<td>74</td>
<td>66.7</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>20</td>
<td>81</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>20</td>
<td>70</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>30</td>
<td>86</td>
<td>75</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>20</td>
<td>63</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>30</td>
<td>87</td>
<td>75</td>
</tr>
<tr>
<td>8</td>
<td>87.5</td>
<td>40</td>
<td>71</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>30</td>
<td>64</td>
<td>70</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>30</td>
<td>68</td>
<td>71</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentage true-positives.  
<sup>b</sup> Percentage false-positives.  
<sup>c</sup> Percentage overlap time.  
<sup>d</sup> Percentage early alarms.
Table 5. Result of Poisson cumulative sum (threshold = 1 * k) for all performance metrics across all Department of Health and Human Services (HHS) regions of the United States.

<table>
<thead>
<tr>
<th>HHS region</th>
<th>RTP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>RFP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OT&lt;sup&gt;c&lt;/sup&gt;</th>
<th>EA&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>35</td>
<td>83</td>
<td>87.5</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>27</td>
<td>71</td>
<td>66.7</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>20</td>
<td>80</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>20</td>
<td>70</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>30</td>
<td>84</td>
<td>75</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>20</td>
<td>62</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>30</td>
<td>84</td>
<td>75</td>
</tr>
<tr>
<td>8</td>
<td>87.5</td>
<td>40</td>
<td>67</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>30</td>
<td>64</td>
<td>70</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>30</td>
<td>68</td>
<td>57</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentage true-positives.  
<sup>b</sup> Percentage false-positives.  
<sup>c</sup> Percentage overlap time.  
<sup>d</sup> Percentage early alarms.

Table 6. Result of Poisson outbreak detection for all performance metrics across all Department of Health and Human Services (HHS) regions of the United States.

<table>
<thead>
<tr>
<th>HHS region</th>
<th>RTP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>RFP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OT&lt;sup&gt;c&lt;/sup&gt;</th>
<th>EA&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>35</td>
<td>77</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>20</td>
<td>70</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>30</td>
<td>69</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>20</td>
<td>58</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>40</td>
<td>72</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>20</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>30</td>
<td>72</td>
<td>75</td>
</tr>
<tr>
<td>8</td>
<td>87.5</td>
<td>30</td>
<td>74</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>20</td>
<td>57</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>20</td>
<td>68</td>
<td>57</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentage true-positives.  
<sup>b</sup> Percentage false-positives.  
<sup>c</sup> Percentage overlap time.  
<sup>d</sup> Percentage early alarms.
Figure 10. US Department of Health and Human Services region 4. The x-axis plots the Google Flu Trends and Centers for Disease Control and Prevention (CDC) data. The horizontal bars indicate where each method detected an epidemic. Cut indicates the cut-off point (more is less sensitive) and b indicates baseline data (training window). The thick horizontal bars at the bottom show the actual outbreak. HCusum = historical cumulative sum, HLM = historical limits method, HNBC = historical negative binomial cumulative sum, ILI = influenza-like illnesses, k = reference value for threshold, NBC = negative binomial cumulative sum, POD = Poisson outbreak detection, PSC = Poisson cumulative sum.
Figure 11. US Department of Health and Human Services region 6. The x-axis plots the Google Flu Trends and Centers for Disease Control and Prevention (CDC) data. The horizontal bars indicate where each method detected an epidemic. Cut indicates cut-off point (more is less sensitive) and b indicates baseline data (training window). The thick horizontal bar at the bottom shows the actual outbreak. HCusum = historical cumulative sum, HLM = historical limits method, HNBC = historical negative binomial cumulative sum, ILI = influenza-like illnesses, k = reference value for threshold, NBC = negative binomial cumulative sum, POD = Poisson outbreak detection, PSC = Poisson cumulative sum.
Figure 12. US Department of Health and Human Services region 10. The x-axis plots the Google Flu Trends and Centers for Disease Control and Prevention (CDC) data. The horizontal bars indicate where each method detected an epidemic. Cut indicates cut-off point (more is less sensitive) and b indicates baseline data (training window). The thick horizontal bar at the bottom shows actual outbreak. HCusum = historical cumulative sum, HLM = historical limits method, HNBC = historical negative binomial cumulative sum, ILI = influenza-like illnesses, k = reference value for threshold, NBC = negative binomial cumulative sum, POD = Poisson outbreak detection, PSC = Poisson cumulative sum.

Figure 13. US Centers for Disease Control and Prevention data with the variance to mean ratio (VMR) line above, along the VMR = 1 mark.
Discussion

In this study, we augmented the capabilities of Google Flu Trends by evaluating various algorithms to translate the raw search query volume produced by this service into actionable alerts. We focused, in particular, on leveraging the ability of Google Flu Trends to provide a near real-time alternative to conventional disease surveillance networks and to explore the practicality of building an early epidemic detection system using these data. This paper presents the first detailed comparative analysis of popular early epidemic detection algorithms on Google Flu Trends. We explored the relative merits of these methods and considered the effects of changing Internet prevalence and population sizes on the ability of these methods to predict epidemics. In these evaluations, we drew upon data collected by the CDC and assessed the ability of each algorithm within a consistent experimental framework to predict changes in measured CDC case frequencies from the Internet search query volume.

Our analysis showed that adding a layer of computational intelligence to Google Flu Trends data provides the opportunity for a reliable early epidemic detection system that can predict disease outbreaks with high accuracy in advance of the existing systems used by the CDC. However, we note that realizing this opportunity requires moving beyond the CUSUM- and HLM-based normal distribution approaches traditionally employed by the CDC. In particular, while we did not find a single best method to apply to Google Flu Trends data, the results of our study strongly support negative binomial- and Poisson-based algorithms being more useful when dealing with potentially noisy search query data from regions with varying Internet penetrations. For such data, we found that normal distribution algorithms did not perform as well as the negative binomial and Poisson distribution algorithms.

Furthermore, our analysis showed that the patient data of a disease follows different distributions throughout the year. Therefore, when VMR of data is equal to 1, it is ideally following a Poisson distribution and could be handled by a Poisson-based algorithm. As the increase in variance raises VMR above 1, the data become overdispersed. Poisson-based algorithms can handle this overdispersion, up to a limit [29]. When VMR is very high, an algorithm is needed that considers the variance as a parameter and raises alarms accordingly. Since negative binomial distribution-based algorithms consider the variance [29], such algorithms perform better in similar scenarios. For instance, NBC is accurate in raising an alarm for overdispersed count data [29]. To get better results, we propose an approach, based on the above discussion, of changing the distribution expectation of an algorithm along with the rise and fall in VMR. This area should be explored in more depth to produce algorithms that adapt according to the data’s distribution type.

Our research is the first attempt of its kind to relate epidemic prediction using Google Flu Trends data to Internet penetration and the size of the population being assessed. We believe that understanding how these factors affect algorithms to predict epidemics is an integral question for scaling a search query-based system to a broad range of geographical regions and communities. In our investigations, we observed that both Internet penetration and population size had a definite impact on algorithm performance. SaTScan performs better when applied to data from regions with high Internet penetration and small population size, while POD and NBC achieves better results when Internet penetration is low and population size is large. CUSUM performs best in regions with a large population. While the availability of search query data and measured (i.e., CDC) case records restrict our analyses to the United States, we believe many of these insights may be useful in developing an early epidemic prediction system for other regions, including communities in the developing world.

In conclusion, we present an early investigation of algorithms to translate data from services such as Google Flu Trends into a fully automated system for generating alerts when the likelihood of epidemics is quite high. Our research augments the ability to detect disease outbreaks at early stages, when many of the conditions that impose an immense burden globally can be treated with better outcomes and in a more cost-effective manner. In addition, the ability to respond early to imminent conditions allows for more proactive restriction of the size of any potential outbreak. Together, the findings of our study provide a means to convert raw data collected over the Internet into more fine-grained information that can guide effective policy in countering the spread of diseases.

Based on our work, we have developed FluBreaks (dritte.org/flubreaks), an early warning system for flu epidemics using Google Flu Trends.
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Abstract

Background: For effective health promotion using health information technology (HIT), it is mandatory that health consumers have the behavioral intention to measure, store, and manage their own health data. Understanding health consumers’ intention and behavior is needed to develop and implement effective and efficient strategies.

Objective: To develop and verify the extended Technology Acceptance Model (TAM) in health care by describing health consumers’ behavioral intention of using HIT.

Methods: This study used a cross-sectional descriptive correlational design. We extended TAM by adding more antecedents and mediating variables to enhance the model’s explanatory power and to make it more applicable to health consumers’ behavioral intention. Additional antecedents and mediating variables were added to the hypothetical model, based on their theoretical relevance, from the Health Belief Model and theory of planned behavior, along with the TAM. We undertook structural equation analysis to examine the specific nature of the relationship involved in understanding consumers’ use of HIT. Study participants were 728 members recruited from three Internet health portals in Korea. Data were collected by a Web-based survey using a structured self-administered questionnaire.

Results: The overall fitness indices for the model developed in this study indicated an acceptable fit of the model. All path coefficients were statistically significant. This study showed that perceived threat, perceived usefulness, and perceived ease of use significantly affected health consumers’ attitude and behavioral intention. Health consumers’ health status, health belief and concerns, subjective norm, HIT characteristics, and HIT self-efficacy had a strong indirect impact on attitude and behavioral intention through the mediators of perceived threat, perceived usefulness, and perceived ease of use.

Conclusions: An extended TAM in the HIT arena was found to be valid to describe health consumers’ behavioral intention. We categorized the concepts in the extended TAM into 3 domains: health zone, information zone, and technology zone.

(J Med Internet Res 2012;14(5):e133) doi:10.2196/jmir.2143

KEYWORDS
Technology Acceptance Model; health behavior; intention; consumer

Introduction

Since the advent of the information age, the use of diverse health information technology (HIT) has become widespread in chronic disease management, disease prevention, and health promotion. HIT is “the application of information processing involving both computer hardware and software that deals with the storage, retrieval, sharing, and use of health care information, data, and
knowledge for communication and decision making” [1]. Informatics, which is another integral aspect of HIT, refers to the science of information, the practice of information processing, and the engineering of information systems. Health informatics refers to the intersection of information science, computer science, and health care, and deals with the resources, devices, and methods required for optimizing the acquisition, storage, retrieval, and use of information in health and biomedicine. Health informatics tools include not only computers but also clinical guidelines, formal medical terminologies, and information and communication systems [2]. As such, the scope of HIT is very broad and encompasses many aspects of hardware and software, including the computer, smartphone, Internet, and social network services. This advance, alongside the advancement of genomics, digitization of data collection, and storage, has inspired the concept of the health avatar [3], which is expected to cause a paradigm shift in the field of health care. The health avatar, promising active use of health and disease management technology, is enabled by life logging, self-tracking, quantified self, and more. In fact, electronics, Web service programs, and other smartphone apps that track, analyze, and provide feedback based on a person’s diet, exercise, sleeping pattern, and activity are already in public use [4].

For effective use of collected health-related data in HIT, it is crucial that health consumers have the behavioral intention to measure, store, and manage their own data. The effort put forth by health consumers to measure, store, and manage their own data strongly determines the quality of the data. Therefore, until data collection and storage is fully automated, consumers’ behavioral intention will be the predominant deciding factor in the accuracy and usefulness of such data. Additionally, a better understanding of health consumers’ intention and behavior would aid the development and implementation of effective and efficient strategies. Thus, identifying the factors influencing health consumers’ intention and behavior to measure, store, and manage their own health-related data would enable the development of a theoretical model to successfully describe their intentions and actions. Developing a model requires determining the interrelationships among the factors of health information by integrating various behavior and information technology theories.

First, regarding health behavior theories, health behavior includes any activity undertaken by an individual, regardless of actual or perceived health status, for the purpose of promoting, protecting, or maintaining health, whether or not such behavior is objectively effective in obtaining the intended results [5]. The best way to design programs to achieve positive changes in health behavior is to understand why people behave as they do and what might motivate them to change. Thus, theories and models of health behavior help explain consumers’ health behavior and guide the development of more effective ways to influence and change their behavior. Health behavior is, however, far too complex to be explained by a single, unified theory, and no single theory or model dominates the research or practice in health-related behavior [6]. Instead, past research devised models that drew on several theories to help understand a specific problem in a particular setting or context. Next, regarding the theories of information technology, the Technology Acceptance Model (TAM) is the most widely applied model to describe consumer acceptability of information technology. TAM can be adapted by applying various factors involving consumers’ behavior in the context of HIT [7,8]. TAM has been continuously expanded to TAM2, the unified theory of acceptance and use of technology, and TAM3, and each of these expansions was motivated by the need to predict the usability of new information technology and to identify and stimulate the use of the technology [9-12]. TAM considers cultural trends and social context as the main factors, and focuses on what attributes of a given technology increase consumers’ acceptance of the technology. Specifically, TAM suggests that the acceptance of a technology by consumers can be increased if efforts to improve the technology are directed by how the technology is perceived by consumers [7,8,13]. Therefore, TAM is a useful model for developing strategies to increase the acceptance of an information technology, as it provides a direct relationship between acceptance of the technology the technology’s perceived usability and ease of use. Furthermore, the applicability of TAM has been expanded by implementing theories of health behavior with the advance of HIT [14].

The Health Belief Model (HBM) was one of the first and one of the best-known social cognition models to explain health behavior change [15]. Originally, the model was designed to predict behavioral response to the treatment received by acutely or chronically ill patients, but in more recent years the model has been used to predict more general health behaviors [6]. The HBM suggests that belief in a personal threat, together with belief in the effectiveness of the proposed behavior, predicts the likelihood of engaging in that behavior [16]. The theory of reasoned action is a model for the prediction of behavioral intention, spanning predictions of attitude and predictions of behavior. The subsequent separation of behavioral intention from behavior allows for the explanation of limiting factors on attitudinal influence. The theory of reasoned action was “born largely out of frustration with traditional attitude-behavior research, much of which found weak correlations between attitude measures and performance of volitional behavior” [17].

In psychology, the theory of planned behavior (TPB) is a theory about the link between attitude and behavior. The concept was developed to improve on the predictive power of the theory of reasoned action by including perceived behavioral control. It is one of the most predictive persuasion theories [18].

Several key concepts, such as attitude, behavioral intention, and behavior, from these theories are the same and the paths are very similar; thus, it is possible to synthesize a model by extracting the common key concepts and building the logical paths between them. In 2008, Yun [14] built an integrated model with concepts from TAM [7,8], HBM [15], theory of reasoned action [19], and TPB [20]. The study demonstrated that consumers’ cognitive factors such as health concerns, perceived threat, and Internet self-efficacy affect their actions in seeking health information on the Internet through perceived usefulness and perceived ease of use. However, the model is limited to the pursuit of health information from the Internet, and therefore cannot comprehensively describe health consumers’ behaviors.
using various HITs in different environments. Therefore, the model needs to be built upon further and modified to develop TAM in the context of HIT so that it can describe consumers’ health behavior when using various HITs.

Objectives
The objective of this study was to develop and test a model describing the behavioral intention and the health behavior of consumers of various HITs, including the Internet, smartphones, and social network services. This model, the HIT-driven extended TAM, is called the Health Information Technology Acceptance Model (HITAM).

Methods

Participants and Data Collection
We recruited study participants from the three largest online health portals in South Korea. They are KorMedi.com, HiDOC, and Kunkang-In (which means Healthy People, from the National Health Insurance Corporation, Republic of Korea). Members of these popular online health portals who used health information through the Internet, smartphones, or social network services were contacted for participation in the study.

Data were collected using an online survey method developed by a private company specializing in online survey research. A survey was posted on these portals from October 21 to December 8, 2011, and in total 728 members replied.

We sought and obtained approval from the institutional review board of the College of Nursing, Seoul National University before collecting the data.

Measurement Tool
For this study, we developed a structured, self-administered questionnaire titled “We would like to know whether you use Smart HIT in your health management.” The questionnaire was composed of 50 items, measuring general characteristics of the research participants and variables in 10 categories. General characteristics were measured with 6 items, health belief and concerns with 5 items, subjective norm with 5 items, perceived susceptibility with 3 items, perceived seriousness with 4 items, HIT self-efficacy with 6 items, HIT reliability with 5 items, perceived ease of use with 5 items, perceived usefulness with 5 items, attitude with 3 items, and behavioral intention with 3 items. Health status was measured by asking if they had any diseases or comorbidity. (Refer to Table 4 for Cronbach alpha of each category.)

Attitude and behavioral intention are two outcome categories. Attitude measures the positive perception of and satisfaction with the use of HIT. Behavioral intention measures the intent and willingness to use HIT. Participants were asked to rate their agreement with the following 3 statements to measure attitude: (1) I am positive about using HIT to manage my health and to search for reliable health information, (2) I think it is beneficial to manage my health and search for reliable health information using HIT, and (3) I am satisfied by and large with the use of HIT to manage my health and search for reliable health information using HIT. The following 3 items measured behavioral intention: (1) I will continue to use HIT to manage my health and to search for reliable health information, (2) I will regularly use HIT to manage my health and to search for reliable health information, and (3) I will recommend use of HIT to other people to manage their health and to search for reliable health information.

We derived items measuring perceived susceptibility, perceived seriousness, perceived threat, and behavioral intention from HBM. Items measuring HIT self-efficacy, HIT reliability, perceived ease of use, perceived usefulness, attitude, and behavioral intention were derived from TAM3. Items measuring health belief and concerns, subjective norm, attitude, and behavioral intention were derived from TPB. We adapted categories of the questionnaire from Yun’s study on the development of a consumer health information-seeking behavior model from 2008 [14]. Table 1 compares Yun’s study with the present study. We made these modifications to extend and change the scope from a narrow Internet focus to broader HIT to reflect the trend of HIT adoption. Specifically, we extended the scope of the questionnaire from Internet health information use to HIT in order to better probe health consumers’ behavior.
Table 1. Comparison of variables in Yun [14] and the present study.

<table>
<thead>
<tr>
<th>Variables in Yun’s model</th>
<th>Variables in proposed model</th>
<th>Reasons for inclusion, exclusion, or modification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health concerns</td>
<td>Health belief and concerns</td>
<td>Excluded because it is for the knowledge level only, which is too specific</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>Perceived susceptibility</td>
<td>Added to strengthen the normative beliefs such as the motivation to comply in the theory of planned behavior</td>
</tr>
<tr>
<td>Perceived seriousness</td>
<td>Perceived seriousness</td>
<td>Modified to adapt to HIT because it is the broader term</td>
</tr>
<tr>
<td>Subjective health-related knowledge</td>
<td>Subjective norm</td>
<td></td>
</tr>
<tr>
<td>Internet self-efficacy</td>
<td>HIT(^a) self-efficacy</td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>Perceived ease of use</td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>Perceived usefulness</td>
<td></td>
</tr>
<tr>
<td>Perceived credibility</td>
<td>HIT reliability</td>
<td>Perceived credibility in Yun’s model is the same concept as the current model’s HIT reliability</td>
</tr>
<tr>
<td>Attitude</td>
<td>Attitude</td>
<td></td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>Behavioral intention</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Health information technology.

The measurement tool was a 7-point Likert-type scale ranging from 1 for strongly disagree to 7 for strongly agree. The questionnaire was originally created in Korean, so it was not necessary to translate it. The reliability of the original instrument was indicated by Cronbach alpha = .853. The content of the questionnaire was independently confirmed by a group of HIT experts.

Path Diagram and Structural Equation Model

To describe health consumers’ behavioral intention toward HIT services that use computers, the Internet, and smartphones, we developed a structural equation model based on previous research and a literature review. We also analyzed other theories relevant to HITAM synthesis, such as HBM, TPB, TAM, Extended TAM (TAM2, unified theory of acceptance and use of technology, TAM3), and Consumer’s Health Information Seeking Behavior Model.

Figure 1 summarizes the relationships among the models revealed by our analysis. Based on these relationships, various endogenous and exogenous variables that explain the behavioral intentions for HIT and potential variables were derived to construct a hypothetical model. We borrowed many of the concepts using their original phrasing, but we modified a few for clarification. For example, we took age and disease from the demographic category as measurement variables in the health status category that affect perceived threat. Perceived susceptibility and perceived seriousness from HBM were included as exogenous variables that affect perceived threat as well. Finally, we included behavioral belief from TPB in our health belief and concerns category.

Extensive monitoring of behavioral change requires a long-term observational study and prohibitively large sample groups. Also, self-reported behavioral intention and users’ action itself are hard to measure. Finally, cross-sectional research methodology provides a challenge, as the correlation between behavioral intention and the actual taking of action has been shown to be weak [21,22]. Therefore, the model does not verify the previously studied relationship between health behavioral intention and health action. Rather, the influential factors and behavioral intention were the primary focus of model verification.

Our structural equation model relied on findings from previous research regarding consumers’ behavioral intention to use HIT. Figure 2 shows the theoretical model for the analysis. Arrows with solid lines indicate relationships between the specified concepts. We hypothesized that consumers with worse health status and stronger health beliefs and concerns would perceive greater threat. In addition, we expected that consumers with higher subjective norm, HIT reliability, and HIT self-efficacy would perceive HIT to be more useful. We assumed that consumers with higher HIT reliability and HIT self-efficacy would perceive HIT to be easier to use. We also assumed that consumers with higher perceived threat and perceived ease of use would perceive HIT to be more useful. We hypothesized that consumers who perceive HIT to be more useful and easier to use would have a more positive attitude toward HIT. Finally, we hypothesized that consumers with a more positive attitude would show more positive behavioral intention to accept HIT.
Figure 1. Conceptual relationships of the relevant models for development of the Health Information Technology Acceptance Model (HITAM). HBM = Health Belief Model, TAM = Technology Acceptance Model, TPB = theory of planned behavior.
Statistical Analysis

Descriptive statistics of the participants’ general characteristics were analyzed with IBM SPSS version 19 (IBM Corporation, Somers, NY, USA). The structural equation model was fitted with maximum likelihood estimation routines in IBM SPSS Amos 16.

Results

The general characteristics of the 728 research participants are shown in Table 2. About an equal number of men and women participated in the study. A large fraction of the group were in their 30s, with a majority of the group having a college education or higher. The ratio of participants with chronic illness to those without was about one.
Table 2. General characteristics of the participants (N = 728).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>372</td>
<td>51.1%</td>
</tr>
<tr>
<td>Female</td>
<td>356</td>
<td>48.9%</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;19</td>
<td>10</td>
<td>1.4%</td>
</tr>
<tr>
<td>20–29</td>
<td>144</td>
<td>19.8%</td>
</tr>
<tr>
<td>30–39</td>
<td>258</td>
<td>35.4%</td>
</tr>
<tr>
<td>40–49</td>
<td>150</td>
<td>20.6%</td>
</tr>
<tr>
<td>50–59</td>
<td>101</td>
<td>13.9%</td>
</tr>
<tr>
<td>&gt;60</td>
<td>65</td>
<td>8.9%</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clerical</td>
<td>223</td>
<td>30.6%</td>
</tr>
<tr>
<td>Professional</td>
<td>113</td>
<td>15.5%</td>
</tr>
<tr>
<td>Homemaker</td>
<td>86</td>
<td>11.8%</td>
</tr>
<tr>
<td>Student</td>
<td>75</td>
<td>10.3%</td>
</tr>
<tr>
<td>Self-employed</td>
<td>58</td>
<td>8.0%</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>33</td>
<td>4.5%</td>
</tr>
<tr>
<td>Government official</td>
<td>24</td>
<td>3.3%</td>
</tr>
<tr>
<td>Other</td>
<td>116</td>
<td>15.9%</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; Middle school</td>
<td>10</td>
<td>1.4%</td>
</tr>
<tr>
<td>High school</td>
<td>177</td>
<td>24.3%</td>
</tr>
<tr>
<td>College</td>
<td>135</td>
<td>18.5%</td>
</tr>
<tr>
<td>University</td>
<td>299</td>
<td>41.1%</td>
</tr>
<tr>
<td>&gt; Graduate school</td>
<td>107</td>
<td>14.7%</td>
</tr>
<tr>
<td><strong>Chronic diseases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>361</td>
<td>49.6%</td>
</tr>
<tr>
<td>No</td>
<td>367</td>
<td>50.4%</td>
</tr>
<tr>
<td><strong>Monthly income (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;1000</td>
<td>37</td>
<td>(5.1)</td>
</tr>
<tr>
<td>1001–2000</td>
<td>107</td>
<td>(14.7)</td>
</tr>
<tr>
<td>2001–3000</td>
<td>186</td>
<td>(25.5)</td>
</tr>
<tr>
<td>3001–4000</td>
<td>159</td>
<td>(21.8)</td>
</tr>
<tr>
<td>4001–5000</td>
<td>118</td>
<td>(16.2)</td>
</tr>
<tr>
<td>&lt;5000</td>
<td>121</td>
<td>(16.6)</td>
</tr>
</tbody>
</table>

The descriptive statistics of the variable scores and the reliability coefficients of the measuring tool in each category are provided in Table 3.
### Table 3. Descriptive statistics of the latent variables and the reliability coefficients (N = 728 for all variables).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>SD</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>Cronbach alpha</th>
<th>No. of items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health belief and concerns</td>
<td>5</td>
<td>35</td>
<td>27.04</td>
<td>4.930</td>
<td>–1.028</td>
<td>0.091</td>
<td>2.405</td>
<td>0.181</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>5</td>
<td>35</td>
<td>23.68</td>
<td>4.978</td>
<td>–0.318</td>
<td>0.091</td>
<td>0.289</td>
<td>0.181</td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td>3</td>
<td>21</td>
<td>12.94</td>
<td>4.157</td>
<td>–0.291</td>
<td>0.091</td>
<td>–0.448</td>
<td>0.181</td>
</tr>
<tr>
<td>Perceived seriousness</td>
<td>4</td>
<td>28</td>
<td>20.91</td>
<td>4.801</td>
<td>–0.844</td>
<td>0.091</td>
<td>0.811</td>
<td>0.181</td>
</tr>
<tr>
<td>HIT a self-efficacy</td>
<td>6</td>
<td>42</td>
<td>31.25</td>
<td>5.841</td>
<td>–0.412</td>
<td>0.091</td>
<td>0.693</td>
<td>0.181</td>
</tr>
<tr>
<td>HIT reliability</td>
<td>5</td>
<td>35</td>
<td>25.55</td>
<td>4.795</td>
<td>–0.485</td>
<td>0.091</td>
<td>0.521</td>
<td>0.181</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>5</td>
<td>35</td>
<td>27.74</td>
<td>4.847</td>
<td>–0.716</td>
<td>0.091</td>
<td>0.734</td>
<td>0.181</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>5</td>
<td>35</td>
<td>25.99</td>
<td>4.710</td>
<td>–0.466</td>
<td>0.091</td>
<td>0.364</td>
<td>0.181</td>
</tr>
<tr>
<td>Attitude</td>
<td>3</td>
<td>21</td>
<td>16.76</td>
<td>3.024</td>
<td>–0.872</td>
<td>0.091</td>
<td>1.088</td>
<td>0.181</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>3</td>
<td>21</td>
<td>17.07</td>
<td>3.146</td>
<td>–0.921</td>
<td>0.091</td>
<td>0.956</td>
<td>0.181</td>
</tr>
</tbody>
</table>

*a* Health information technology.

We found that each measured variable satisfied the assumption of the univariate normality. Table 4 presents correlation coefficients for the measured variables. The correlations between the measured variables ranged from .001 to .817.

### Table 4. Correlation coefficients between measured variables.

<table>
<thead>
<tr>
<th></th>
<th>Age</th>
<th>Diseases</th>
<th>Health belief and concerns</th>
<th>Subjective norm</th>
<th>Perceived susceptibility</th>
<th>Perceived seriousness</th>
<th>HIT a self-efficacy</th>
<th>HIT reliability</th>
<th>Perceived ease of use</th>
<th>Perceived usefulness</th>
<th>Attitude</th>
<th>Behavioral intention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diseases</td>
<td>–.117**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health belief</td>
<td>.144**</td>
<td>–.023</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and concerns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective</td>
<td>.049</td>
<td>.025</td>
<td>.644**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>norm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived</td>
<td>.032</td>
<td>–.411**</td>
<td>.119**</td>
<td>.151**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>susceptibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived</td>
<td>.057</td>
<td>–.156**</td>
<td>.340**</td>
<td>.207**</td>
<td>.447**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>seriousness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIT self-</td>
<td>–.053</td>
<td>.056</td>
<td>.517**</td>
<td>.529**</td>
<td>.155**</td>
<td>.288**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIT reliability</td>
<td>.048</td>
<td>.031</td>
<td>.449**</td>
<td>.405**</td>
<td>.143**</td>
<td>.316**</td>
<td>.574**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived</td>
<td>.002</td>
<td>.024</td>
<td>.488**</td>
<td>.403**</td>
<td>.139**</td>
<td>.350**</td>
<td>.733**</td>
<td>.655**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ease of use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived</td>
<td>–.009</td>
<td>.026</td>
<td>.476**</td>
<td>.479**</td>
<td>.175**</td>
<td>.370**</td>
<td>.664**</td>
<td>.672**</td>
<td>.740**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>usefulness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>.097**</td>
<td>.001</td>
<td>.520**</td>
<td>.387**</td>
<td>.126**</td>
<td>.358**</td>
<td>.640**</td>
<td>.694**</td>
<td>.740**</td>
<td>.737**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral</td>
<td>.145**</td>
<td>.014</td>
<td>.496**</td>
<td>.361**</td>
<td>.110**</td>
<td>.350**</td>
<td>.635**</td>
<td>.604**</td>
<td>.705**</td>
<td>.686**</td>
<td>.817**</td>
<td></td>
</tr>
<tr>
<td>intention</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* Health information technology.

*P < .05, **P < .01.

Figure 2 presents the path diagram of the fitted model, and Table 5 shows unstandardized and standardized estimates of the model. This model exhibited an excellent fit to the data ($\chi^2 = 375.6$, $P < .001$, goodness of fit index = .923, root mean square error of approximation = .099). The model accounts for 83% of the variance in behavioral intention, 73% of the variance in attitude, 18% of the variance in perceived threat, 67% of the variance in perceived ease of use, and 68% of the variance in perceived usefulness. The path from perceived threat to behavioral intention was proposed in the hypothetical model. However,
we removed this path in the final model because it was not significant.

Table 5. Standardized estimates of the Health Information Technology Acceptance Model (HITAM).

<table>
<thead>
<tr>
<th>Endogenous variable</th>
<th>Exogenous variable</th>
<th>Regression weights (SE)</th>
<th>Standardized estimate (beta)</th>
<th>CR$^{a}$ ($t$ value)</th>
<th>P value</th>
<th>SMC$^{b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived threat</td>
<td>Health status</td>
<td>1.167 (0.379)</td>
<td>.413</td>
<td>3.078</td>
<td>.002</td>
<td>.184</td>
</tr>
<tr>
<td></td>
<td>Health belief and concerns</td>
<td>0.100 (0.029)</td>
<td>.117</td>
<td>3.415</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIT$^{c}$ reliability</td>
<td>0.372 (0.030)</td>
<td>.367</td>
<td>12.305</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIT self-efficacy</td>
<td>0.446 (0.024)</td>
<td>.542</td>
<td>18.275</td>
<td>&lt;.001</td>
<td>.665</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>Subjective norm</td>
<td>0.118 (0.026)</td>
<td>.126</td>
<td>4.475</td>
<td>&lt;.001</td>
<td>.677</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>HIT reliability</td>
<td>0.276 (0.033)</td>
<td>.281</td>
<td>8.381</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived ease of use</td>
<td>0.409 (0.041)</td>
<td>.422</td>
<td>9.996</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived threat</td>
<td>0.045 (0.025)</td>
<td>.040</td>
<td>1.777</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIT self-efficacy</td>
<td>0.102 (0.032)</td>
<td>.127</td>
<td>3.218</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>Perceived usefulness</td>
<td>0.268 (0.024)</td>
<td>.432</td>
<td>11.363</td>
<td>&lt;.001</td>
<td>.734</td>
</tr>
<tr>
<td></td>
<td>Perceived ease of use</td>
<td>0.288 (0.023)</td>
<td>.479</td>
<td>12.588</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>Attitude</td>
<td>0.955 (0.025)</td>
<td>.912</td>
<td>38.669</td>
<td>&lt;.001</td>
<td>.831</td>
</tr>
</tbody>
</table>

$^{a}$ Critical ratio.

$^{b}$ Squared multiple correlation.

$^{c}$ Health information technology.

Table 6 displays standardized measures of direct, indirect, and total effects of exogenous variables on endogenous variables in the model. All direct, indirect, and total effects were statistically significant except for the direct effect of perceived threat on perceived usefulness, the indirect effect of perceived threat on attitude, and the indirect effect of perceived threat on behavioral intention.
<table>
<thead>
<tr>
<th>Endogenous variable</th>
<th>Exogenous variable</th>
<th>Standardized direct effect</th>
<th>P value</th>
<th>Standardized indirect effect</th>
<th>P value</th>
<th>Standardized total effect</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived threat</td>
<td>Health status</td>
<td>.117</td>
<td>.006</td>
<td>0</td>
<td>.117</td>
<td>.006</td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>Health belief and concerns</td>
<td>.413</td>
<td>.01</td>
<td>0</td>
<td>.413</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>HIT reliability</td>
<td>.367</td>
<td>.01</td>
<td>0</td>
<td>.367</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>HIT self-efficacy</td>
<td>.127</td>
<td>.009</td>
<td>.228</td>
<td>.02</td>
<td>.356</td>
<td>.009</td>
</tr>
<tr>
<td></td>
<td>HIT reliability</td>
<td>.281</td>
<td>.009</td>
<td>.155</td>
<td>.009</td>
<td>.436</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>Subjective norm</td>
<td>.126</td>
<td>.01</td>
<td>0</td>
<td>.126</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>Perceived threat</td>
<td>.040</td>
<td>.06</td>
<td>0</td>
<td>.040</td>
<td>.06</td>
<td>.06</td>
</tr>
<tr>
<td></td>
<td>Perceived ease of use</td>
<td>.422</td>
<td>.008</td>
<td>0</td>
<td>.422</td>
<td>.008</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>Health belief and concerns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>Perceived ease of use</td>
<td>.479</td>
<td>.02</td>
<td>.182</td>
<td>.005</td>
<td>.661</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>Perceived usefulness</td>
<td>.432</td>
<td>.006</td>
<td>0</td>
<td>.432</td>
<td>.006</td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>HIT reliability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIT self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subjective norm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health belief and concerns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived threat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>Attitude</td>
<td>.912</td>
<td>.01</td>
<td>0</td>
<td>.912</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>HIT reliability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIT self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Subjective norm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health belief and concerns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived threat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived ease of use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived usefulness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

We categorized the influential factors affecting the behavioral intention to measure, store, and manage health-related data into three domains called the health zone, information zone, and technology zone. In each zone, the factors follow different mediating processes that lead to behavioral intention in health consumers. In the first domain, the health zone, there is a cascade of effects starting from health status (age, disease, etc.), to perceived threat, to perceived usefulness, to attitude and, finally, to behavioral intention. This further verifies the description of behavioral intention in the HBM, where an intermediate variable, attitude, leads to behavioral intention [23,24]. Additionally, we showed that health belief and concerns have an indirect effect on the behavioral intention to use HIT. This suggests that psychological incentives such as health belief and concerns may motivate people to take action toward their health management. For example, outcome valuation has a nonnegligible effect on the health belief and concerns, triggering behavioral intention in health consumers.

Consumers’ perceived threat, which is measured by perceived susceptibility and perceived seriousness, had a somewhat smaller impact on perceived usefulness than in previous studies. However, perceived threat had a statistically significant indirect effect on attitude through perceived usefulness, subsequently increasing the behavioral intention to use HIT. This indirect relationship is exemplified by the tendency of individuals to actively use HIT when they perceive a potential threat to their health. This result is consistent with the model reported by Yun [14], where perceived threat leads to information-seeking behavior. One possible explanation for the relatively reduced impact of perceived threat on perceived usefulness found in this study may be that some research participants considered the issue of susceptibility to and seriousness of disease not to apply to themselves, owing to their good health. Another explanation may be that perceived susceptibility and perceived seriousness are concerned with disease, but perceived usefulness is concerned with the usefulness of HIT in health promotion.

In the second domain, the information zone, the factors have a similar cascade effect to that in the health zone. Perceived usefulness is significantly sensitive to subjective norms, such as social pressure or community competition, resulting in consumers forming positive attitude. Such a formed attitude has a consequence on behavioral intention. According to the Ajzen’ TPB [18], behavioral intention is a direct determinant of behaviors, arguing that attitude, subjective norm, and perceived behavioral control of the action are the most powerful predicting factors for behavioral intention. Therefore, the result suggests that when using HIT to induce health behaviors in consumers, using a social network service or network to form an environment for users to compete with others online can increase efficiency.

The last domain, the technology zone, has factors with the following characteristics. HIT use forms specific HIT reliability, such as output quality and result demonstrability, and these affect perceived usefulness. More interestingly, HIT reliability also affects perceived ease of use, also affecting perceived usefulness. Similarly, HIT self-efficacy, such as HIT anxiety, playfulness, perceived enjoyment, and objective usability, also affect perceived usefulness and perceived ease of use. These two factors affect attitude and, finally, form behavioral intention. Our study revealed that HIT self-efficacy is a significant factor influencing HIT use. This suggests that consumers enjoying the use of HIT and gaining confidence in their ability to use HIT develop increased tendencies to use HIT. Specifically, the greater the self-efficacy, the greater the perceived ease of use, which is consistent with the finding reported by Yun [14].

Ajzen developed the TPB model that explains various human actions by integrating behavioral belief, normative belief, efficacy belief, attitude, subjective norm, and perceived behavioral control [18]. In this study, we demonstrated that behavioral belief, normative belief, and efficacy belief all serve as antecedents to a mediating process that results in behavioral intention. The similarity between these two studies suggests that the TPB is applicable to further research in HIT.

The key factors identified within the three zones—health status and health belief and concerns in the health zone; subjective norms and HIT reliability in the information zone; and HIT self-efficacy in the technology zone—are the predicting factors that form the HITAM with varying ranges of significance and directional relationships. By identifying the core factors that have the largest impact, HITAM is a succinct and powerful model that reevaluates and reorganizes previous findings in the field.

The survey revealed that, although TAM has expanded its utility into various areas and has been successfully implemented, its implementation in the HIT arena has been limited. Furthermore, even in the rapid advancement of information technology and its subsequent impact on health management, a model that captures and predicts various aspects of consumer acceptance is lacking. To address this gap, our research has tried to provide a robust foundation for future HIT research. Yun’s similar effort in integrating health information-seeking activities with TAM was limited to the use of the Internet and did not capture the real-life application of HIT. Therefore, by considering the latest developments in HIT, now used more ubiquitously, the model in this work possesses increased real-life applicability and predictive capability.

Figure 3 shows the overall structure of HITAM, which describes health consumers’ attitude and behavioral intention when encountering HIT. We discuss five distinct factors in this work: health status, health belief and concerns, subjective norm, HIT reliability and HIT self-efficacy. The first two factors lead to a mediating process of perceived threat toward consumers’ health. When consumers consider the possibility of deteriorating health, they may seek the use of HIT to better manage their health. This leads to the consumer determining the perceived usefulness of HIT, and in the case of positive interaction, it results in positive attitude, which ultimately leads to their behavioral intention. The third factor, subjective norm, concerns social pressure or competition within the community. When health consumers...
discover a given HIT over social network services or other means of online interaction, they are likely to perceive the HIT as useful. This encounter, depending on their experience, leads to positive attitude, and in turn leads to their behavioral intention. The fourth antecedent, HIT reliability, is unique in that it lies in both the information zone and the technology zone. HIT reliability includes quality of output and demonstrability of result, which suggests that it can come from either a direct experience with the technology or an indirect experience, gained through information gathered through other consumers. On the other hand, it also leads to perceived ease of use. This particular mediating process can lead immediately through perceived usefulness, because a user who finds a given information technology easy to use will generally perceive it to be useful as well. The final antecedent, HIT self-efficacy, follows a similar path toward perceived usefulness and perceived ease of use, which can arise from health consumers’ confidence in using a given technology. The mediating processes lead to positive attitude, which in the HITAM is a crucial prerequisite to forming behavioral intentions in health consumers.

Using this model, many aspects of health behaviors using HIT can be explained. Thus, in the wake of the exponentially increasing presence of HIT such as the Internet and smartphone apps, the HITAM provides a valuable model of how different interactions with HIT form behavioral intention in health consumers.

Figure 3. The Health Information Technology Acceptance Model (HITAM). HIT = health information technology.
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Abstract

Background: Patient participation is essential in developing high-quality guidelines but faces practical challenges. Evidence on timing, methods, evaluations, and outcomes of methodologies for patient participation in guideline development is lacking.

Objective: To assess the feasibility of a wiki as a participatory tool for patients in the development of a guideline on infertility determined by (1) use of the wiki (number of page views and visitors), (2) benefits of the wiki (ie, number, content, and eligibility of the recommendations to be integrated into the guideline), and (3) patients’ facilitators of and barriers to adoption, and the potential challenges to be overcome in improving this wiki.

Methods: To obtain initial content for the wiki, we conducted in-depth interviews (n = 12) with infertile patients. Transcripts from the interviews were translated into 90 draft recommendations. These were presented on a wiki. Over 7 months, infertile patients were invited through advertisements or mailings to formulate new or modify existing recommendations. After modifying the recommendations, we asked patients to select their top 5 or top 3 recommendations for each of 5 sections on fertility care. Finally, the guideline development group assessed the eligibility of the final set of recommendations within the scope of the guideline. We used a multimethod evaluation strategy to assess the feasibility of the wiki as a participatory tool for patients in guideline development.

Results: The wiki attracted 298 unique visitors, yielding 289 recommendations. We assessed the 21 recommendations ranked as the top 5 or top 3 for their eligibility for being integrated into the clinical practice guideline. The evaluation identified some challenges needed to be met to improve the wiki tool, concerning its ease of use, website content and layout, and characteristics of the wiki tool.

Conclusions: The wiki is a promising and feasible participatory tool for patients in guideline development. A modified version of this tool including new modalities (eg, automatically limiting the number and length of recommendations, using a fixed format for recommendations, including a motivation page, and adding a continuous prioritization system) should be developed and evaluated in a patient-centered design.

(J Med Internet Res 2012;14(5):e138) doi:10.2196/jmir.2080
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**Introduction**

Having patients participate in clinical practice guideline (CPG) development is essential but challenging [1,2]. Their participation is particularly assumed to result in higher-quality guidelines in terms of applicability, acceptability, usefulness, and enhancement of implementation [1-7]. For instance, patient participation is one of the key criteria of the Appraisal of Guidelines Research and Evaluation (AGREE) instrument [8], which is used to assess the methodological quality of guidelines. However, only 25%-50% of CPG developers regularly involve patients [9].

Several practical limitations could explain why patient participation is not common practice in CPG development. First, various methods for patient participation in CPG development can be used, such as conducting in-depth interviews or focus group meetings to explore patients’ preferences, asking patients’ representatives to comment on drafts of the CPG, or including patients’ representatives or patients in the CPG development group [3,6,10-14]. However, practical guidance on how and when to apply these methods is lacking [15]. Second, all methods are restricted to including a selected number of patients or patients’ representatives and do not involve a large population of patients. Third, transparently integrating patients’ preferences into CPG recommendations is difficult and often unclear [16]. Fourth, organizational (eg, recruitment of participants), financial (eg, costs of patients’ education or for conducting focus groups), and sociopolitical barriers (eg, CPG developers’ resistance to including patients in the CPG group) may impede patient participation in CPG development [13]. Finally, studies on the effectiveness and impact of patient participation are limited [15]. A new methodology for patient participation in CPG development that enables overcoming most of these drawbacks is thus necessary.

Web 2.0 tools offer opportunities to let nonorganized groups participate in a complex process such as CPG development [17-20]. In particular a wiki, such as Wikipedia, seems to be an easily accessed tool, which enables patients to collaborate in formulating guideline recommendations directly. Ideally, to test the feasibility of such a new method for patient participation in CPG development, an Internet-using young target group such as infertile patients [21-23] is preferred. Infertility is commonly defined as “any form of reduced fertility with prolonged time of unwanted non-conception” [24] and affects approximately 80 million couples worldwide [25,26]. In this study, we applied wiki technology as a participatory tool for patients in the development of a multidisciplinary CPG on infertility and aimed to assess its feasibility.

**Methods**

**Setting**

**Fertility Care**

In the Netherlands, fertility care is mostly publically arranged and provided by various professionals. First, fertility care is provided by the general practitioner and may be part of an initial fertility assessment after a prolonged time of unwanted nonconception. Second, the general practitioner can refer couples to a gynecologist in a general (secondary care) or a university (tertiary care) hospital to complete the fertility assessment, determine a cause of infertility, and define a suitable treatment policy. Third, if a severe male factor is diagnosed, a urologist may be consulted. Furthermore, since infertility has a high emotional and psychological impact, which also interferes with work, a psychologist and occupational physician are regularly engaged in the care pathway. In vitro fertilization and intracytoplasmic sperm injection are provided by 13 licensed hospitals (8 university hospitals, 4 general hospitals, and 1 private clinic). Ovulation induction and intrauterine insemination are performed in all Dutch hospitals. Ovulation induction, intrauterine insemination cycles, and the first three in vitro fertilization or intracytoplasmic sperm injection treatment cycles are reimbursed as part of the basic health care package according to the Health Insurance Act.

**Guideline Development**

In February 2008, a collaboration of stakeholders (a general practitioner, 2 gynecologists, a urologist/sexologist, a clinical embryologist, a clinical chemical specialist, a medical psychologist, an occupational physician, 2 patients’ representatives, and a researcher) was set up to develop a national multidisciplinary paper-based CPG on infertility. CPGs are defined as sets of evidence- or consensus-based recommendations describing optimal patient care to assist health care professionals and patients in clinical decision making [2]. The aim of the CPG was to focus on organizational and patient-centered aspects of fertility care. Two representatives of the Dutch patients’ association for infertility, Freya, participated in the CPG development group. However, for direct patient participation in this guideline, we applied a wiki concurrently with this guideline development phase.

**Study Objectives**

The objective of this study was to assess the feasibility of the wiki as a participatory tool for patient participation in CPG development. The feasibility of the wiki was determined by three end points: (1) use of the wiki and users’ characteristics (number of page views and visitors), (2) wiki content quality, particularly the assessment of various aspects of the final set of unique recommendations (ie, number, content, and their eligibility for integration into the CPG) for high-quality fertility care, and (3) wiki system quality (ie, patients’ facilitators of and barriers to adoption of this wiki as a participatory tool for direct patient involvement in CPG development, as well as potential suggestions for improvement).

**Wiki Tool Development**

We developed a conventional wiki website using MediaWiki software and made accessible through the Freya website, called FreyaWIKI [27]. During the preparation phase, we first conducted in-depth interviews to obtain initial content for the wiki. Next, we structured the wiki tool according to the topics of the recommendations derived from the interviews.

http://www.jmir.org/2012/5/e138/
Obtaining Initial Content of the Wiki Tool From In-Depth Interviews

To obtain the initial content for this wiki, we first conducted 12 semistructured in-depth interviews with infertile couples during different phases of care, from the first visit to the general practitioner, to (non)pregnant status after completing medically assisted reproduction techniques [28]. Patients visiting outpatient clinics in Nijmegen and Amsterdam were consecutively invited to participate through an information letter. Subsequently, 1 researcher (EB) obtained the final consent by telephone. Participants were asked to specify perceived bottlenecks in their fertility care pathway, using an interview guide including the main treatment stages of their fertility care pathway (eg, treatment by a general practitioner, gynecologist, or urologist). Interviews were audiotaped and transcribed verbatim. Next, a researcher (EB) and the chief executive of Freya (JK) independently translated these bottlenecks into draft patient recommendations. These draft recommendations were formulated as “I want my doctor to...” Consensus on the formulation of patient draft recommendations was reached through discussion.

Structuring the Wiki Tool

Division of the draft recommendations into sections and subsections determined the structure of the wiki. Draft recommendations were divided into 4 sections (EB, JK), consisting of 3 sections referring to the care delivered by the 3 most involved professionals and a general section for recommendations important to all professionals: general care, care delivered by a general practitioner, gynecological care, and urological care. To provide more structure in the wiki, the draft recommendations in each of these 4 sections were subdivided into 8 subsections (EB, JK) based on aspects of care that are known to be important to infertile patients: 3 medical-technical aspects (ie, examination, therapy, and referral), 4 patient-centered aspects (ie, organization of care, information provision, communication, and staff attitudes), and 1 general aspect (ie, general) [29]. These subsections were presented on the wiki in the following order: general (recommendations in general and those that don’t apply to other care aspects), information provision (recommendations on oral and paper-based information provision), organization (recommendations on the organization of fertility care, for example, adjustment of care between different health care professionals, accessibility of care), staff attitudes (recommendations on the attitude of health care professionals toward the patient, for example, having empathy), communication (recommendations on communication between the health care professional and the patient), examination (recommendations on examinations during fertility care), therapy (recommendations on therapy, namely infertility treatment by, for example, in vitro fertilization), and referral (recommendations on referral from one health care professional to another, for example, from a general practitioner to a gynecologist). Discrepancies in division and subdivision of the draft recommendations were resolved through discussion.

Patient Participation in CPG Development

Recruiting Participants

We recruited participants for the wiki evaluation through mailings to members of Freya, the Dutch patients’ association for infertility; advertisements in Freya’s quarterly journal; links on websites of Freya and the professional societies (eg, general practitioners, gynecologists, urologists, and clinical embryologists); and links in social media (eg, Hyves, Twitter, and Facebook). In addition, we sent advertising posters to all 103 clinics offering fertility treatments in the Netherlands for their waiting rooms.

Obtaining Recommendations From Wiki Participants

Formulating Recommendations

From May to December 2008, we presented the draft recommendations for fertility care on the wiki. Patients were invited to modify or refine these recommendations and to add new recommendations. During this process, we asked patients to subscribe voluntarily through an email address and to provide background characteristics for study purposes. After 2 months, when the number of recommendations started to increase, patients and patients’ representatives requested us to add 2 sections to the existing structure of the wiki: 1 regarding the care delivered by the laboratory (eg, recommendations regarding semen analysis), and 1 regarding the care delivered by the remaining professionals who were not represented in a separate section (eg, recommendations regarding the medical psychologist). Hence, we added 2 sections to the wiki: laboratory and remaining. Next, we recategorized recommendations from the general section regarding care delivered by the laboratory or care delivered by professionals other than the general practitioner, gynecologist or urologist. After this restructuring of the wiki, the general section contained only recommendations on fertility care in general, thus not referring to the care delivered by 1 of the professionals involved.

Modifying Recommendations

After 7 months, we modified the recommendations in several steps. First, we removed duplicate recommendations. Then, if necessary, we moved recommendations into the appropriate sections (EB, JK). Since all recommendations in the remaining section turned out to be more suited to other sections, we eliminated this section. Next, 2 researchers (EB, WN) and the chief executive of Freya (JK) independently assessed the implementability of all recommendations using the Guideline Implementability Appraisal (GLIA) instrument [30]. Discrepancies were discussed and resolved through consensus. Based on the results of this assessment, the recommendations were independently textually refined or modified by a researcher (EB) and the chief executive of Freya (JK). Finally, after consensus was reached on the final formulation, we reentered the recommendations into the wiki.

Prioritizing Recommendations

All patients visiting the wiki website were invited to prioritize their top 5 (modified) recommendations in each section (for the laboratory section, we asked them to identify their top 3 due to the small number of recommendations). This prioritization was
privately conducted by assigning 5, 4, 3, 2, and 1 points for the most important recommendations for determining high-quality fertility care for each of the 5 sections and independently from the subsections.

Assessing Eligibility of the Selected Recommendations
Initially, the CPG development group had intended to integrate this final top selection of patients’ recommendations directly into the CPG. However, before integrating these recommendations, the entire CPG development group (n = 11) assessed the eligibility of the recommendations for inclusion in terms of the scope of the guideline.

Evaluation of the Wiki
To evaluate the feasibility of the wiki, we performed a multimethod evaluation study including three components [31]. First, to assess the ability to involve large and diverse patient populations compared with other methods such as interviews, we evaluated wiki use and users’ characteristics. Second, we evaluated wiki content quality (ie, recommendations) and, third, wiki system quality (eg, ease of use, layout), identifying factors that could potentially influence adoption of the wiki (barriers and facilitators) as well as potential factors for improvement.

Evaluation of Wiki Use and Users’ Characteristics
Data on actual use of the wiki (eg, number of unique visitors, page views) were generated through log files on the website of the patient association (Freya). Unique visitors were determined by IP address logged and stored on the website.

Evaluation of Wiki Content Quality
To evaluate the content quality of the wiki, we assessed various aspects of the final set of unique recommendations, particularly the number of recommendations, their content, and their eligibility for integration into the CPG for high-quality fertility care.

Evaluation of Wiki System Quality
To evaluate the quality of the wiki system and to identify facilitators, barriers, and potential areas of improvement, we conducted an online questionnaire. To gain insight into the thoughts underlying the resulting factors that formed potential facilitators of or barriers to adoption of the wiki and aspects of improvement, we conducted in-depth interviews with wiki users who completed the evaluation questionnaire.

Online Evaluation Questionnaire
During the prioritization phase, patients visiting the wiki website were invited to complete an online evaluation questionnaire. This questionnaire included items regarding users’ background characteristics (eg, age, type of infertility), use of the wiki (eg, number of visits), and factors that could potentially influence adoption of the wiki (quality of the wiki website, satisfaction, and net benefits) based on the relevant evaluation factors derived from the Human, Organization, and Technology-fit framework [32]. Questions on the potential influencing factors were grouped into 5 sections: ease of use of the wiki website, layout of the wiki website, value of the wiki methodology as a participatory tool for CPG development, content of the wiki website, and experienced privacy on the wiki website. Patients were asked to rate 22 accompanying positively formulated statements on these factors on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree) (Multimedia Appendix 1). After each section, patients were invited to comment. Next, patients were asked to describe their three advantages and disadvantages of the wiki website and potential areas of improvement. Finally, patients were asked for their willingness to participate again in a similar project and for their intention to recommend this wiki.

In-Depth Interviews With Wiki Users
We first summarized the identified influencing factors on adoption of the wiki website and suggested potential areas of improvement. Next, we translated these into a topic list to guide the in-depth interviews. To get both confirmation of and saturation in the thoughts underlying the facilitators of and barriers to adoption and potential areas of improvement of the wiki, 1 researcher (EB) conducted semistructured in-depth interviews with wiki users by telephone. Participants in the questionnaire survey who left their email address were randomly recruited by email. The first part of the interview consisted of open-ended questions, related to thoughts underlying the identified influencing factors on adoption and potentials for improvement of the wiki. Next, patients were asked for additional influencing factors and suggestions for improving the wiki. Recruitment continued until saturation of data was achieved. Regarding the starting and stopping criteria according to Francis and colleagues [33], we started with 2 interviews and aimed to repeat cycles of 2 interviews until we obtained no new data. If data saturation was achieved, an additional interview was conducted to attain data saturation.

Data Analysis
We used SPSS 16.0 for Windows, Data Entry 4.0 (IBM Corporation, Somers, NY, USA) to perform descriptive statistical tests on the background characteristics of the wiki participants and to analyze patients’ top rankings of the recommendations. The final top selection of recommendations in each section was determined by identifying those with the highest sumscores derived. For analyzing the results of the online evaluation questionnaire, we grouped the responses on the 5-point Likert scale into the categories agree (scores 1 and 2), neutral (score 3), and disagree (scores 4 and 5). Items were a priori identified as facilitators of adoption if >50% chose agree (scores 1 and 2) and as barriers to adoption of the wiki website if >50% of the evaluators chose disagree (scores 4 and 5). We used the reported top three advantages and disadvantages and the potential areas of improvement of the wiki to determine the frequency of occurrence of each aspect. We conducted an initial content analysis of all free-text responses to the questionnaire, to determine additional points to be improved (EB, WN).

Qualitative Analysis of the Interviews
All interviews were audiotaped and transcribed verbatim. Data were analyzed iteratively and thematically across accounts (EB, JK) [34], according to the relevant factors of the evaluation framework, as used in the questionnaire to identify barriers to and facilitators of adoption and potential areas of improvement of the wiki [32]. Another researcher (WN) independently checked the coding framework and analysis.
Results

Wiki Tool Development

In-Depth Interviews

From the transcripts of 12 in-depth interviews with infertile patients, we translated the perceived bottlenecks into a set of 90 draft patient recommendations and entered them into the wiki (Figure 1).

For example, patients perceived a bottleneck in that appointments were possible only during working hours instead of also during the evening, which resulted in difficulties with work. The resulting draft recommendation was formulated as “I want the hospital to provide possibilities to make appointments during evening hours.” Other examples of the bottlenecks mentioned were the variation between hospitals’ laboratories in performing a semen analysis, unavailability of separate waiting rooms for pregnancy and infertility consultations, and gynecologists’ lack of empathy.

Structure of the Wiki

FreyaWIKI was structured through the division of recommendations into 6 sections. Each of these sections was subdivided into 8 subsections (Figures 2 and 3, see Multimedia Appendices 2 and 3 for translations).

Patient Participation in CPG Development

Wiki Use and Users’ Characteristics

During 7 months of access, 36,473 wiki pages were viewed. We identified 298 unique users, including 81 registered users who provided background characteristics (Figure 4). The majority of them were female 78/81 (96%), highly educated 54/81 (67%), and middle aged (mean 33 years). Median duration of infertility was 30 months (range 0–71 months). More than half 43/81 (53%) underwent medically assisted reproduction techniques during the period of their visit. Another 14% (n = 11) stayed childless despite treatment.
Figure 2. Screenshot of recommendations on FreyaWIKI.

Figure 3. Screenshot of the FreyaWIKI homepage.
Wiki Content Quality

Overall, we collected 265 recommendations and modified them into 289 unique recommendations (Figure 1). After patients (n = 80) prioritized the recommendations by ranking the top 5 or top 3 in each section (we had eliminated the remaining section) according to their importance to high-quality fertility care, we selected 23 recommendations (4 sets of top 5 and 1 set of top 3) for eligibility assessment by the CPG development group (Table 1). We excluded 2 insurance-related recommendations, since they did not meet the scope of the CPG. The CPG development group accepted all of the remaining 21 recommendations, which were directly integrated into the CPG. More than half (n = 11) of the final set of recommendations concerned the organization of care. Similar to the quality assessment scale used in evidence-based recommendations (levels of evidence A-D) [35], a level of P (patients) was provided for the patients’ recommendations and formulated as “Patients would like to.….” Participants were informed by email, on the wiki website, and through the websites of Freya and the professional associations of the final CPG that included the untouched eligible recommendations of the patients.

Evaluation of Wiki System Quality

Online Evaluation Questionnaire

Of the 80 patients who participated in the prioritization, 45 completed the questionnaire. Of these, 53% (n = 24) visited FreyaWIKI for the first time while completing the questionnaire, and 93% (n = 42) had never worked with a wiki, other than this one, before. Other background characteristics of the respondents are presented in Table 2. Facilitators of adoption of the wiki, defined as >50% of respondents agreeing (scores 1 and 2) to the relevant statements, were not identified. Barriers, defined as >50% disagreeing (scores 4 and 5) to the relevant statements, were identified in 3 of the 5 sections: ease of use, content of the website, and value of the wiki methodology (Table 3). In decreasing order of the proportion of evaluators who disagreed with the relevant statement, the main identified barriers concerned the findability (82%) and accessibility (78%) of the website, and the suitability of this wiki for obtaining recommendations for CPG development (71%).

Reported advantages of the wiki were the privacy they experienced on the website, the structure of the website linking recommendations to sections on care delivered by fertility professionals, ease of navigation through the website, and the additional value of the wiki website as a source of information and as an opportunity to provide feedback to the care services. Reported disadvantages of the wiki concerned the content of the wiki website, in terms of the unstructured recommendations not being formulated in a similar way, too much content being visible on one screen, and the nonattractive layout of the wiki website.

The main potential areas of improvement were providing information on treatment options and causal factors of infertility on the wiki website, broadening the marketing of the wiki by placing advertisements in commercial magazines, and communicating information on related activities (Table 4).

In-Depth Interviews

Overall, 11 of the 30 patients who gave their email address in the evaluation questionnaire agreed to participate in the interviews. We conducted 3 interviews. All 3 interviews confirmed barriers to adoption as well as suggestions to improve the wiki, and saturation of the related underlying thoughts was
reached (Table 4). All patients reported problems with formulating a recommendation and expressed their wish to add a personal touch to the recommendation (e.g., to explain why something should be done). The introduction of a motivation page, where patients could describe why they formulated a recommendation, might meet this request. Patients also embraced the missing community feeling as mentioned in the evaluation questionnaire. Introducing a monthly newsletter and automatically sending an email to the person who made the recommendation were suggested. All 3 interviewees regarded the website as a valuable source of information, rather than as a tool for modifying recommendations for CPG development. They mentioned that the content of the wiki had been helpful to them in searching for information on experiences regarding infertility treatment and in searching for recognition of their own experiences. Challenges faced by users in understanding the purpose of the website would be addressed by clearer instructions.
Table 1. Final set of the patients’ top-5 and top-3 recommendations (n = 23) for the 5 sections, ranked by importance to the quality of fertility care as formulated on the wiki website.

<table>
<thead>
<tr>
<th>Section, rank, and recommendation</th>
<th>Subsection (aspect of care)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General care</strong></td>
<td></td>
</tr>
<tr>
<td>1 I want insurance companies to reimburse six attempts at in vitro fertilization&lt;sup&gt;b&lt;/sup&gt;</td>
<td>General</td>
</tr>
<tr>
<td>2 I want insurance companies to start counting in vitro fertilization attempts only after oocyte retrieval or even after embryo transfer has been performed&lt;sup&gt;b&lt;/sup&gt;</td>
<td>General</td>
</tr>
<tr>
<td>3 I want my doctor to practice empathy, instead of only working on the technical or financial part</td>
<td>Staff attitudes</td>
</tr>
<tr>
<td>4 I want the hospital to have separate waiting rooms for pregnant women and couples being treated for infertility</td>
<td>Organization</td>
</tr>
<tr>
<td>5 I want to be able to arrange appointments during the daytime as well as in the evenings</td>
<td>Organization</td>
</tr>
<tr>
<td><strong>General practice care</strong></td>
<td></td>
</tr>
<tr>
<td>1 I want my gynecologist and GP&lt;sup&gt;c&lt;/sup&gt; to have good communication, so my GP knows what is going on with us</td>
<td>Referral</td>
</tr>
<tr>
<td>2 I want my GP to make a referral immediately after we have been trying to conceive for a year</td>
<td>Referral</td>
</tr>
<tr>
<td>3 I want to have my first medical consultation with my gynecologist within 1 month after referral.</td>
<td>Organization</td>
</tr>
<tr>
<td>4 I want my GP to be informed of possible causes of infertility, in both women and men</td>
<td>General</td>
</tr>
<tr>
<td>5 I want my GP to pay attention to nonmedical issues, such as stress, anxiety, relational problems, and sexuality</td>
<td>Communication</td>
</tr>
<tr>
<td><strong>Gynecologic care</strong></td>
<td></td>
</tr>
<tr>
<td>1 I want also to be able to receive treatments on weekends (Saturdays and Sundays)</td>
<td>Organization</td>
</tr>
<tr>
<td>2 I want all members of the fertility treatment team to apply one policy regarding my infertility treatment</td>
<td>Organization</td>
</tr>
<tr>
<td>3 I want my gynecologist to inform me of all possible fertility treatment options, even if these are outside the hospital</td>
<td>Information provision</td>
</tr>
<tr>
<td>4 I want my gynecologist to inform me about the different phases of treatment and their expected time span</td>
<td>Information provision</td>
</tr>
<tr>
<td>5 I want assisted hatching to be possible or available in the Netherlands</td>
<td>Therapy</td>
</tr>
<tr>
<td><strong>Urologic care</strong></td>
<td></td>
</tr>
<tr>
<td>1 I want my urologist and gynecologist to have good communication</td>
<td>Organization</td>
</tr>
<tr>
<td>2 I want to be informed of the investigations that are to be performed by the urologist</td>
<td>Examination</td>
</tr>
<tr>
<td>3 I want to have a permanent urologist who is specialized in infertility</td>
<td>Organization</td>
</tr>
<tr>
<td>4 I want to have a consultation with a urologist within 1 month after referral</td>
<td>Organization</td>
</tr>
<tr>
<td>5 I want my urologist to involve my partner in the conversation</td>
<td>Communication</td>
</tr>
<tr>
<td><strong>Laboratory</strong></td>
<td></td>
</tr>
<tr>
<td>1 I want to be informed as soon as possible when our embryos do not divide correctly</td>
<td>Organization</td>
</tr>
<tr>
<td>2 I want Dutch laboratories to share protocols and learn from each other’s experiences</td>
<td>Organization</td>
</tr>
<tr>
<td>3 I want to be informed of the causes of nonviability of our frozen embryos, if appropriate</td>
<td>Organization</td>
</tr>
</tbody>
</table>

<sup>a</sup> Subsections were derived from the website’s structure and defined by the user.

<sup>b</sup> Recommendation was excluded, since it fell out of the scope of the clinical practice guideline.

<sup>c</sup> General practitioner.
Table 2. Background characteristics of respondents (n = 45) to the evaluation questionnaire.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Female</td>
<td>45 (100%)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35 (5.24)</td>
</tr>
<tr>
<td>Type of infertility, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>15 (33%)</td>
</tr>
<tr>
<td>Secondary</td>
<td>30 (67%)</td>
</tr>
<tr>
<td>Duration of infertility (months), median (range)</td>
<td>36 (0–71)</td>
</tr>
<tr>
<td>Current phase in fertility care, n (%)</td>
<td></td>
</tr>
<tr>
<td>Gynecologic</td>
<td>19 (42%)</td>
</tr>
<tr>
<td>No pregnancy after fertility treatment</td>
<td>8 (18%)</td>
</tr>
<tr>
<td>Pregnant achieved by fertility treatment</td>
<td>4 (9%)</td>
</tr>
<tr>
<td>Unknown</td>
<td>14 (31%)</td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>14 (31%)</td>
</tr>
<tr>
<td>High</td>
<td>31 (69%)</td>
</tr>
<tr>
<td>Membership in Freya, n (%)</td>
<td>24 (53%)</td>
</tr>
</tbody>
</table>

Table 3. Patients’ barriers to adoption of the wiki (n = 45).

<table>
<thead>
<tr>
<th>Factor influencing adoption of the wiki</th>
<th>Proportion disagreeing with the factora</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
</tr>
<tr>
<td>Ease of use of the website</td>
<td></td>
</tr>
<tr>
<td>Findability of the website</td>
<td>37</td>
</tr>
<tr>
<td>Accessibility of the website</td>
<td>35</td>
</tr>
<tr>
<td>Clarity of log-in location on the website</td>
<td>27</td>
</tr>
<tr>
<td>Clarity on the goal of the website</td>
<td>28</td>
</tr>
<tr>
<td>Clarity on instructions for using the website</td>
<td>24</td>
</tr>
<tr>
<td>Efficiency of the website (ie, speed at which the website enabled users to accurately and successfully add and modify recommendations)</td>
<td>24</td>
</tr>
<tr>
<td>Content of the website</td>
<td></td>
</tr>
<tr>
<td>Comprehensiveness of the clarifying text on the website</td>
<td>30</td>
</tr>
<tr>
<td>Satisfaction with the content of the formulated recommendations</td>
<td>25</td>
</tr>
<tr>
<td>Usefulness of clustering recommendations into sections in searching for existing recommendations</td>
<td>23</td>
</tr>
<tr>
<td>Similarity between formulated recommendations and participants’ actual opinions on fertility care</td>
<td>23</td>
</tr>
<tr>
<td>Value of using the wiki</td>
<td></td>
</tr>
<tr>
<td>Suitability of the wiki for obtaining recommendations for clinical practice guideline development</td>
<td>32</td>
</tr>
<tr>
<td>Ease of using the wiki</td>
<td>24</td>
</tr>
<tr>
<td>Accessibility of the wiki</td>
<td>27</td>
</tr>
</tbody>
</table>

a Number (%) of participants who rated the positively formulated statements on the evaluation factors as disagree (scores 4 or 5).
Table 4. Participants’ (n = 45) suggestions for improving the wiki website.

<table>
<thead>
<tr>
<th>Aspect of improvement</th>
<th>Respondents suggesting the aspect</th>
<th>Sample quotes (translated from Dutch) from in-depth interviews (I) and online questionnaires (Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usability of the website</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Findability of the website | 10 22% | Q: Hard to find  
I: I think it is awkward that the website is only findable through the Freya website  
I: I wouldn’t know how to find the website, unless through the Freya website |
| Accessibility of the website | 2 4% | I: I was unable to find the log-in location or request a new password |
| **Content of the website** |                                  |                                                                                                   |
| Comprehensiveness of clarifying text | 1 2% | Q: Unclear  
I: The description is a bit unclear; therefore, I previously thought to check it more precisely, but I still haven’t done this  
I: I had not concluded that the recommendations were directly integrated in a professional guideline |
| Clearness of description of the goal of the wiki | 4 8% | I: There are too many recommendations I am not satisfied with, I would suggest that participants can prioritize recommendations that they are satisfied with in an earlier stage, then you only have to list the most important recommendations in one screen |
| Clearness of instructions for use | 1 2% |                                                                                                   |
| Satisfaction with formulated recommendations | 8 16% | I: ...but there are recommendations I am not satisfied with, I would suggest that participants can prioritize recommendations that they are satisfied with |
| Similarity between actual preferences and recommendations | 4 8% | Q: I would like to see why a specific recommendation was formulated, separately from the recommendation  
I: There are too many recommendations on the website, but there are recommendations I am not satisfied with. I would suggest that participants can prioritize recommendations that they are satisfied with |
| Clarity of the structure in which recommendations are placed on the website | 30 66% | Q: The used structure is good, but for searching an existing recommendation it would be valuable to add a search function to the website  
I: Structure is good but the provided sections are incomplete, for example the care provided by a psychologist or other forms of mental counseling. Psychosocial concerns are always underestimated in fertility care |
| Relationship between length and number of recommendations and their presentation on one screen | 32 71% | Q: There are too many recommendations on the website  
I: Recommendations are too long, sometimes it’s more like a story, which is very interesting, but I wonder if the doctors are taking this as serious input to a guideline  
Q: The prioritization is hard due to the large number of recommendations |
| Education provision on the website | 19 42% | Q: It might be valuable if the website provides usable links to high-quality websites  
Q: Information on treatment options might enrich the website  
Q: I would like to find information on causal factors of infertility  
Q: Practical information about compensations for treatment per insurance company, regional psychological services, plural miscarriages, infertility, and referral |
| **Characteristics of the wiki** |                                  |                                                                                                   |
| Usability of wiki methodology | 6 13% | Q: The website is not user friendly...the number of visible recommendations makes it unclear  
Q: Recommendations given contain too many words  
I: I really don’t have a clue about what constitutes a high-quality recommendation  
I: It would be valuable to apply an automatic program, through which patients are able to formulate recommendations |
| Accessibility of wiki methodology |                                  |                                                                                                   |
| Efficiency of wiki methodology | 5 11% | Q: Prioritizing is hard and not efficient in this stage, the list of recommendations is too long  
I: The efficiency might be improved if you ask patients immediately after formulating a recommendation to prioritize the most important recommendations |
Discussion

Principal Results

In this study, we showed that the wiki is a feasible tool to ensure active patient participation in the development of a Dutch multidisciplinary CPG on infertility. The high numbers of page views (36,473), unique visitors (298), and recommendations formulated (289) implies patients’ willingness and ability to contribute to CPGs through a wiki-based method. We also showed that such a wiki is a useful information source for patients.

Second, we gained a final set of 21 selected recommendations, which were assessed as being eligible to be integrated directly and transparently into the CPG. Third, patients had positive views on the experienced privacy, ease of navigation, divisional structure of the wiki, and its potential benefits. A total of 98% of the patients would recommend the website and 84% would participate again in a similar project. This study also provided some important suggestions to improve this participatory tool for patients in the development of CPGs, concerning ease of use, content and layout of the website, and characteristics of the wiki tool.

Comparison With Existing Techniques

Several studies on specialized medical wikis (eg, wikis that fall outside the scope of a general encyclopedia) have been published, but most particularly focus on education of medical students [36] or collaboration between health care professionals [37,38], rather than on patients, and did not include a process evaluation. Only Gupta and colleagues [39] and Archambault [40] involved a group of preselected patients as well as professionals in the development of an asthma action plan through a wiki. However, results are premature, since this study was conducted over a very short time period (weeks), and a wiki needs more time to build content (approximately 7-8 months) [41]. Furthermore, Gupta and colleagues’ and Archambault’s evaluation of the wiki tool was not focused on patients’ experiences and was less extensive than our multifaceted approach to gaining insight into patients’ barriers to adoption of our wiki. In this study, we involved a large number of patients (298), which cannot be realized using traditional methods, such as focus groups, in which participation is generally restricted to a maximum of 8 participants [42]. We even assessed the final selection of top recommendations for their eligibility for direct integration into the CPG. Thus, the patients’ contribution to the CPG was clearly illustrated by integrating their recommendations in their entirety, indicated by the new P level (Patients). We also addressed other practical limitations of the methods used to enhance patient participation in CPG development, such as organizational (eg, recruitment of participants), financial (eg, travel costs), and sociopolitical (eg, professional resistance to including patients in CPG development group) constraints.

Professionals and patients’ representatives could also use the wiki and had the opportunity to informed themselves about patients’ views and to bring up content for discussion in the CPG development group. According to the results of the evaluation questionnaire and the interviews, this content was also helpful to patients as an information source, which may also explain the relatively large number of page views. Although providing information was not the initial goal of this wiki, its relevance is in agreement with published literature on conventional wikis [19] and with European patients’ perception of the importance of the Internet as a source of information [43]. Hence, this unintended consequence concurrently yields challenges for improvement and might be aided by providing clearer instructions for use and description of the goal of the wiki, but also addresses important implications for future studies in this field. Next to the informational value of formulated recommendations for high-quality care, attention should be paid to useful links to relevant websites that may potentially attract more patients to the wiki website and increase the chances for adoption of an improved version of the wiki.

Although drawbacks to active patient participation methods were reduced, this study drew attention to some other potential implications derived from patients’ suggestions that might improve the use of a future medical dedicated wiki exclusively for actively involving patients in CPG development. First,

<table>
<thead>
<tr>
<th>Aspect of improvement</th>
<th>Respondents suggesting the aspect n</th>
<th>%</th>
<th>Sample quotes (translated from Dutch) from in-depth interviews (I) and online questionnaires (Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layout of the website</td>
<td></td>
<td></td>
<td>Q: Nonattractive/not a modern/not a fashionable website</td>
</tr>
<tr>
<td>Impression of the layout</td>
<td>33</td>
<td>73%</td>
<td>Q: The layout is not from today</td>
</tr>
<tr>
<td>Community feeling of the wiki</td>
<td>3</td>
<td>6%</td>
<td>Q: Looks unprofessional</td>
</tr>
<tr>
<td>Communication with wiki users</td>
<td></td>
<td></td>
<td>Q: This good initiative requires a better marketing approach to reach more participants</td>
</tr>
<tr>
<td>Marketing</td>
<td>6</td>
<td>13%</td>
<td>Q: More communication on related activities and results will increase the number of patients that will come back</td>
</tr>
<tr>
<td>Community feeling of the wiki</td>
<td>3</td>
<td>6%</td>
<td>Q: Effect of the recommendations on the guideline is unclear</td>
</tr>
</tbody>
</table>

a 45 participants completed the online evaluation questionnaire, of whom 3 participated in the in-depth interviews.
structuring recommendations and limiting the number and length of recommendations to presentation on one screen may improve usability [44]. Second, using a fixed format in the formulation of recommendations, based on relevant items of the GLIA instrument, may not only improve usability and accessibility of the wiki [30,44], but may also improve the efficiency of the wiki and the usefulness of recommendations in being integrated directly into the CPG. Introducing a motivation page might give patients the opportunity to add a personal touch to the recommendation. Third, a prioritization system, continuously refining the similarity between patients’ perspectives and the top5 recommendations (eg, by rating recommendations after every contribution), could improve the tools’ efficiency by avoiding separate prioritization of recommendations and could improve patients’ satisfaction with the highest-rated recommendations. This modality would also allow more flexible use by CPG developers at the time of their choosing. In addition to the suggested modalities, some known refinements in overall usability (eg, findability, prominent log-in location), content (comprehensiveness of text), and layout of the website might improve use of the wiki and would be reduced by repeated cycles of design, evaluation, and redesign [45,46]. Furthermore, a user-centered design, in which patients codevelop such new modalities, may improve future implementability and provide chances for local adaptation of a redesigned wiki website [47,48]. Both the feasibility of a wiki as a participatory tool for patients in the development of CPGs and the recommendations for future wiki-based initiatives illustrate the value of eHealth. With this in mind, numerous participatory applications based on wikis are conceivable and may be valuable in various fields of research. In the field of guideline development, guideline-derived initiatives actively involving patients in the development of patient information leaflets or treatment action plans, in addition to fully online-based CPGs, may also benefit from our results. Finally, our results add to the knowledge base about wikis in health care [49].

Limitations

This wiki has been tested in the field of infertility care, representing a relatively young target group [50]. More than 98% of this group use the Internet [21]. This participant characteristic is associated with more frequent health-related Internet use [51-53]. Therefore, the participants in our study were an ideal subgroup for testing and evaluating a wiki-based method, which argues against the generalizability of our findings to other patient groups. Nevertheless, health-related Internet use in Europe is increasing over time [54]. Hence, it seems to be a question of time until older people or their caregivers, or both, will be using such tools [55]. Furthermore, this feasibility study provided an important exploratory evaluation component, which resulted in valuable information for future studies in this field but also had certain limitations. First, based on the results of a recent systematic review from Gagnon and colleagues [56], we acknowledge that the items used in our evaluation questionnaire might be incomplete. However, the results of our study add to those from the limited number of previously published studies on patients’ facilitators of and barriers to adoption of eHealth applications [57,58]. Second, the heuristics used were not based on a validated questionnaire and were too limited for drawing conclusions on the usability that patients perceived. Therefore, a next step in future development of a wiki-based participatory tool for patients in CPG development should be to include a broader evaluation of the potentially influencing factors on adoption, including more organizational factors and a heuristic evaluation.

Third, the participation rate in the evaluation of the wiki might have subjected our study to a participation bias of potentially the most motivated wiki users. However, this is a known limitation in the active use of wikis in general: the most motivated users provide most of the content [19]. Finally, this feasibility study did not assess the representativeness of either the participants or the final set of recommendations in the wiki.

Conclusions

The wiki is a promising and feasible tool to actively involve patients in CPG development. To improve the tool’s ease of use and practical aspects to enhance direct integration of recommendations into the CPG, a more specialized and refined wiki should be developed. This should include new modalities, such as automatically shortening the number and length of recommendations, using a fixed format for formulation of recommendations, using a continuous prioritization system for selection of the most important recommendations, and including a separate motivation page. Furthermore, in the development, attention should be paid to the informational character of such a wiki. To improve future implementability, a modified tool should preferably be codeveloped and evaluated by patients in a user-centered design study. Furthermore, representativeness of patients and recommendations should be integrated into this next phase.
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Abstract

Background: The growth in the number of patients seeking health information online has given rise to new direct-to-patient research methods, including direct patient recruitment and study conduct without use of physician sites. While such patient-centric designs offer time and cost efficiencies, the absence of physician-reported data is a key concern, with potential impact on both scientific rigor and operational feasibility.

Objective: To (1) gain insight into the viability of collecting patient-reported outcomes and medical record information in a sample of gout patients through a direct-to-patient approach (ie, without the involvement of physician sites), and (2) evaluate the validity of patient-reported diagnoses collected during a patient-reported outcomes plus medical record (PRO+MR) direct-to-patient study.

Methods: We invited a random sample of MediGuard.org members aged 18 to 80 years to participate via email based on a gout treatment or diagnosis in their online profiles. Interested members clicked on an email link to access study information, consent to participate electronically, and be screened for eligibility. The first 50 consenting participants completed an online survey and provided electronic and wet signatures on medical record release forms for us to obtain medical charts from their managing physicians.

Results: A total of 108 of 1250 MediGuard.org members (8.64%) accessed study information before we closed the study at 50 completed surveys. Of these 108 members who took the screener, 50 (46.3%) completed the study, 19 (17.6%) did not pass the screening, 5 (4.6%) explicitly declined to participate due to the medical record requirement, and 34 (31.5%) closed the browser without completing the survey screener. Ultimately, we obtained 38 of 50 charts (76%): 28 collected using electronic signature and 10 collected based on wet signature on a paper form. Of the 38 charts, 37 cited a gout diagnosis (35 charts) or use of a gout medication (2 charts). Only 1 chart lacked any mention of gout.

Conclusions: Patients can be recruited directly for observational study designs that include patient-reported outcomes and medical record data with over 75% data completeness. Although the validity of self-reported diagnosis is often a concern in Internet-based studies, in this PRO+MR study pilot, nearly all (37 of 38) charts confirmed patient-reported data.

(J Med Internet Res 2012;14(5):e137) doi:10.2196/jmir.2202
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Introduction

The emergence of the e-patient—an individual seeking health information online—offers important opportunities to advance research. The ability to access targeted patient populations, coupled with technology to capture patient-reported outcomes data via the Internet, can reduce study timelines and cost, thus increasing the operational feasibility of real-world drug evaluation. These benefits are becoming increasingly important for observational research in light of growing demands for postapproval noninterventional studies, registries, and Risk Evaluation and Mitigation Strategy programs to evaluate real-world treatment effects.

In these direct-to-patient observational research designs, participant recruitment and data collection are conducted directly with patients rather than through clinic-based physician investigators. Although direct-to-patient studies initially focused on collection of patient-reported outcomes data only [1,2], these research designs have been evolving to incorporate clinical data from medical records as well as collection of genomic samples and laboratory data. In this paper, we report results from what we believe to be the first direct-to-patient research study involving collection of patient-reported outcomes data and clinical information extracted from patient medical records.

Potential Limitations of Direct-to-Patient Studies

One of the greatest concerns associated with direct-to-patient observational studies is the quality of the information provided by patients outside of the investigator’s office. To investigate this issue, we conducted a pilot study in US gout patients using a design combining patient-reported outcomes and medical record data to evaluate the feasibility of recruiting a representative population of patients via the Internet, the willingness of physicians to provide medical record data, and the validity of self-reported diagnosis. We believe that this pilot study is the first to evaluate the ability to conduct observational direct-to-patient studies using a patient-reported outcomes plus medical record (PRO+MR) approach. As a result, we had no a priori hypothesis related to the proportion of charts that we could obtain or the validity of self-reported diagnosis in Internet research.

Methods

Study Design

This was a real-world, observational pilot study that combined patient-reported outcomes and medical records from gout patients recruited from an Internet database.

Recruitment

We recruited participants from MediGuard.org, a free online service that monitors the safety of prescription medicines, over-the-counter medicines, and health care supplements for more than 2.5 million patients in the United States, United Kingdom, France, Germany, Spain, and Australia. MediGuard.org attracts members through online search engines and social media as well as outreach efforts with physicians, pharmacies, and health-related websites. Patients who enroll in the MediGuard.org service consent to be contacted about research opportunities as part of the registration process, and they double consent to participate in any individual study following receipt of an email invitation.

In July 2011, we invited US MediGuard.org members, aged 18 to 80 years, to participate in the study via email. Members whose MediGuard.org profiles cited a diagnosis of gout or use of a gout treatment (allopurinol or colchicine) were randomly selected for invitation to the study. Interested members clicked on an email link to access study information, provided their electronic signature for consent, and screened for eligibility based on a self-reported diagnosis of gout and willingness to release their medical records as part of the study design. Participants who completed the online survey and returned the paper medical record release form within 2 weeks were offered a US $50 MasterCard gift card as compensation for their time, to be mailed to the participant.

Data Collection: Online Survey

The first 50 consenting participants were directed to complete an online survey of 20 questions that asked for information regarding disease and treatment experience, including time since first diagnosis of gout, specialty of treating physician, number of gout attacks in the previous year, number of physician visits for gout in the past year, satisfaction with treatment, and adherence to treatment regimens. Patients also reported demographic data such as age, gender, employment status, insurance status, household income, and highest level of education obtained. Prior to launching the online survey, we performed a quality control test to validate the functionality of the survey and data reporting tool.

Data Collection: Medical Chart Authorization

After completing the online survey, participants also completed an electronic release form consenting to a medical record review. The purpose of accessing the patient’s medical record was to confirm the diagnosis of gout reported by the patient.

The medical chart release form asked participants to provide their physician’s name, address, specialty, and telephone and fax numbers, as well as the participant’s signature, name, telephone number, and date of birth. The participant’s personal information was electronically transferred to Outcomes Health Information Solutions (Alpharetta, GA, USA) in a secured manner to protect the participant’s personal information. After completing the electronic consent, participants were sent a paper copy of the medical record release form by regular mail. Participants were provided with a postage-paid, return-addressed envelope and requested to return the completed form within 1 week of receipt. Completed forms were mailed to Outcomes Health Information Solutions, a third-party contractor that specializes in health care abstraction and quality compliance programs.

Medical Record Extraction

On receipt of the medical record release forms, Outcomes Health Information Solutions contacted patients’ managing physicians to schedule an appointment for chart extraction. Our approach to obtaining access to the chart was to first offer the physician...
the electronic medical record release. If the physician requested it, we subsequently provided a copy of the signed paper medical record release form when one was available.

According to the information provided in the medical record release form, Outcomes Health Information Solutions extracted data for the 2-year period from June 2009 to June 2011. Using jointly approved abstraction guidelines, nurses with clinical coding certifications reviewed the collected charts for evidence of gout. The abstraction guidelines defined acceptable physician notes and *International Classification of Diseases, 9th revision* (ICD-9) codes that could be used to support a diagnosis and excluded differential diagnoses as evidence of disease. If a diagnosis was not present in the 2-year chart data, the nurses examined the chart for mention of a prescription for colchicine or allopurinol, which are medications commonly used to treat gout. The date on which the paper medical record release form was received, the type of release form (paper or electronic) used for chart retrieval, the date when the chart was received, and the presence of a gout diagnosis or medication was entered into an Excel database by Outcomes Health Information Solutions, along with the de-identified patient study identification number.

**Validation of Patient-Reported Diagnosis**

Diagnosis data obtained from the nurses were coded as confirmed, suspected, or missing based on the following formula: the patient’s self-reported diagnosis was considered confirmed if the medical chart contained a diagnosis; the patient’s self-reported diagnosis was considered suspected if the chart contained one of the medications commonly used for the treatment of gout; and charts containing neither a diagnosis nor medication were coded as missing.

**Statistical Analysis**

Medical chart data elements were merged with information from the patient questionnaire based on the de-identified study identification number. We conducted all analyses on the aggregated data set.

Metrics related to the demographics and gout experience of the sample were analyzed. To evaluate the representativeness of the MediGuard.org population completing the study, we compared age and gender demographics with data obtained from Encuity Research’s Physician Drug and Diagnosis Audit (PDDA). According to Encuity’s website, “PDDA surveys more than 3,100 office-based physicians representing 29 specialties across the US. Physicians report on all patient activity during one typical workday each month. Once collected, the drug and diagnosis information is projected by region and specialty to estimate national activity for a universe of more than 460,000 physicians” [3]. We compared age and gender from our sample against Encuity’s PDDA data using Pearson chi-square tests. We were not able to access a data source to examine the representativeness of other gout-related study variables.

To describe the feasibility of chart extraction and diagnosis validation, we calculated two metrics related to the medical record process: the proportion of medical record release forms returned and charts received. In addition, we examined the type of release required to obtain the chart (electronic vs wet paper signature) and the status of the chart diagnosis (confirmed, suspected, or missing).

With respect to factors related to chart access, we compared the proportion of charts collected based on physician specialty, time since diagnosis, number of visits in the past year (3 items), and number of visits in the past year (binary). Binary variables (specialty and visits in the past year) were compared using the Fisher exact test. Time since diagnosis and the nonbinary physician visit variable were compared using the Cochran-Mantel-Haenszel statistic.

**Results**

**Enrollment**

MediGuard.org contains more than 8250 US members whose profile contains a diagnosis of gout or a medication likely to be used in the treatment of gout (eg, allopurinol or colchicine), or both. A total of 1250 emails were sent to MediGuard.org members, prompting 108 members (8.64%) to click on the email link to access more information about the study. Of the members screening for the study, 5 (4.6%) explicitly declined to participate due to the medical record requirement, and 34 (31.5%) closed the browser without completing the survey screener. If all individuals who closed the browser were to be included, the number of members who declined could be as high as 39 (36.1%).

**Sample Characteristics**

A total of 50 members completed the study. It should be noted that the completion rate may have been higher, but the survey closed after the first 50 members had consented to participate. Table 1 displays demographic characteristics self-reported by the 50 participants completing the study. As seen in Table 1, participants represented a broad range of age, gender, employment status, insurance access, income, and education characteristics.
Table 1. Participants’ demographic characteristics (n = 50).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>3</td>
<td>6%</td>
</tr>
<tr>
<td>40–59</td>
<td>19</td>
<td>38%</td>
</tr>
<tr>
<td>60+</td>
<td>28</td>
<td>56%</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>34</td>
<td>68%</td>
</tr>
<tr>
<td>Female</td>
<td>16</td>
<td>32%</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>15</td>
<td>30%</td>
</tr>
<tr>
<td>Not employed</td>
<td>35</td>
<td>70%</td>
</tr>
<tr>
<td>Insurance status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insured—employer</td>
<td>17</td>
<td>34%</td>
</tr>
<tr>
<td>Insured—public (Medicare, Medicaid)</td>
<td>27</td>
<td>54%</td>
</tr>
<tr>
<td>Insured—Military/Department of Defense</td>
<td>3</td>
<td>6%</td>
</tr>
<tr>
<td>Uninsured/self-pay</td>
<td>3</td>
<td>6%</td>
</tr>
<tr>
<td>Household annual income (US $)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$25,000</td>
<td>14</td>
<td>28%</td>
</tr>
<tr>
<td>$25,000–$34,999</td>
<td>7</td>
<td>14%</td>
</tr>
<tr>
<td>$35,000–$49,999</td>
<td>7</td>
<td>14%</td>
</tr>
<tr>
<td>$50,000–$74,999</td>
<td>9</td>
<td>18%</td>
</tr>
<tr>
<td>$75,000–$99,999</td>
<td>1</td>
<td>2%</td>
</tr>
<tr>
<td>$100,000+</td>
<td>9</td>
<td>18%</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>3</td>
<td>6%</td>
</tr>
<tr>
<td>Highest level of education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>11</td>
<td>22%</td>
</tr>
<tr>
<td>Some college</td>
<td>18</td>
<td>36%</td>
</tr>
<tr>
<td>College graduate</td>
<td>13</td>
<td>26%</td>
</tr>
<tr>
<td>Postgraduate studies</td>
<td>5</td>
<td>10%</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>3</td>
<td>6%</td>
</tr>
</tbody>
</table>

Comparison with demographic data from Encuity’s PDDA suggests that our sample had slightly more women than the general population of patients with gout (68% male in our sample vs 82% male in Encuity’s PDDA). We performed a Pearson chi-square test comparing the sample against Encuity’s PDDA data with age pooled into two categories (<59, 60+), the difference was not significant at the 5% level ($P = .17$).

Table 2 summarizes self-reported characteristics of the participants’ gout condition. The majority of study participants (80%) were managed by a primary care physician. Two-thirds of patients in the gout sample had experienced a flare in the past year; however, only 50% of patients had visited their physician in the past year due to gout.
Table 2. Participants’ gout experience (n = 50).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time since first diagnosis of gout (years ago)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>18</td>
<td>36%</td>
</tr>
<tr>
<td>5–10</td>
<td>11</td>
<td>22%</td>
</tr>
<tr>
<td>&gt;10</td>
<td>21</td>
<td>42%</td>
</tr>
<tr>
<td><strong>Number of gout attacks in past year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>17</td>
<td>34%</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>18%</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>10%</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>12%</td>
</tr>
<tr>
<td>4+</td>
<td>9</td>
<td>18%</td>
</tr>
<tr>
<td>I do not know/not sure</td>
<td>4</td>
<td>8%</td>
</tr>
<tr>
<td><strong>Number of physician visits for gout in past year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>25</td>
<td>50%</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>20%</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>8%</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4%</td>
</tr>
<tr>
<td>4+</td>
<td>5</td>
<td>10%</td>
</tr>
<tr>
<td>I do not know/not sure</td>
<td>4</td>
<td>8%</td>
</tr>
<tr>
<td><strong>Specialty of physician managing gout</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care physician</td>
<td>40</td>
<td>80%</td>
</tr>
<tr>
<td>Rheumatologist</td>
<td>7</td>
<td>14%</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>6%</td>
</tr>
</tbody>
</table>

Medical Chart Data: Feasibility Evaluation

Table 3 displays metrics related to the medical record extraction process. As Table 3 shows, 42 of 50 participants (84%) who completed the online survey and electronic medical record release form also completed and returned the paper form. In total, we obtained 38 of 50 charts (76%): 28 (74%) were provided in response to the electronic medical record release; and 10 (26%) were provided in response to receipt of a wet signature on a paper form. The remaining 12 charts were not retrieved due to physician refusal (2 charts), the participant’s wet signature form was requested by the physician but not returned by the patient (2 charts), or the physician’s office did not complete the request by the time the study closed (8 charts).

In Table 4, we provide details on the number of charts accessed by characteristics such as physician specialty, time since diagnosis, and number of physician visits in the past year. While there were no significant differences based on these characteristics, a larger sample size might have yielded differences, particularly for the variable number of physician visits within the past year.

Table 3. Medical record process metrics.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paper medical record release form returned with wet signature (n = 50)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42</td>
<td>84%</td>
</tr>
<tr>
<td>No</td>
<td>8</td>
<td>16%</td>
</tr>
<tr>
<td><strong>Chart received (n = 50)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38</td>
<td>76%</td>
</tr>
<tr>
<td>No</td>
<td>12</td>
<td>24%</td>
</tr>
<tr>
<td><strong>Type of release required (n = 38)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic</td>
<td>28</td>
<td>74%</td>
</tr>
<tr>
<td>Paper</td>
<td>10</td>
<td>26%</td>
</tr>
</tbody>
</table>
Table 4. Factors related to number of charts access.

<table>
<thead>
<tr>
<th>Type of access (n = 38)</th>
<th>n</th>
<th>%</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>By physician specialty&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care (n = 40)</td>
<td>30</td>
<td>75%</td>
<td>1.00</td>
</tr>
<tr>
<td>Rheumatologist (n = 7)</td>
<td>6</td>
<td>86%</td>
<td></td>
</tr>
<tr>
<td>By years since diagnosis&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5 (n = 18)</td>
<td>13</td>
<td>72%</td>
<td>.31</td>
</tr>
<tr>
<td>5–10 (n = 11)</td>
<td>7</td>
<td>64%</td>
<td></td>
</tr>
<tr>
<td>&gt;10 (n = 21)</td>
<td>18</td>
<td>86%</td>
<td></td>
</tr>
<tr>
<td>By number of visits in past year&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (n = 25)</td>
<td>17</td>
<td>68%</td>
<td>.67</td>
</tr>
<tr>
<td>1 (n = 10)</td>
<td>9</td>
<td>90%</td>
<td></td>
</tr>
<tr>
<td>2+ (n = 6)</td>
<td>4</td>
<td>67%</td>
<td></td>
</tr>
<tr>
<td>By number of visits in past year (binary)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (n = 25)</td>
<td>17</td>
<td>68%</td>
<td>.48</td>
</tr>
<tr>
<td>1+ (n = 16)</td>
<td>13</td>
<td>81%</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> P values calculated by using Fisher exact test.

<sup>b</sup> P values calculated using Cochran-Mantel-Haenszel statistic.

Medical Chart Data: Diagnosis Validation

As Figure 1 shows, 35 of the 38 charts obtained (92%) contained a physician’s diagnosis of gout to confirm the patient’s self-reported diagnosis. An additional 2 charts (5%) contained notes regarding treatment with the gout medications allopurinol or colchicine; in these 2 cases, we considered gout to be likely and thus coded them as suspected. Only 1 chart (3%) was missing any diagnosis or notation of prescribed medication associated with gout.

Figure 1. Medical record validation of self-reported diagnosis.

Discussion

Results of this pilot study are a positive step forward in confirming the viability of the PRO+MR direct-to-patient study approach and the validity of patient-reported outcomes when collected in this manner—a foundational step toward broader use of this design in collecting real-world, observational data. In this study, the findings demonstrated that patients could be recruited, screened, and enrolled directly from online patient communities for observational studies that collect patient-reported outcomes and medical record data, with more than 75% data completeness. Although there is concern that patients cannot be relied on to accurately report data in the absence of a physician investigator, in this PRO+MR pilot study, nearly all medical charts (37 of 38) confirmed the accuracy of a patient-reported gout diagnosis. Further, regarding the 1 chart...
that did not confirm diagnosis, it is unclear whether the respondent falsely claimed a diagnosis of gout or whether the chart was simply missing a note regarding patient diagnosis.

Study Limitations

Although these findings have important implications for advancing direct-to-patient study design, the study has some limitations. First, we conducted our pilot PRO+MR study among a small sample of members with a single diagnosis (gout). Other studies are now being conducted in other conditions (eg, chronic obstructive pulmonary disease and rheumatoid arthritis) and with much larger sample sizes to determine whether the findings described in this paper are reproducible across patient types and physician practice specialties and settings.

Another limitation is that the medical record review in this study was restricted to a 2-year look-back in a single provider’s office for two primary fields: diagnosis and medications. Requesting more chart data or requiring a longer look-back period could have a negative impact on provider compliance. Additionally, while the current study extracted information from a single provider’s office, future study designs could require data that are dispersed across multiple care settings (eg, primary care and hospital records), also having a potential negative impact on data completeness. Developing a better understanding of the number of fields, type of information, and length of review period that is feasible in a medical record review will be a key objective of future projects.

It is also possible that unique characteristics of the MediGuard.org population influenced members’ interest and ability to participate in online clinical studies. For example, enrollment in MediGuard.org may self-select individuals with special interest in medical information that distinguishes them from the general population. Another distinguishing characteristic may be members’ facility in using the Internet. A higher level of Internet skills among members would also limit the generalization of findings to the broader population. However, according to a 2011 Pew report, 74% of all US adults use the Internet and 80% of these Internet users actively seek health information online, including information about a specific disease or treatment [4]. As the population ages and Internet-enabling technology continues to evolve with devices including smartphones and tablet devices, remaining concerns should diminish regarding the generalization of findings from direct-to-patient studies recruited from online patient communities.

Finally, there is the possibility that the methodology of combining patient-reported outcomes and medical record data resulted in a higher validation of self-reported diagnosis than would be achievable with patient-reported outcomes data alone. In other words, requiring a patient to consent to medical record extraction could have biased the sample toward patients who actually had the condition.

Potential Benefits of Direct-to-Patient Studies

In addition to eliminating site-based costs, direct-to-patient studies offer major time and cost efficiencies. In traditional trials, estimates of recruitment costs range from US $10 to $1300 per completed participant [5,6], and recruitment delays can account for up to 45% of study delays [7]. The rise of online patient communities—such as PatientsLikeMe.com, CysticFibrosis.com, Inspire.com, and MediGuard.org—offers great recruitment advantages. For example, a recent study found that recruitment through MediGuard.org returned the highest percentage of candidates interested in a rheumatoid arthritis study at the lowest cost (US $4.82 per interested patient), compared with direct mail (US $86.28) and email generated by a third-party email list (US $195.65) [8].

Direct-to-patient studies can also overcome traditional recruitment barriers, such as patients’ lack of study awareness and limitations due to travel or site location. Patients learn about study opportunities through online communities and by searching social network sites; rather than traveling to an investigator’s office, patients participate in their own homes. Enhanced by greater awareness and wide geographical capture of study participants, and enabled by the high penetration of Internet access such as in the United States and Western Europe, direct-to-patient studies also offer a broader range of participant demographics and physician specialties and practice settings. This makes study results potentially more representative of the overall community of patients with a condition than do physician-centric studies, which are limited to the population of a few sites. Study retention is also likely to be higher in direct-to-patient studies because of the explicit alignment of patient incentives: the patient learns about the study directly, understands what is required to be compensated for participating in the study, self-consents to participate, and then self-reports study information.

Finally, direct-to-patient studies allow researchers in the United States to meet the Health Insurance Portability and Accountability Act requirements for maintaining patient information because the researchers obtain patients’ authorization to capture and store personal health information. Specifically, in direct-to-patient studies, researchers can engage patients directly via the Internet (no physicians involved); patients can choose to self-consent to participate in the study; patients voluntarily share identifiers to access their medical record; and patients provide an electronic signature and a wet signature on a paper form to have their medical record accessed. To maximize protection of personal health information, we use identifiers only to link survey and medical record data; once the linkage was completed, the study database was maintained in a de-identified format to minimize future risk of breach.

Implications for Future Research

Confirmation of the validity of patient-reported data in observational, direct-to-patient remote studies is an essential step forward toward scaling up this method in real-world research. As direct-to-patient observational studies grow in number and size, experience and insights from these designs can be considered for integration into interventional clinical trials. While efforts to implement direct-to-patient approaches in interventional clinical trials, most notably the REMOTE study initiated by Pfizer in 2011 [9], are as yet inconclusive, knowledge gained through observational designs such as the PRO+MR model described here enables researchers to better identify study challenges and implement potential corrective
solutions. Whether direct-to-patient studies are integrated in totality for interventional studies, or individual processes are adopted for recruitment, reporting, retention, and long-term extensions, one trend remains clear: the pool of e-patients will continue to grow globally, and harnessing the power of these patients offers the potential to drive a paradigm shift in clinical research.
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Abstract

Background: Online or Web-based measurement systems have been proposed as convenient methods for collecting physical activity data. We developed two Web-based physical activity systems—the 24-hour Physical Activity Record Web (24hPAR WEB) and 7 days Recall Web (7daysRecall WEB).

Objective: To examine the validity of two Web-based physical activity measurement systems using the doubly labeled water (DLW) method.

Methods: We assessed the validity of the 24hPAR WEB and 7daysRecall WEB in 20 individuals, aged 25 to 61 years. The order of email distribution and subsequent completion of the two Web-based measurements systems was randomized. Each measurement tool was used for a week. The participants' activity energy expenditure (AEE) and total energy expenditure (TEE) were assessed over each week using the DLW method and compared with the respective energy expenditures estimated using the Web-based systems.

Results: The mean AEE was 3.90 (SD 1.43) MJ estimated using the 24hPAR WEB and 3.67 (SD 1.48) MJ measured by the DLW method. The Pearson correlation for AEE between the two methods was \( r = .679 \) (\( P < .001 \)). The Bland-Altman 95% limits of agreement ranged from −2.10 to 2.57 MJ between the two methods. The Pearson correlation for TEE between the two methods was \( r = .874 \) (\( P < .001 \)). The mean AEE was 4.29 (SD 1.94) MJ using the 7daysRecall WEB and 3.80 (SD 1.36) MJ by the DLW method. The Pearson correlation for AEE between the two methods was \( r = .144 \) (\( P = .54 \)). The Bland-Altman 95% limits of agreement ranged from −3.83 to 4.81 MJ between the two methods. The Pearson correlation for TEE between the two methods was \( r = .590 \) (\( P = .006 \)). The average input times using terminal devices were 8 minutes and 10 seconds for the 24hPAR WEB and 6 minutes and 38 seconds for the 7daysRecall WEB.

Conclusions: Both Web-based systems were found to be effective methods for collecting physical activity data and are appropriate for use in epidemiological studies. Because the measurement accuracy of the 24hPAR WEB was moderate to high, it could be suitable for evaluating the effect of interventions on individuals as well as for examining physical activity behavior.

(J Med Internet Res 2012;14(5):e123) doi:10.2196/jmir.2253
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**Introduction**

Despite the known hazards of physical inactivity, it continues to be a major risk in the development of chronic diseases [1]. Physical inactivity is associated with increased incidence rates of obesity, diabetes, cardiovascular diseases, osteoporosis, and cancer [2-4]. Therefore, it is important that instruments be developed that allow accurate measurement of the level of physical activity in the population.

Physical activity questionnaires are the most frequently used instruments in epidemiological studies for estimating physical activity or energy expenditure [5]. However, the validity of traditional self-reported questionnaires is low when compared with the ideal doubly labeled water (DLW) method [6]. In addition, the tasks associated with conventional questionnaires, including collection and analysis, require time and effort. The validity of the triaxial accelerometer is higher than that of questionnaires when compared with the DLW method [7]. However, it is difficult to measure cycling, swimming, and activities involving only the upper limb using an accelerometer [5]. Accelerometers are easily available and include memory for long-term data collection. However, because they are expensive, they cannot be used for epidemiological studies that require physical activity or energy expenditure measurements in large populations. The DLW method is one of the most accurate and valid systems used for evaluating total energy expenditure (TEE) under free-living conditions [8]. The method can also be used to assess physical activity energy expenditure (AEE) and physical activity level (PAL) in association with measurement of basal metabolic rate (BMR) [9,10]. However, because it too is expensive, the DLW method is not suitable for epidemiological studies.

Therefore, it is necessary to develop new, inexpensive methods of evaluating the levels of physical activity in large populations. Web-based measurement systems have been suggested as being convenient for collecting self-reported physical activity data compared with traditional questionnaires. In addition, Web-based systems may improve measurement accuracy because of the interactive communication associated with responses to questions. Responses can be obtained from individuals anywhere and at any time because Web-based systems can be completed using terminal devices, such as cell phones and smartphones. Two recent studies validated Web-based systems for measuring physical activity against the DLW method and found their validity was equivalent to that of traditional questionnaires [11,12]. More accurate Web-based systems for measuring physical activity are required. The successful and systematic collection of demographic and lifestyle data is central to any epidemiological study. Therefore, such technologies as the Internet and mobile phones have great potential for use in this kind of study [13]. The purpose of the present study was to develop two Web-based physical activity systems and examine their validity against the DLW method.

**Methods**

**Participant Recruitment and Exclusion Criteria**

We recruited 20 healthy people (25–61 years, 10 men and 10 women) to participate in the study. Participants were recruited by email through advertisements in a local email newsletters of 5000 registrants and a campus of the university in Fukuoka, Japan.

The participants received a ¥10,000 gift certificate for participating in the experiments. Inclusion criteria were that each participant should have one of the following: smartphone, tablet device, personal computer, or mobile phone; they also had to have Internet and email access. Exclusion criteria were metabolic disease, pregnancy, currently lactating, or being a competitive athlete; this was because these conditions alter normal energy expenditure. The study was conducted with the approval of the Ethics Committee of Fukuoka University, Fukuoka, Japan. All participants received a full explanation of the study’s purpose and content, and we confirmed that they understood this before they gave their written consent.

**Study Overview**

We developed two Web systems that functioned via a website and allowed for the automatic delivery of email. Diary [14] and 7-day recall [15] methods, developed previously, were adjusted so that they could be completed online. We named these the 24-hour Physical Activity Record Web version (24hPAR WEB) and the 7 days Recall Web version (7daysRecall WEB), respectively. The study took place over 2 weeks, and participants were requested to respond to an email sent at 8:00 every evening before bedtime using the terminal device of their choice.

Figure 1 shows the time schedule for the DLW and Web-based system measurements. For the first week, 10 participants were randomly selected to complete the 24hPAR WEB, with the remaining 10 participants answering the 7daysRecall WEB. In the second week, the participants used the Web-based system that they had not completed during the first week. To determine the validity of the systems, we calculated TEE, AEE, and PAL each week. TEE was determined using the DLW method, while AEE and PAL were based on the calculation of BMR from expired gas analysis.

http://www.jmir.org/2012/5/e123/
**Figure 1.** Schedule for measurement of doubly labeled water (DLW) and delivery of the Web-based systems over a 2-week period. 7daysRecall WEB = 7 days Recall Web, 24hPAR WEB = 24-hour Physical Activity Record Web, BMR = basal metabolic rate.

### Web-Based Physical Activity Measurements

The diary method [14] required that participants record activities performed in each of four different categories (work-related activities, way to work, leisure-time activities, and sports activities) every 15 minutes for a cross-tabulation. In total, there was a choice of 66 different activity behaviors among the four categories. Multimedia Appendix 1 shows a sample screen of the 24hPAR WEB activities and a list of their metabolic equivalents (METs). For every 15 minutes over each 24-hour period for 1 week, participants chose the behavior on the left of the screen and then completed the table on the right. For the 24hPAR WEB, we added an extra 33 types of behavior compared with the original 33 [14] to ensure that we included a greater variety of lifestyle behaviors. We included behaviors suggested by the NHK’s (Japan Broadcasting Corporation) National Lifetime Study 2010 [16] and the Sasakawa Sports Foundation’s 2010 National Sports-Life Survey [17] as being common to Japanese adults. We determined the intensity (in METs) of the new activities based on previous research [18]. Response results, expressed as the intensity of each activity, were recorded on a Web server every 15 minutes.

We explained to the participants how to use the system during a briefing session. Since this system operates in JAVA script, launching the software requires access to the URL of the email address that was registered.

The TEE (in MJ) for each 24-hour period was calculated using the following equation: $\text{BMR} \times 24\text{-hour average METs} \times 1.1 \div 0.9 \times 4.184 \times 10^{-3}$ [19].

The AEE (in MJ) for each 24-hour period was calculated using the following equation: $\text{TEE} \times 0.9 - \text{BMR}$.

BMR was the value obtained from expired gas analysis. The constant 1.1 reflected the resting metabolic rate for sitting and was equivalent to an increase of approximately 10% of the BMR. The resting metabolic rate in the sitting position (1 MET) is different from the supine position BMR with fasting. The constant 0.9 reflected dietary thermogenesis of approximately 10%, and the conversion factor of $4.184 \times 10^{-3}$ was used to transform the values from kilocalories to megajoules.

The 7-day recall method [15] requires an individual to recall the previous 7 days’ physical activity behavior during an interview. In contrast, the participants in the present study had to input data into the 7daysRecall WEB system every day for 1 week. The day was divided into three periods—morning, afternoon, and evening—and the participants had to recall their physical activity during those periods as well as the intensity of that activity. Multimedia Appendix 2 describes the 7daysRecall WEB, the input screen, illustrations of the activities, and their intensity. The activity intensity was divided as follows: light (1.5-2.9 METs), moderate (3.0-3.9 METs), moderate to high (4.0-5.9 METs), high (6.0-7.9 METs), and very high (≥ 8.0 METs). The participants were able to select the intensity of the physical activity based on illustrations that demonstrated the differences between the various intensity classifications. In addition, to reduce errors in the choice of activities that represented a specific intensity, the first and second days of the 7daysRecall WEB assessment included an interactive quiz. The quiz required that the participants match activities with the appropriate intensity, and it demonstrated how the participants were required to complete the assessment. The quiz continued until the participant answered two questions correctly in a row. For scoring, the following METs levels were assigned to each class of activities: sleep = 0.9 METs; light level of activity = 2.2 METs; moderate = 3.5 METs; moderate to high = 4.5 METs; high = 7.0 METs, and very high = 10 METs.

Times of very light-intensity activity, such as reading and television viewing, were not included in the selection screen. Therefore, we subtracted sleep and other activity times from 24 hours and classed activity intensity for this time as very light (= 1.3 METs).

Activity-intensity data for both systems were submitted over the Internet and converted to energy expenditure, which was then transferred to a server. Feedback regarding energy expenditure during the experimental period was not provided to the participants to avoid influencing individual behavior.
DLW Method

TEE was measured using the previously described DLW method over a 14-day period [7]. On arrival at the testing facility on day 0, participants gave a urine sample for the measurement of baseline $^3$H and $^{18}$O enrichment. Between 8:00 and 9:00 AM, a premixed dose containing approximately 0.12 g/kg predicted total body water of $^2$H$_2$O (99.8 atom%; Taiyo Nippon Sanso, Tokyo, Japan) and 2.5 g/kg predicted total body water of $^{18}$O $^2$H (10.0 atom%; Taiyo Nippon Sanso) was given to each participant to drink. Urine samples were collected at each participant to drink. Urine samples were collected at the following time points: twice on the next morning (day 1) and twice on the mornings of days 8 and 15. Aliquots of the urine samples were stored frozen at –15°C for later analysis by isotope ratio mass spectrometry (Hydra 20-20 Stable Isotope Mass Spectrometers; SerCon Ltd, Crewe, UK). The gas for equilibration of $^{18}$O was CO$_2$, and H$_2$ was used for the $^3$H. We used platinum catalyst for equilibration of $^3$H. Each sample and the corresponding reference were analyzed in duplicate. The average standard deviations for the analyses were 0.7‰ for $^3$H and 0.05‰ for $^{18}$O [7].

The $^{18}$O and $^3$H dilution spaces (N$_3$ and N$_8$) were determined by dividing the dose of the administered tracer (as moles of $^3$H- or $^{18}$O-labeled water) by the intercept method ($^3$H and $^{18}$O enrichments at time 0) [20,21]. N$_3$/N$_8$ in the present study was mean 1.027 (SD 0.007), range 1.011-1.043, which is similar to values reported in previous studies [7,22]. Therefore, total body water (mol) was calculated as the mean of N$_3$ (mol) divided by 1.041 for the dilution space (estimated by $^3$H and N$_3$ [mol]) divided by 1.007 for dilution space (estimated by $^{18}$O) [22].

CO$_2$ production rates were determined using the following equation: 0.4554 × total body water × (1.007 × $^{18}$O elimination rate – 1.041 × $^3$H elimination rate). For this calculation, we used assumptions of isotope fractionation applied to breath water using equation A6 of Schoeller et al [8] with the revised dilution space constant of Racette et al [22]. The TEE calculation was performed using the modified Weir formula [23] based on CO$_2$ production rates, and the assumed respiratory quotient was 0.85. PAL was calculated as TEE/BMR [9].

Measurement of BMR

We measured BMR between 6:00 and 6:30 AM on day 0 of the study using indirect calorimetry (ARCO 2000; ARCO System, Chiba, Japan). CO$_2$ production and O$_2$ consumption were measured after an overnight fast and 30 minutes of rest. Participants were required to be transported to the laboratory by car to keep physical activity to a minimum. CO$_2$ production and O$_2$ consumption were converted to BMR through the Weir equation [23]. We used a variation in O$_2$ consumption of less than 25 mL/min to determine whether the collection was acceptable [24]. Each participant was monitored periodically to ensure that he or she remained awake. Data were collected in a thermally regulated environment with minimal light and noise. The calorimeter system was calibrated before each measurement.

Statistical Analysis

All statistical analyses were performed using SPSS for Windows 19.0 (IBM Corporation, Somers, NY, USA). All data are shown as mean (SD); for participant characteristics, a range is also given. We compared men versus women for general characteristics by the independent t test.

We calculated zero-order and partial Pearson correlation coefficients as measures of association between AEE measured by DLW and by 24hPAR WEB; TEE measured by DLW and by 24hPAR WEB; PAL measured by DLW and by 24hPAR WEB; AEE measured by DLW and by 7daysRecall WEB; TEE measured by DLW and by 7daysRecall WEB; and PAL measured by DLW and by 7daysRecall WEB. Using Bland-Altman plots, we related the difference in AEE between 24hPAR WEB and DLW (y-axis) to the arithmetic mean of AEE for 24hPAR WEB and DLW (x-axis) [25]. In addition, we related the difference in AEE between 7days WEB and DLW (y-axis) to the arithmetic mean of AEE for 7days WEB and DLW (x-axis) [25]. The limits of agreement are given as ±1.96 SD of the difference. To determine the source of error for TEE between 24hPAR WEB and DLW, and for TEE between 7daysRecall WEB and DLW, we calculated the Pearson correlation coefficient to determine the association of the difference between 24hPAR WEB and DLW, and the difference between 7daysRecall WEB and DLW, for TEE, plotted by gender. We defined a significant difference as P < .01.

Results

Table 1 displays the general characteristics of the study population. We intended to recruit a heterogeneous group (both genders and a wide age and body mass index range), and this is demonstrated in the table. Of the 20 participants, 7 (35%) were overweight (body mass index >25 kg/m$^2$). A total of 10 (50%) were employed full-time, 2 (10%) were employed part-time, 4 (20%) were self-employed, and 4 (20%) were full-time homemakers. Men had significantly greater BMRs (P < .001), DLW-derived AEE (P < .001), and DLW-derived TEE (P < .001) than women. There was no significant difference between men and women in PAL, as determined by the DLW method (P = .09).
Average input times using the terminal devices were 8 minutes and 10 seconds for the 24hPAR WEB and 6 minutes and 38 seconds for the 7daysRecall WEB system. The average number of input data in the 24hPAR WEB was 8.6 (SD 2.6) types; this refers to the average number of types of behavior, such as reading a book, watching television, and walking. The average number of inputted hours in 7daysRecall WEB was 6.0 (SD 1.5) times; this refers to the average number of inputs for each intensity of activity in the morning, afternoon, and evening. Compliance relating to data input using the terminal devices was 122 of 140 days (87.1%) with the 7daysRecall WEB and 133 of 140 days (95.0%) with the 24hPAR WEB. When the system administrator identified a participant who was not compliant, this was recorded, and the participant received a phone call the next day to remind him or her to complete the input. Using this method, 100% data were collected in this study.

Figure 2 shows the response time over the 7 days for each measurement system based on the weblog data. The figure shows that the response time became gradually faster.

The mean AEE was 3.90 (SD 1.43) MJ measured by the 24hPAR WEB method and 3.67 (SD 1.48) MJ by the DLW method. The mean TEE was 10.65 (SD 2.57) MJ by the 24hPAR WEB method and 10.39 (SD 2.68) MJ by the DLW method. Mean PAL was 1.87 (SD 0.20) by 24hPAR WEB and 1.82 (SD 0.22) by DLW. Mean AEE was 4.29 (SD 1.94) MJ by the 7daysRecall WEB method and 3.80 MJ (SD 1.36) by DLW. The mean TEE was 11.08 (SD 2.82) MJ by the 7daysRecall WEB method and 10.53 (SD 2.58) MJ by DLW, and mean PAL was 1.96 (SD 0.32) for the 7daysRecall WEB method and 1.84 (SD 0.19) by DLW. There were no significant differences between the Web-based measurements and the DLW method for the above energy expenditure variables.

Figure 3 shows the Pearson correlation coefficient between the 24hPAR WEB and DLW methods for daily AEE. AEE measured by 24hPAR WEB and by DLW was correlated (r = .679, P < .001). Correlation coefficients for TEE and PAL by the 24hPAR WEB and the DLW methods were r = .874 (P < .001) and r = .404 (P = .08), respectively. Figure 4 shows the Bland-Altman plot for AEE as measured by 24hPAR WEB compared with DLW. The mean difference for the 24hPAR WEB and DLW methods was small (0.23 MJ), and the limits of agreement were 2.33 MJ (±1.96 SD). The test for trend was not statistically significant. The regression equation was y = –0.03x + 0.36 (r = –.085, P = .54). TEE as measured by 24hPAR WEB and by DLW was correlated (r = .590, P = .006). The correlation coefficient for PAL as measured by the 7daysRecall WEB and DLW methods was r = –.085, with no significant correlation.

Figure 5 shows the Bland-Altman plot for AEE as measured by 7daysRecall WEB compared with DLW. The mean difference for the 7daysRecall WEB and DLW methods was small (0.49 MJ), and the limits of agreement were large at 4.32 MJ (±1.96 SD). The test for trend was not statistically significant. The regression equation was y = 0.059x – 1.93 (r = .343, P = .14). In the Bland-Altman plot for TEE measured by 7daysRecall WEB compared with DLW, the mean difference between the two methods was small (0.55 MJ), and the limits of agreement were large at 4.80 MJ (±1.96 SD). The test for trend was not significant.

Table 1. General characteristics of the study population.

<table>
<thead>
<tr>
<th></th>
<th>All participants</th>
<th>Male (n = 10)</th>
<th>Female (n = 10)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Age (years)</td>
<td>42.6</td>
<td>10.9</td>
<td>45.2</td>
<td>12.3</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>24.0</td>
<td>3.8</td>
<td>26.4</td>
<td>3.4</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>66.6</td>
<td>16.3</td>
<td>79.2</td>
<td>13.9</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>165.8</td>
<td>10.4</td>
<td>172.6</td>
<td>7.3</td>
</tr>
<tr>
<td>Measured BMR (MJ)</td>
<td>5.68</td>
<td>6.50</td>
<td>0.89</td>
<td>4.77–8.00</td>
</tr>
<tr>
<td>TEE&lt;sub&gt;DWL&lt;/sub&gt; (MJ/day&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>10.46</td>
<td>2.58</td>
<td>12.39</td>
<td>2.09</td>
</tr>
<tr>
<td>AEE&lt;sub&gt;DWL&lt;/sub&gt; (MJ/day&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>3.73</td>
<td>1.35</td>
<td>4.65</td>
<td>1.07</td>
</tr>
<tr>
<td>PAL&lt;sub&gt;DWL&lt;/sub&gt; (TEE/measured BMR)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.83</td>
<td>0.18</td>
<td>1.90</td>
<td>0.12</td>
</tr>
</tbody>
</table>

a Body mass index.
b Basal metabolic rate.
c Total energy expenditure measured by doubly labeled water.
d Average value of the total over 2 weeks.
e Activity energy expenditure measured by doubly labeled water.
f Physical activity level measured by doubly labeled water.
statistically significant. The regression equation was $y = 0.11x - 0.66$ ($r = .110, P = .65$).

Figure 6 shows the correlation of the difference between the DLW and 24hPAR WEB measures of TEE and the difference between the DLW and 7daysRecall WEB measures of TEE ($r = .673, P = .001$). The figure demonstrates the profile of the methods regarding overestimation or underestimation of TEE. Most of the women and 1 man overestimated TEE in both the 24hPAR WEB and the 7daysRecall WEB methods (Figure 6).

Figure 2. Input time trends (in minutes and seconds for days 1 to 7) for each Web-delivered system. 7daysRecall WEB = 7 days Recall Web. 24hPAR WEB = 24-hour Physical Activity Record Web.
Figure 3. Pearson correlation coefficient for daily activity energy expenditure (AEE) measured by the 24-hour Physical Activity Record WEB (24hPAR WEB) and doubly labeled water (DLW) methods. CI = confidence interval.

\[ y = 0.69x + 0.98 \]
\[ r = 0.679 \]
Figure 4. Bland–Altman plot illustrating the difference in activity energy expenditure (AEE) between the 24-hour Physical Activity Record Web (24hPAR WEB) and the doubly labeled water (DLW) methods.

Figure 5. Bland–Altman plot illustrating the difference in activity energy expenditure (AEE) between the 7 days Recall Web (7daysRecall WEB) and the doubly labeled water (DLW) methods.
Discussion

In this study, we developed a new physical activity assessment method using Web-based measurement systems and validated them against the DLW method. These measurement systems are low in cost, practical, and user friendly. They can be completed quickly, with an input time of less than 10 minutes. With both systems, the daily response time tended to become progressively faster; this was particularly the case with the 7daysRecall WEB method. It is possible that increased operational familiarity aided quicker recall of behavior. The systems can measure daily physical activity in many people simultaneously because they are compatible with many terminal devices, such as cell phones, smartphones, and personal computers, allowing complete assessments to be made via the Internet. These two systems were an improvement compared with the diary methods [14] and interview methods [15] developed previously.

Diary methods for the assessment of physical activity have been used since the 1960s [26]. The method requires that individuals record their physical activity behavior every 15 minutes. We used this method in a previous study [27], though the activities selected for the present study were modified from a previous study [14]. An advantage of the Web-based measurement systems used in the present study is that they are compatible with a variety of terminal devices. They also allowed for a greater variety of physical activity behaviors to be assessed, and they simplified the recording of data.

In the present study, we found a significant association between 24hPAR WEB and DLW measurements of AEE. This result is important because BMR accounts for 60%-75% of TEE [6]. In addition, the relationship between 24hPAR WEB and DLW measurements of TEE was similar to that between 3-axis accelerometry and DLW measurements of TEE [7]. This suggests that TEE can be assessed accurately in under 10 minutes using the 24hPAR WEB. The 24hPAR WEB allows for the assessment of swimming, cycling, and climbing activities, which cannot be measured using an accelerometer. The 24hPAR WEB can also classify such activities as traffic behavior, sleeping, working, and leisure time.

The correlation between 24hPAR WEB and DLW measurements of TEE in the present study was similar to that found in previous research [14]. The present study also demonstrated that physical activity can be reported on a single digital screen without the need for cross-tabulation from several pieces of paper. A significant finding was that the accuracy of 24hPAR WEB measurement of AEE was superior to that in conventional physical activity questionnaires when compared with the DLW method. Bonn et al reported a Spearman correlation between Active-Q, a Web-based questionnaire, and DLW measurements of TEE of $r = 0.52 \ (P < .0.01, \ n = 37)$ [11]; similarly, Ishikawa-Takata et al reported a Spearman correlation between Japan Arteriosclerosis Longitudinal Study Physical Activity
Questionnaire and DLW measurements of TEE of $r = .742$ ($P < .001, n = 226$) [28]. A weakness of the present study was that we had fewer participants than in previous studies; however, we saw a moderately high correlation even with AEE (Figure 3). Our study findings confirm that the diary method is the most accurate for self-reporting.

Figure 4 indicates that the error range of the estimate did not change regardless of the highest and lowest average values for AEE. Because there was a meaningful correlation with the DLW methods, and the error range was small (+2.33 MJ, 95% confidence interval) regardless of the size of the estimate, we found that the 24hPAR WEB method provided better results than methods used in previous studies [11,14]. When using assessment tools that require greater effort for recalling behavior, such as the Active-Q [11] and the 7daysRecall WEB in the present study, study participants have been found to over- or underestimate their physical activity. With regard to the time of each behavior, they may be able to recall impressive behavior but unable to recall nonimpressive behavior. However, for the 24hPAR WEB, we observed no significant over- or underestimation. One reason for this finding may be that selecting the order of behavior after awaking results in greater accuracy. Another reason may be that behaviors were selected every 15 minutes.

The 7-day physical activity recall method was originally developed in 1979 for use in the Stanford Five-City Project [15]. An advantage of this method is that the previous 7 days of physical activity could be estimated from a 15-minute interview [15]. For the present study, we were unable to develop an interactive communication system that could simulate an interview. Therefore, we devised a method of effective communication in a manner that obtained similar information to that obtained in a face-to-face interview. This method included the following: (1) input once per day recalling that day’s activities, compared with the original 7-day physical activity recall frequency of once per week, (2) illustrations of physical activity intensity, and (3) quizzes over the first 2 days that required participants to select the intensity among activities (Multimedia Appendix 2). The quiz questions continued until the participants were able to answer two questions correctly in a row. Those who did not look at the illustrations were unable to answer correctly; consequently not allowing them to continue until they answered correctly reduced potential mistakes in the self-reported exercise intensity of their activities.

Compared with previous studies that examined the 7-day recall [29-31] method, the 7daysRecall WEB predicted TEE accurately. Figure 5 indicates that the error range of the estimate would not change regardless of the high and low average value of AEE. The 95% confidence interval was ± 4.32 MJ, demonstrating a large variation compared with 24hPAR WEB. However, the error was small compared with the 7-day recall diary method [29-31], and it was similar to that of the Active-Q [11].

In using the 7daysRecall WEB, 1 man greatly overestimated (3SD above the average) energy expenditure. Therefore, we excluded his data and reanalyzed the data ($n = 19$). The recalculated Pearson correlation coefficient for TEE between the 7daysRecall WEB and DLW methods was $r = .788$ ($P < .001$). AEE measured by 7daysRecall WEB and DLW was not significantly correlated ($r = .346$); nor was PAL measured by 7daysRecall WEB and DLW ($r = .001$). After completion of the study, we found that the reason for energy expenditure being overestimated by the male participant was that, regardless of his physical activity, the intensity level he inputted corresponded to light-intensity child care time. To prevent this type of mistake, we programmed the system to request that the participant confirm each input. However, accurate recording of physical activity behavior appears to be a limitation of self-reported physical activity assessment methods [32].

The present study employed a crossover design, whereby participants alternately used two Web-based methods. With respect to response time, there was no difference ($P = .32$) between the group that used 24hPAR WEB during the first week (450, SD 163 seconds) and the group that used 24hPAR WEB during the second week (596, SD 329 seconds). There was likewise no difference ($P = .68$) between the group that used 7daysRecall WEB during the first week (353, SD 225 seconds) and the group that used 7daysRecall WEB during the second week (318, SD 140 seconds). In Figure 3, Figure 4, and Figure 5, correlation charts present the validity of the Web-based methods compared with the DLW method. No difference in the validity was evident as a result of using the crossover design. However, future investigations should examine this issue of the crossover design, since we had just 10 participants in each group.

With both systems, women tended to overestimate energy expenditure (Figure 6). Of the 7 women who made such overestimations, 6 were homemakers or were employed part-time. A possible reason for this estimation relates to the difficulty in determining the intensity of child care and housework activity. Housework and child care require complex physical activity. It is possible that, rather than selecting the time spent moving, the participants selected the time engaged in housework and child care. However, further study is required to investigate this issue.

Another limitation of this study was that conventional cell phones cannot support JavaScript. Therefore, conventional cell phones could not operate the 24hPAR WEB. In Japan, 95% of people aged 30-49 years have access to the Internet, whereas just 32.9% of those aged 70-79 years have such access [33]. Therefore, sampling is an important issue when using the 24hPAR WEB for epidemiological studies in the elderly. Compliance during the 7-day input is also an important consideration for obtaining accurate measurements.

In recent years, public health research has focused on disease prevention and community intervention to promote physical activity [34]. Over the last decade, many programs have also developed Web-based interventions to help increase physical activity [35,36]. For research targeting large groups of individuals, evaluation of physical activity is important in determining the effects of interventions. The Web-based measurements developed in the present study will be useful for accurately assessing physical activity at low cost.
In conclusion, the 24hPAR WEB appears to be valid for estimating AEE and TEE, and the 7daysRecall WEB appears to be valid for estimating TEE. Both methods are effective for collecting physical activity data in epidemiological studies. The 24hPAR WEB is more accurate than the 7daysRecall WEB, and it is useful for evaluating physical activity behavior and the effect of interventions. The input time for the 7daysRecall WEB is short. The system is easy to operate and suitable for evaluating physical activity in large communities.
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Abstract

Background: A set of face stimuli, called the Umeå University Database of Facial Expressions, is described. The set consists of 30 female and 30 male models aged 17–67 years (M = 30.19, SD = 10.66). Each model shows seven different facial expressions (angry, surprised, happy, sad, neutral, afraid, and disgusted). Most models are ethnic Swedes but models of Central European, Arabic, and Asian origin are also included.

Objective: Creating and validating a new database of facial expressions that can be used for scientific experiments.

Methods: The images, presented in random order one at a time, were validated by 526 volunteers rating on average 125 images on seven 10-point Likert-type scales ranging from “completely disagree” to “completely agree” for each emotion.

Results: The proportion of the aggregated results that were correctly classified was considered to be high (M = 88%).

Conclusions: The results lend empirical support for the validity of this set of facial expressions. The set can be used freely by the scientific community.

(J Med Internet Res 2012;14(5):e136) doi:10.2196/jmir.2196
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Introduction

There is a wealth of published research into face perception, face processing, and facial expressions using images of facial expressions of emotions [1]. Images of facial expressions of emotions are frequently used in research on emotions and are increasingly being used in neuroscience [2]. Recently, their use has been extended to the treatment of anxiety and depression, using a modified dot-probe task [3]. This paper presents the Umeå University Database of Facial Expressions, which is freely available to researchers. We present information about the database, along with the results of an Internet-based validation study.

The human face is an integral part of daily life. Facial muscles allow a wide range of expressions and functions [4]. These expressions communicate emotions in interaction with others and are an important part of the emotional experience [5]. The link between emotion and facial expression is the main driver of research interest in facial expressions and their interpretation [1].

Ekman and Friesen published their pioneering Pictures of Facial Affect (PFA) in 1976, which became the most frequently used set in research [2], greatly improving our understanding of the universality of the facial expression of emotion [6]. Today, however, this set of facial expressions has limitations, such as the small number of images, and is considered rather dated in regard to quality and the range of models, which adversely
affects its ecological validity [2,7]. This and some other currently available sets do not contain models representing different ethnicities (KDEF, see [2,8]; FACES [9]).

The understanding and perception of emotions has been shown to be more accurate if those that are evaluating emotional expressions have the same ethnicity and national and regional background as the expressers. This may be because people of different ethnicities develop different nuances in their expressions. However, when different cultural groups spend more time together, the in-group advantage decreases [10]. Evaluation of facial expressions of emotions is also influenced by stereotypical ideas about people of other ethnicities [11].

The NimStim Set of Facial Expressions (NimStim) [1], the Japanese and Caucasian Facial Expressions of Emotion (JACFEE) [12], and the Montreal Set of Facial Displays of Emotion (MSFDE) [13] include models of different ethnicities but contain fewer than 145 images in total (JACFEE, MSFDE) [2]. They lack representation of different age groups, and it is not possible to use them in Internet-based experiments, even with password protection (NimStim) [1].

This project has attempted to address problems identified in previous sets of facial expressions and validation studies. The aim of producing the Umeå University Database of Facial Expressions was to create a database for Internet-based research, containing a large number of images across a spectrum of age, ethnicity, and gender.

This database has several advantages. First, it contains a large number of color images—a total of 424, posed by 60 models (2720x4080 pixels). The models express the most consistently recognized facial expressions of emotions, which are anger, surprise, happiness, sadness, fear, and disgust [14] as well as a neutral expression. Databases containing a large number of images are preferable because research often requires a large body of stimulus material in order to avoid the effects of habituation [2]. Second, the models represent different age groups, ethnicities, and genders, which gives the database good ecological validity with regard to these variables. Third, the database is available with password protection for scientific experiments on the Internet.

The aim of this validation study was to examine the extent to which facial expressions as depicted in the images were correctly interpreted as the intended emotion. It was done over the Internet in order to recruit participants with as great a range as possible of age, gender, and ethnicity. Swedish law does not, however, permit the registration of individual ethnicity. However, researchers based in a country without this restriction on reporting of individual ethnicities are free to do so after inspection of the photographs.

The genders of both model and rater may influence evaluation of facial expressions [15-19]. The age of the rater also plays an important role in the correct recognition of facial expression [20,21]. Validation studies commonly include only university or college students [2,7,8,12]. In order to reach a more heterogeneous group of people, we recruited participants both within and outside higher education.

Each image was evaluated by participants. Nuanced answer options were used in the validation study in order to reduce the risk of influencing responses to a specific expression. Response scales with fixed response options can be problematic, as different response scale formats may influence the results obtained [22]. Predetermined emotion labels can be regarded as a contextual variable that influences the participant’s response to a specific expression [22,23]. In this validation study, participants were therefore given the option of rating expressions for several different emotions.

We hypothesized that the Internet-based validation study would provide sufficient data to support the validity of the Umeå University Database of Facial Expressions.

**Methods**

**Participants**

Data were collected from 526 participants. The mean age was 37.7 years (18–73, SD =13.0). 70% (369/526) were female and 30% (157/526) were male. Participants were recruited by disseminating information about the study via the local Swedish newspaper. All those who volunteered were allowed to take part in the study, and no financial compensation or remuneration was given.

**Stimuli**

The stimuli were 424 facial images from the Umeå University Database of Facial Expressions. A total of 60 subjects participated as amateur models (30 female, 30 male; 17-67 years old; M=30.19, SD=10.66). Most of these models were ethnic Swedes, but models of Central European, Arabic, and Asian origin were also included. During the photography session, models were instructed to display seven different facial expressions (angry, surprised, happy, sad, neutral, afraid, and disgusted). Instructions on how to make the facial expressions were based on the work of Ekman [24] and Ekman and Friesen [6] and presented to models before and during the sessions. Before the shoots, models were encouraged to practice making the facial expressions, and during the shoots models were instructed to make the expressions as they saw fit, to look at pictures of facial expressions (POFA) [25] and to move certain muscle groups. Models were instructed not to wear make-up. The shoots took place at Umeå University. Models were compensated for their participation by receiving uncompressed high-quality personal photographs. They also signed a legal agreement allowing the images to be used in research and education.

**Selection of Images**

The photo shoots produced over 8,000 images. The best image of each expression from each model was chosen to be validated empirically. However, a clear decision could not be made in four instances, and these images were therefore added to the validation phase, making a total of 424.

**Validation Procedure**

The validation procedure took place on the Internet. Before obtaining access to the images, the potential participant had to register his/her age, gender, and email address. A confirmatory
email, including a unique login link, was sent to the registered email address, ensuring that all participants had registered a valid email address. Instructions to participants were to sit alone in a quiet, private setting and base the evaluations on their own opinion. Participants evaluated the images at their own pace and were free to evaluate as many images as they wished. They were allowed to discontinue the evaluation at any time and were free to return and continue at another time during a two-week period in October 2011. Images were randomly presented to each participant. However, each of the 424 images was presented only once. 526 participants started the validation process, rating an average of 125.5 out of 424 faces (SD=137.4).

Each of the 424 images (320x480 pixels, color) was presented on its own with the text “This person seems to be…” above each image. As shown in Figure 1, the options “angry”, “surprised”, “happy”, “sad”, “neutral”, “afraid”, and “disgusted” were presented below each image together with a 10-point Likert-type scale ranging from “completely disagree” to “completely agree”. Participants could specify to what extent they agreed or disagreed with one or more of the listed emotions.

**Data Analytic Procedure**

We used a binary logistic model (specified through generalized linear equations), and variance–covariance for all models was assumed to be block diagonal but independent within a block defined by individual, which implies that we assumed that the scoring of one image did not affect the score given by that individual to the next randomized image.

The seven outcome variables were defined as 1/0 for each “true” emotion. The independent factors were gender and age of the rater and model and the rating score for the seven emotions. We studied the adjusted association between each outcome and the 11 independent factors. We present the estimated odds ratios and their 95% Wald confidence intervals (CIs) and their significance (see Supplemental Tables 1–7 in Appendix 1). All tests were two-sided. The results were considered significant if \( P<.05 \). All analyses were performed using SPSS, version 20 (SPSS, Inc., Chicago, IL).

We considered an image to be correctly classified if the highest score was given to the emotion corresponding to the true emotion. For example, if the emotion “sad” was scored 7 and the other emotions between 0 and 6 points, then sad would be counted as the response. That response would then be compared to the intended emotion when calculating the hit rate. In addition, in order to obtain a measure of the reliability of the interpretation, we also calculated the sum of the scores given to emotions that did not correspond to the true emotion, and the number of emotions rated.

**Table 1** describes the scores given by raters for all images where models attempted to display a given emotion in the following columns: 1, “Percentage correctly perceived”, how often the emotion that models displayed was rated higher than all other emotions; 2, “Number of unintended emotions scored (0–6)”, how many unintended emotions were given a score of greater than 0; and 3, “Total score (0–9) given to unintended emotions”, the sum of scores given to emotions that did not correspond to the true emotion.

**Results**

**Validity**

The validity measure (proportion interpreted correctly) was performed for every image. The data for these 424 individual images are presented separately on the Internet database. The proportion correctly interpreted for each portrayed emotion is, however, shown in **Table 1**. The overall value for the aggregated sum of results was considered high (mean=88%). Five out of the seven expressions had a mean percentage of correct interpretation of over 90%, while the emotions of fear and sadness had a mean percentage of 73% and 78% respectively. Ratings for emotions other than that intended were considered to be low (mean 0.13–0.65). There was a difference between the emotions in ratings given to emotions other than those intended (mean range from 0.38 points for happiness to 3.15 points for fear).

As shown in **Table 2**, levels of incorrect perception of expressed emotions were, with a few exceptions (eg, the intended facial expression of fear being perceived as surprise), consistently low.
Figure 1. A screen shot of the web-based validation.
Table 1. Summary of the proportion of images correctly perceived, number of unintended emotions scored and the total scores given to unintended emotions.

<table>
<thead>
<tr>
<th>Emotion expressed</th>
<th>Number of images</th>
<th>Proportion correctly perceived (%)</th>
<th>Number of unintended emotions scored (0–6)</th>
<th>Total score given to unintended emotions (0–9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Min&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Max&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Mean&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Anger (n=9581)</td>
<td>61</td>
<td>94</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td>Surprise (n=9357)</td>
<td>60</td>
<td>94</td>
<td>76</td>
<td>99</td>
</tr>
<tr>
<td>Happiness (n=9721)</td>
<td>62</td>
<td>98</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>Sadness (n=9393)</td>
<td>61</td>
<td>78</td>
<td>25</td>
<td>98</td>
</tr>
<tr>
<td>Neutral (n=9406)</td>
<td>60</td>
<td>91</td>
<td>56</td>
<td>99</td>
</tr>
<tr>
<td>Fear (n=9211)</td>
<td>60</td>
<td>73</td>
<td>39</td>
<td>95</td>
</tr>
<tr>
<td>Disgust (n=9325)</td>
<td>60</td>
<td>90</td>
<td>60</td>
<td>100</td>
</tr>
<tr>
<td>Total (n=65994)</td>
<td>424</td>
<td>88</td>
<td>25</td>
<td>100</td>
</tr>
</tbody>
</table>

Note: An image was considered to be correctly classified if the highest score was given to the emotion corresponding to the true emotion.

* Mean proportion of correct perception (n=9211–9721).

† The value for the image with the lowest proportion of correct perception.

‡ The value for the image with the highest proportion of correct perception.

Table 2. Confusion matrix for images of expressed emotion and rater response (only scores 7–9 shown).

<table>
<thead>
<tr>
<th>Expressed emotion</th>
<th>Rater response (7–9) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anger</td>
</tr>
<tr>
<td>Anger</td>
<td>74.6&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.2</td>
</tr>
<tr>
<td>Happiness</td>
<td>0.2</td>
</tr>
<tr>
<td>Sadness</td>
<td>1.1</td>
</tr>
<tr>
<td>Neutral</td>
<td>1.0</td>
</tr>
<tr>
<td>Fear</td>
<td>2.6</td>
</tr>
<tr>
<td>Disgust</td>
<td>2.2</td>
</tr>
</tbody>
</table>

<sup>a</sup> Intended emotion.

Odds Ratio

The odds ratios (presented in the supplemental tables in Appendix 1), ie, the relation between ratings 9 and 0, are high. The highest odds ratio was found in the expression of happiness (OR=1945.6, P<.0001), and the lowest was in fear (OR=72.0, P<.0001).

The most noteworthy results relating to the four background variables (model age, model gender, rater age, and rater gender), presented in the supplemental tables in Appendix 1, were in the expressions of surprise and anger. Female facial models aged ≥46 years (OR=0.4, P<.05) and 26–45 years (OR=0.8, P<.05) were significantly less strongly associated with the expression anger in comparison with the reference group, but at the same time, significantly more strongly associated with the expression of surprise (OR=1.8, and OR=1.1, P<.05).

Female facial models were more frequently significantly associated with three of the intended expressions in comparison with male facial models. Those were the expressions anger (OR=1.2, P<.05), surprise (OR=1.2, P<.05) and neutral (OR=1.9, P<.05). There were no statistically significant differences in the expression of happiness, fear, and disgust. The expression of sadness was more frequently associated with male models than female models (OR=0.6, P<.05).

Discussion

Principal Results

The purpose of this study was to present a database of facial expressions and the results of an Internet-based validation study. The database contains 424 color images of models across a spectrum of age, ethnicity, and gender expressing a variety of different emotions. The database is freely available for scientific experiments both online and offline.

The validity of the database was based on how accurate the raters were in identifying the expressions in the presented...
images. Scores were generally high. The overall mean proportion of this database that was correctly interpreted was 88%. The corresponding values are 79% for NimStim [1] and 88% for Pictures of Facial Affect [25], with the Karolinska Directed Emotional Faces achieving a mean biased hit rate of 72% [2].

The results did not show any consistent advantage related to age or gender in either the models or in the validating participants. There were significant differences when the seven expressions were studied individually, but the stronger and weaker association varies across the four background variables. Hall and Matsumoto found that women made more correct interpretations than men when multiple scales were used [26]. These results were not replicated in our study, with the exception that women were better than men at identifying the neutral emotion and worse than men at recognizing disgust.

The results of previous studies [27] of the effect of age and gender have suggested that even higher identification scores are obtained if images are validated exclusively by women aged 20–30 years. However, our data did not show any consistently significant differences between gender groups or age groups, and previous results were not replicated in this study population. The only significant differences were that raters aged ≥46 years were better at identifying disgust and worse at identifying anger and that raters aged 26–45 were worse at identifying happiness than the reference group. That lower capacity of older raters to correctly identify anger is consistent with the results of Ebner et al [9].

The results of our study show that facial expressions of people ≥46 years showing anger, fear, and sadness were less reliably identified than those posed by younger faces aged ≤25 years. Faces of participants aged 26–45 years portraying anger, neutral, and disgust were also less reliably identified than the same expressions in younger people aged ≤25 years. This is consistent with the findings of Ebner et al [9] who showed that angry, disgusted, happy, neutral, and sad expressions were less accurately identified in older faces than in the faces of the young or middle-aged. Disgusted, neutral, and sad middle-aged faces were less accurately identified than young faces portraying the same emotions.

The validation study was Internet-based. A large number of participants from different age groups evaluated the images, which provides this study with a more heterogeneous population of raters than previous studies [2,7,8,12]. The number of ratings for each image was higher than in previous studies [1,2,8]. While this type of validation has merits, we had no control over how the raters were complying with the task or if they instead carried out the validation in a detrimental way.

As response scales with fixed response options can be problematic, Russell [22] recommended more studies with quantitative ratings on multiple scales. These are considered more neutral as they are not biased towards a single expression. Therefore, we chose a ten-degree Likert-type scale ranging from “completely disagree” to “completely agree”. Participants could choose to agree on one or more of the response scales. Giving the participants the opportunity to rate each image on a continuum and to choose to rate several emotions for each image provided important information about each image, enabling an assessment of how reliably it was depicting the intended emotion as compared to other emotions.

Some facial expressions of emotion are easier to identify correctly than others. In validation studies, happy facial expressions are usually recognized more reliably than negative facial expressions [1,2,25,28,29]. In this validation study, happy was the facial expression that had the highest proportion of correct identification and the lowest association with other emotions. These results are consistent with previous findings that happiness is the facial expression that is the most reliably identified and the least likely to be confused with other facial expressions [12].

Sadness and fear had the lowest proportion of correct identification, also consistent with previous research [2,12]. These expressions were also confused with other expressions to a greater extent. In particular, raters often thought that fear had an element of surprise. This confusion may be due to the similarities in these two facial expressions, with the eyes being wide open in both. It may be difficult for untrained models to make the facial movements necessary to distinguish these expressions. There may also be a measure of confusion on the basis of interpretation, because when fear is experienced, it is often preceded by surprise [24].

The method of creating facial expressions can affect their interpretation. Currently existing databases have been produced by instructing the photo shoot models in two different ways. One is to instruct the models to move particular muscle groups while making the facial expressions [8,25], and the other is to instruct them to make the emotional expressions as they see fit [1].

One advantage of asking models to move particular muscle groups is that it creates uniform expressions. The disadvantage is that the ecological validity may be affected [22]. Naturally produced facial expressions can be perceived as more authentic, but the variation within the same expression may be greater [22], and this could be regarded as a background variable in scientific experiments [1]. When models follow instructions about which muscles to move or imitate a picture, a larger proportion of expressions are correctly identified compared to studies in which the models made the expressions as they saw fit or spontaneous expressions were induced [10].

As we wanted models to make authentic expressions and still maintain uniformity within the same emotional expressions, the instructions given to models were a combination of the instructions used in previous studies. The models in the Umeå University Database of Facial Expressions were instructed to make the expressions as they saw fit, to look at pictures of facial expressions, and to move certain muscle groups.

Limitations
The database has, however, a number of shortcomings. First, as the validation study was Internet-based, it was difficult to control for the authenticity of participant responses and other contextual variables, eg, how closely participants followed the instructions. However, the requirement for personal information such as name, age, gender, and email address should have
decreased the risk of non-valid answers. In addition, the relatively large number of participants (n=526) would have reduced the impact of deliberately false responses. The lack of remuneration also meant there was no financial reward in providing false responses.

Second, models may have validated their own images, which may have inflated the proportion of correct identification in the database. However, the number of models who may have validated their own images was small in relation to the large number of ratings made for each image.

Third, there may have been a subjective interpretation of the meaning of the response scales. The scale steps between 0 and 9 could have been interpreted as a measure of intensity, authenticity, or purity. However, giving the participants the opportunity to rate every image on a continuum and to rate for several expressions, provided important information about each image. Valuable information about the extent to which each image was rated for expressions other than the one intended is available online, as well as the proportion correctly identified for each image.

A fourth limitation is that a forced-choice scale was used to calculate the proportion of correct identification. The response scale that received the highest score was regarded as the respondent’s answer. And since there was no “none of the above” option included, this has probably resulted in a higher proportion of correct identification than if this option had been included.

A fifth weakness is that no member of the research team instructing the models during the photo shoots, and selecting images for validation was certified according to the Facial Action Coding System (FACS) [30]. FACS is a guide to the categorization of facial movements according to the muscles used in producing them. But this would not have been entirely satisfactory either, as using FACS to create images has resulted in American “dialects” of facial expressions [10]. Not using FACS could be regarded as an advantage when the images are to be used with untrained participants.

Finally, the instruction not to wear make-up was not followed by all participants, which may bias the interpretation of the images. However, the resulting images may more closely resemble the facial expressions seen in real life.

Conclusion
The goal of creating the Umeå University Database of Facial Expressions was to provide the scientific community with an online database for scientific experiments. The database consists of a large and contemporary set of images showing models across a spectrum of age, ethnicity, and gender. The Internet-based validity study obtained a larger number of ratings for each image compared to previous validation studies, and it has a higher proportion of correct identification compared to many existing databases. However, the validity of the Umeå University Database of Facial Expressions needs to be tested by further validation studies of similar or different design. Finally, we invite the scientific community to help expand the database by allowing inclusion of additional models to provide a more representative sample of populations. Obviously any added faces would first need to be validated to ensure high standards.
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Abstract

Background: In this exploratory research, we use panel data analysis to examine the correlation between Information and Communication Technology (ICTs) and public health delivery at the country level.

Objective: The goal of this exploratory research is to examine the strategic association over time between ICTs and country-level public health.

Methods: Using data from the World Development Indicators, we construct a panel data set of countries of five different income levels and look closely at the period from 2000 to 2008. The panel data analysis allows us to explore this dynamic relationship under the control for unobserved country-specific effects by using a fixed-effects estimation method. In particular, we examine the association of five ICT factors with five public health indicators: adolescent fertility rate, child immunization coverage, tuberculosis case detected, life expectancy, and adult mortality rate.

Results: First, overall ICTs’ factors substantially improve a country’s public health delivery on the top of wealth effect. Second, among all the ICTs’ factors, accessibility is the only one that is associated with improvements in all aspects of public health delivery, while the contributions from the usage, quality, and applications are negligible. ICTs’ accessibility factor is associated with a considerable extension to life expectancy and reduced adult mortality rate. Third, all entity-specific factors are significant in each model, indicating that countries’ economic development level does influence their public health delivery.

Conclusions: Our results indicate that ICT accessibility has a strong association with effective delivery of public health. There are others, but the key strategic applications are eHealth and mHealth. The findings of this study will help government officials and public health policy makers to formulate strategic decisions regarding the best ICT investments and deployment. For example, the study shows that providing accessibility should be a critical focus.

(J Med Internet Res 2012;14(5):e147) doi:10.2196/jmir.2242
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Introduction

Despite the slow diffusion of information and communication technology (ICT) to support public health delivery worldwide as well as the high cost of implementation, global health policy makers and public health officials must focus on key strategic applications of ICTs that deliver high-quality public health care at lower costs. ICTs can be characterized by such factors as access, quality, and applications among others. Specifically, the applications may include such categories as eHealth, mHealth, situation awareness systems, and “smart” health systems [1-13] among others. eHealth refers to the use of ICTs...
such as computers, mobile phones, and satellite and wireless communication systems for health information and services [1,6,12,14]. mHealth indicates the use of mobile communications such as personal digital assistants (PDAs) and mobile phones to provide remote health information and services [15]. Situation awareness systems enable us to prepare for and respond to disease outbreaks and other public health emergencies by automating the surveillance processes and the collection, analysis, and reporting of the health data [5]. Smart health systems refer to the use of ICTs for better connection, higher-quality data, and real-time analysis of the data. Doctors, patients, insurers, and government officials can share health information seamlessly and efficiently. Understanding the association between ICTs and the nature of public health delivery is important [16,17] since ICTs have the potential to accelerate the improvement in public health. ICTs provide the infrastructure and resources for the development of large-scale population-level applications such as health information networks, surveillance systems, and telemedicine. ICTs can improve health outcomes and combat diseases. For example, in rural Niger, following the introduction of a radio ambulance system, the number of emergency evacuations from outlying health centers to the district hospital rose from 10 to 197. Good communications and information sharing help to deliver diagnostic information and drugs and to spread information on reproductive health and communicable diseases. Through the Global Media acquired immunodeficiency syndrome (AIDS) initiative, more than 50 broadcast networks are promoting AIDS prevention messages. In the fight against malaria, satellite monitoring identifies and targets mosquito breeding areas for control [18]. Other examples of ICT-based systems at work (reported in [6]) include telemedicine networks in Bangladesh; e-pharmacy projects in Malaysia; low-cost sustainable electronic medical records for human immunodeficiency virus infection (HIV)/AIDS patients in Kenya; and web-based communication tools to address material and child deaths in Peru [6].

In addition, public health informatics (PHI) was defined as the “systematic application of information and computer science and technology to public health practice, research and learning that integrates public health and information technology” [19]. PHI needs to use a “systematic and informed approach to the application of information science and technology in order to take full advantage of its potential to enhance and facilitate public health activities” [20].

Given the potential linkage between ICTs and public health, the purpose of this paper is to empirically evaluate the two related research questions: (1) Do ICTs have a strong association with a country’s public health delivery indicators over time?; (2) Which of the key ICT factors are associated with improvement in public health delivery?

The framework in this paper is an adaptation of the conceptual framework developed in an earlier paper (see [17] for comprehensive literature review) as well as the publications at the International Telecommunication Union (ITU) [8-10], World Health Organization (WHO) [13,18], and World Bank [21]. We also draw on the substantive health information technology literature [17] and the recent special issues of Journal of the Association for Information Systems (JAIS) [22] and Journal of Strategic Information Systems (JSIS) [23]. Both anecdotal evidence and various surveys indicate a potential association between ICTs and country-level public health delivery as previously discussed. As such, we propose a positive association between ICTs (independent variables) and public health variables (dependent variables) (Figure 1). The ICT factors are derived from the World Bank ICT at-a-Glance Tables [24] that include accessibility, quality, usage, affordability, trade, and application. We chose for our macro-level study the significant aggregate indicators related to public health [25] that contain adolescent fertility rates, child immunization coverage, tuberculosis detection rates, life expectancy, and adult mortality rates.

While proposing these associations we recognize the reality that high-income countries would have better ICT infrastructure and better public health. That is, ICTs may not have an association with global public health delivery; wealth may provide the association. To obviate this possibility, the wealth effect is controlled so as to obtain accurate and reliable estimates. We discuss next the public health indicators in context of the hypotheses.

http://www.jmir.org/2012/5/e147/
Public Health Indicators

**Adolescent Fertility Rate**
A high number for this indicates that fewer children are going to school; additionally, early childbirth has its own complications with less access to post-childbirth health care. ICTs, in aggregate can help in educating this population to take preventive steps, assist in delivering health information via eHealth and mHealth, and generally assist in reducing the rate. Therefore, we formulate hypothesis 1 as: H1. Information and communication technology (ICT) is associated with a reduction in the adolescent fertility rate over time.

**Child Immunization Rate**
A high number for this variable would indicate better quality preventive health care and thereby improved public health. The different ICT factors can contribute overall to the achievement of this goal via providing health-related information to the public, for example on hygiene, sanitation, and other good practices on living. Additionally, health workers can be provided with ICT-enabled accessories to educate the public; identify, gather, and document information about health status; and to perform follow-up activities. Educating the public is necessary to improved public health, and ICTs can play a critical role in this regard. We formulate

**Tuberculosis Detection Rate**
This represents other diseases such as malaria, HIV/AIDs, and other in terms of detection, monitoring, and prevention. ICTs can help in several ways to increase the detection rate. For one, advanced ICTs can help in the analysis of the blood work and the intakes from the tests and procedures. The collected information can be organized and analyzed to gain insight to make informed decisions regarding the disease status. Additionally, ICTs can help communicate the results and follow-up guidelines to the patients (e.g., via texting or mobile phone calls) for prompt action. Therefore, hypothesis 3 is formulated as: H3. Information and communication technology (ICT) is associated with an increase in the tuberculosis case detection rate over time.

**Life Expectancy**
A key goal of development as well as health is to increase the life expectancy of a country’s citizens so human beings can achieve their full potential. The different ICT factors can contribute overall to the achievement of this goal via providing health-related information to the public, for example on hygiene, sanitation, and other good practices on living. Additionally, health workers can be provided with ICT-enabled accessories to educate the public; identify, gather, and document information about health status; and to perform follow-up activities. Educating the public is necessary to improved public health, and ICTs can play a critical role in this regard. We formulate
hypothesis 4 as follows: H4. Information and communication technology (ICT) is associated with an increase in the life expectancy over time.

Adult Mortality Rate

This again represents the overall human condition status of a country. The goal is to reduce the adult mortality rate. This is possible by focusing on good public health and preventive measures. ICTs can play a significant role in many ways including education for preventive care, delivery of health care via telemedicine, etc., and the monitoring of health conditions such as spread of diseases, pandemics, etc., via the use of mHealth, Internet, and radio and television. By reducing the adult mortality rate, a country can take advantage of a healthy adult population to engage in productive work. Therefore, hypothesis 5 is formulated as such: H5. Information and communication technology (ICT) is associated with a reduction in the adult mortality rate over time.

Method

In a prior cross-sectional study of 200 countries using secondary data from World Bank, it was found that in most cases cumulated investment in ICTs is strongly associated with a country’s public health delivery [17]. Yet, the nature of the dataset limited the ability to make strong inferences between the two even though the wealth effect was controlled in the analysis. To estimate the extent of the association between ICTs and improved country public health delivery, this study looks at a panel data set of countries representing five different income levels from 2000 to 2008. It has been argued that this association also leads to economic growth and poverty reduction. The panel data set allows us to explore these dynamic relationships while controlling for unobserved country-specific effects. We use a fixed-effects estimation method to control for unobserved country factors within an income level that may be correlated with countries’ public health delivery. We used this method because any unobserved country factor is likely to bias estimated coefficients in a traditional regression model. This method also allows us to examine the wealth effect of different income levels on countries’ public health delivery. Overall, this panel analysis delineates the impacts of income level and ICT factors on countries’ public health delivery, thus providing more accurate evaluation of the contribution of ICTs to public health delivery.

Data Collection and Measurements

The data used to test our hypotheses came from two World Bank databases for more than 200 countries during 2000 to 2008. The World Bank ICT at-a-Glance database [24] classifies the major ICT sector performance variables into six factors, namely accessibility, usage, quality, affordability, trade, and applications. The detailed measurement variables are summarized in Table 1. Some measurement variables suffered from a high proportion of missing values and were not included in the later analysis. Unfortunately, all three measurement variables for the affordability factor had high missing values, and this factor was not included in the later analysis. Since the measurement variables were in different scales, they were first standardized with a mean of zero and standard deviation of one and then averaged to extract the corresponding factor scores.
Table 1. Measurement items for ICT sector performance.

<table>
<thead>
<tr>
<th>ICT factors</th>
<th>Measurement variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>Telephone lines (per 100 people)</td>
</tr>
<tr>
<td></td>
<td>Mobile cellular subscriptions (per 100 people)</td>
</tr>
<tr>
<td></td>
<td>Fixed Internet subscribers (per 100 people)</td>
</tr>
<tr>
<td></td>
<td>Personal computers (per 100 people)</td>
</tr>
<tr>
<td></td>
<td>^Households with a television set (%)</td>
</tr>
<tr>
<td>Usage</td>
<td>^International voice traffic (minutes/person/month)</td>
</tr>
<tr>
<td></td>
<td>Mobile telephone usage (minutes/user/month)</td>
</tr>
<tr>
<td></td>
<td>Internet users (per 100 people)</td>
</tr>
<tr>
<td>Quality</td>
<td>^Population covered by mobile cellular network (%)</td>
</tr>
<tr>
<td></td>
<td>Fixed broadband subscribers (% of total Internet subscribers)</td>
</tr>
<tr>
<td></td>
<td>International Internet bandwidth (bits/second/person)</td>
</tr>
<tr>
<td>Affordability</td>
<td>^Residential fixed line tariff (US$/month)</td>
</tr>
<tr>
<td></td>
<td>^Mobile cellular prepaid tariff (US$/month)</td>
</tr>
<tr>
<td></td>
<td>^Fixed broadband Internet access tariff (US$/month)</td>
</tr>
<tr>
<td>Trade</td>
<td>ICT goods exports (% of total goods exports)</td>
</tr>
<tr>
<td></td>
<td>ICT goods imports (% of total goods imports)</td>
</tr>
<tr>
<td></td>
<td>ICT service exports (% of total service exports)</td>
</tr>
<tr>
<td>Applications</td>
<td>ICT expenditure (% of GDP)</td>
</tr>
<tr>
<td></td>
<td>^E-government web measure index</td>
</tr>
<tr>
<td></td>
<td>Secure Internet servers (per 1 million people)</td>
</tr>
</tbody>
</table>

^ Measurement items are not included in the later analysis due to high missing values.

Data for the public health indicators were extracted from the World Development Indicators database [25], which includes adolescent fertility rate, child immunization, tuberculosis case detection rate, life expectancy, and adult mortality rate. The definitions of these indicators are summarized in Table 2. Child immunization consists of two variables: immunization against DPT and against measles. Likewise, adult mortality rate contains two variables: mortality rates for females and males. All the variables were normalized, and the values of child immunization and adult mortality rate were calculated as the averages of their two measurement variables respectively.
Table 2. Measurement items for public health indicators.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Measurement variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adolescent fertility rate</td>
<td>The number of births per 1000 women ages 15−19.</td>
</tr>
<tr>
<td>Child immunization</td>
<td>The percentage of children ages 12−23 months who received vaccination against diphtheria, pertussis, and tetanus (DPT) as well as measles.</td>
</tr>
<tr>
<td>Tuberculosis case detection rate</td>
<td>The ratio of newly notified tuberculosis cases (including relapses) to estimated incident cases (case detection, all forms).</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>The number of years a newborn infant would live if prevailing patterns of mortality at the time of its birth were to stay the same throughout its life.</td>
</tr>
<tr>
<td>Adult mortality rate</td>
<td>The probability of dying between the ages of 15 and 60 (per 1000 female adults); that is, the probability of 15-year-old dying before reaching age 60, if subject to current age-specific mortality rates between those ages.</td>
</tr>
</tbody>
</table>

The dataset of ICT factors and public health indicators were extracted based on five income groups defined by World Bank (ie, high-income countries, upper high-income countries, middle-income countries, lower middle-income countries, and low-income countries) and then merged based on the income groups. The final dataset contained five country categories for nine years (from 2000−2008).

Analysis Method

The primary analysis method in this study is panel data analysis, which is an increasingly popular form of longitudinal data analysis among social and behavioral science researchers. A panel is a cross-section or group of people who are surveyed periodically over time. With repeated observations of enough cross-sections, panel analysis permits the researcher to study the dynamics of change with short time series. The combination of time series with cross-sections can enhance the quality and quantity of data in ways that would be impossible using only one of these two dimensions. Specifically, the panel data allow us to control for variables that we cannot observe or measure in each group (eg, culture) and also help to control for unobservable variables that change over time but not across entities (eg, economic development level).

With panel data one can include variables at different levels of analysis. In this study, we could choose each country as the level of analysis, but we set the level of analysis at an aggregate level—groups of countries based on their income. The primary reason for this choice is that the missing values of all the interested variables across 200 countries result in a substantial reduction of the dataset. Following World Bank classification, all the countries are divided into five income groups: high-income group, upper middle-income group, middle-income group, lower middle-income group, and low-income group.

The following fixed effect model is set up to explore the relationship between ICT factors and public health delivery indicators within each group of countries, as we assume that something within a country group may impact or bias the predictor or outcome variables and that this needs to be controlled in the model. The key insight is that if the unobserved variables do not change over time, then any changes in the outcome variable must be caused by influences other than these fixed characteristics. As such, once the effect of those time-invariant characteristics from the predictor variables is removed, we can assess the predictors’ net effect on outcome variables.

There are two ways to build the fixed effect model, and we chose to use the one with binary variables because we could separate the association of ICT factors and income levels from public health delivery indicators. Since we have five entities (five groups of countries) to generate binary (dummy) variables, only four entities are included in the model (see Figure 2).

Figure 2. Fixed effect model.
Results

The data analysis was conducted in STATA. The association between the ICT factors and the five public health indicators are summarized in Tables 3 and 4. Generally, we found support for all the hypotheses. That is, the application of ICTs overall could reduce adolescent fertility rates (H1) and adult mortality rates (H5), increases the coverage of child immunization (H2) and the chances of tuberculosis detection (H3), as well as lengthens life expectancy (H4).

Second, among all the ICT factors, accessibility is the only one that is associated with improvements in all aspects of public health delivery, while the contributions from the usage, quality, and applications are negligible. This is possibly due to lack of longitudinal data or the fact that some aspects of the application of ICTs in public health are only now emerging.

Third, all entity-specific factors are significant in each model, indicating that countries’ economic development level does influence their public health delivery. To an extent, developed countries do have a base level of public health delivery. This is because of overall higher standard of living, better education, and less poverty. Figures 3 to 7 plot the ICT accessibility factor against each public health indicator for each group of countries. Overall, high-income countries enjoy higher ICT accessibility and better health conditions, whereas low-income countries have low accessibility and poor health conditions. Thus, wealth effect is confirmed.

Table 3. Associations between ICT factors and public health delivery indicators (adolescent fertility rate, child immunization, and tuberculosis detection).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Adolescent fertility rate</th>
<th>Child immunization</th>
<th>Tuberculosis detection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value</td>
<td>Coefficient</td>
<td>P value</td>
</tr>
<tr>
<td>Accessibility</td>
<td>&lt;.001</td>
<td>-0.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usage</td>
<td>.32</td>
<td>0.14</td>
<td>.16</td>
</tr>
<tr>
<td>Quality</td>
<td>&lt;.001</td>
<td>-0.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trade</td>
<td>.05</td>
<td>-0.06</td>
<td>.61</td>
</tr>
<tr>
<td>Application</td>
<td>.005</td>
<td>-3.73</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lower middle-income countries</td>
<td>&lt;.001</td>
<td>-1.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Middle-income countries</td>
<td>&lt;.001</td>
<td>-1.39</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Upper middle-income countries</td>
<td>&lt;.001</td>
<td>-1.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High-income countries</td>
<td>&lt;.001</td>
<td>-1.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>&lt;.001</td>
<td>1.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>F test that all U_i=0</td>
<td>76.86</td>
<td>&lt;.001</td>
<td>38.51</td>
</tr>
</tbody>
</table>

Table 4. Associations between ICT factors and public health delivery indicators (life expectancy, adult mortality rate).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Life expectancy</th>
<th>Adult mortality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value</td>
<td>Coefficient</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accessibility</td>
<td>.03</td>
<td>0.30</td>
</tr>
<tr>
<td>Usage</td>
<td>.89</td>
<td>-0.04</td>
</tr>
<tr>
<td>Quality</td>
<td>.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trade</td>
<td>.52</td>
<td>0.01</td>
</tr>
<tr>
<td>Application</td>
<td>.15</td>
<td>0.05</td>
</tr>
<tr>
<td>Lower middle-income countries</td>
<td>.01</td>
<td>1.54</td>
</tr>
<tr>
<td>Middle-income countries</td>
<td>.002</td>
<td>1.57</td>
</tr>
<tr>
<td>Upper middle-income countries</td>
<td>.01</td>
<td>1.78</td>
</tr>
<tr>
<td>High-income countries</td>
<td>.01</td>
<td>2.31</td>
</tr>
<tr>
<td>Constant</td>
<td>.003</td>
<td>-1.46</td>
</tr>
<tr>
<td>F test that all U_i=0</td>
<td></td>
<td>113.91</td>
</tr>
</tbody>
</table>
Figure 3. Impact of ICT accessibility on adolescent fertility rate.

Figure 4. Impact of ICT accessibility on child immunization coverage.
Figure 5. Impact of ICT accessibility on tuberculosis case detection rate.

Figure 6. Impact of ICT accessibility on life expectancy.
Discussion

Key Results

First, our results indicate that overall ICT factors substantially improve a country’s public health delivery on top of the wealth effect. As mentioned previously, ICTs are not vaccines or medications or health protocols, rather ICTs are technologies that enable the processing of health information more efficiently and effectively. This has implications for health policy, particularly to developing countries.

In developing countries, lack of access to health care and inefficient health care delivery methods are the norm. Poor health care is characterized by high infant, female (pregnancy & birth mortality), and adult mortalities, low immunization rates, death from diseases, and low life expectancies. The shortage of health care is worsened by the inability of governments to devote adequate funding to their respective health care sectors, and the shortage is compounded by the multiple crises in finance, food, and energy. Unsuccessful reform efforts, combined with little funding, have left billions without the ability to tap into basic health care services. The investment in ICTs is channelized for use in health care via education, remote delivery of health care, and monitoring and tracking, for example.

Second, not all the ICT factors generate similar effects on public health indicators—some produce significant effects while others contribute little. As such, the government of a country can focus on ICT investment to achieve its specific goal in public health. For instance, ICT accessibility factors are associated with a considerable extension to life expectancy and reduced adult mortality rate. This is possibly due to the use of ICTs in the key strategies of education and preventive care enabled by ICTs. These two variables are also linked to poverty alleviation and economic development. Additionally, the access and trade factors of ICTs result in reduced adolescent fertility rates. This can be rationalized by the observation that having access to ICTs and the economic development activity of ICT trade indicate a higher level of influence of education and awareness of health consequences. In others, ICTs make the population more sophisticated in the access to health information. Likewise, access and trade improve child immunization coverage. This again indicates the fact that access to mobile and other ICTs by both the general population and health workers leads to increased awareness of immunization benefits, vaccination schedules, and follow-up processes leading to an increase in coverage. However, only access factors appear to have an impact on tuberculosis case detection rates, life expectancy, and adult mortality rates. But access is a key ICT factor, and it is not critical that every ICT factor have some bearing on public health delivery. There are possible variations in the use of ICTs across geographic locations and cultures. Additionally, life expectancy and adult mortality rates have to be examined over a very long period of time.

Finally, the analysis results also suggest that in almost all areas studied, countries in the higher-income groups have progressed further in the adoption of actions and provision of services than those in the lower-income groups. This finding is not surprising; it confirms that the “digital divide” includes eHealth. Our common goal should be, therefore, to lessen this divide with
concerted action [18]. First, by investing in ICT’s targeting of public health, the delivery of public health is enhanced. Second, although the effect of wealth is acknowledged, the cumulative investment in ICTs will improve public health delivery regardless of the development stage of a country. Third, accessibility has the greatest association with positive delivery of public health vis-à-vis the other ICT factors. Therefore, enabling accessibility ought to be the top priority in ICT infrastructure investment, particularly in developing countries.

It is also important to note that the study does not show a direct causality between ICTs and public health delivery. In other words, the study does not say that by using ICTs, health improves. Rather, we conclude that there is a strong association in the relationship between certain ICTs and how public health is delivered. In this regard, the findings support the anecdotal and case studies evidence reported in the literature. Further longitudinal studies in the linkages between specific ICT applications (eg, introduction of a telemedicine project) and health indicators (eg, reduction in the number of hospital visits) may address causal relationships. But large “big data” sets are needed for this type of study.

Conclusion

The contributions of this study are several. For one, by further studying the association between ICTs and public health indicators empirically using panel data analysis, we contribute to the sparse literature in this particular area. Note that we acknowledge the portfolio of general research that has emerged in health information technology—see special issues of JAIS [22] and JSIS [23]. The findings can help global policy makers strategize on ICT health resource allocation and invest in technologies that would maximize the population health benefits.

ICTs have the potential to radically transform the delivery of public health. There are others, but the key strategic applications are eHealth and mHealth. The findings of this study will help government officials and public health policy makers to formulate strategic decisions regarding the best ICT investments and deployment. For example, the study shows that providing accessibility ought to be a critical focus. While the use of ICTs is one among several strategies in improving global public health, the delivery of public health cannot be replaced or underplayed. The actual carrying out of immunizations and vaccinations and preventive health measures, health education, hygiene, clean water, and sanitation are vital factors in promoting public health. In the long term, better public health can improve productivity, contribute to poverty alleviation, and enhance quality of life overall.

Several research directions are possible. The emerging field of health analytics can be applied to “big health data” sets for more robust analysis resulting in richer insight and informed decision making. While most governmental and NGOs (eg, World Bank, WHO, Rockefeller Foundation) report and publish surveys, there is a paucity of quantitative analysis of the raw data, or aggregated data. The application of health analytics techniques will enrich findings. While this is a study done at the aggregate level, it is important to continue case studies of specific applications and deployments in various countries to gain insight into the sociotechnical dimensions of the role of ICTs in health care. These include social, cultural, and political aspects of what works and what does not. The lessons learned can be shared with characteristically similar countries so as to avoid costly investment mistakes. Thus, knowledge creation and sharing is important. Also, future research may continually monitor and update the variables and data sets in real time and perform cross-country and cross-regional research as well as additional longitudinal studies. Other variables and development indicators may reveal additional associations and effects. An important issue to address is the “reverse effect” or “rebound effect”. What are the negative consequences of using or overusing technology? Carpel tunnel syndrome, for instance, is symptomatic of repeated use of the keyboard. Excessive cell phone use or constant staring at electronic screens or monitors also may have adverse effects. Going beyond quantitative studies, one may research the diffusion of ICTs for public health purposes and consider additional concepts and models, such as the introduction of key “disruptive technologies” into health care, the “leap frog” effect, the alleviation of the “digital divide” with regard to health care, “local innovation”, and new health care delivery designs and models. Additionally, new resource allocation and investment models and strategies of ICTs may emerge. Their adoption and assimilation may be studied. Globally, the application of ICTs such as eHealth and mHealth is rapidly, if unevenly, proliferating. Much needs to be done to provide universal and equitable health care to all.
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Abstract

Background: The emergence and spread of multidrug-resistant organisms (MDROs) are causing a global crisis. Combating antimicrobial resistance requires prevention of transmission of resistant organisms and improved use of antimicrobials.

Objectives: To develop a Web-based information system for automatic integration, analysis, and interpretation of the antimicrobial susceptibility of all clinical isolates that incorporates rule-based classification and cluster analysis of MDROs and implements control chart analysis to facilitate outbreak detection.

Methods: Electronic microbiological data from a 2200-bed teaching hospital in Taiwan were classified according to predefined criteria of MDROs. The numbers of organisms, patients, and incident patients in each MDRO pattern were presented graphically to describe spatial and time information in a Web-based user interface. Hierarchical clustering with 7 upper control limits (UCL) was used to detect suspicious outbreaks. The system’s performance in outbreak detection was evaluated based on vancomycin-resistant enterococcal outbreaks determined by a hospital-wide prospective active surveillance database compiled by infection control personnel.

Results: The optimal UCL for MDRO outbreak detection was the upper 90% confidence interval (CI) using germ criterion with clustering (area under ROC curve (AUC) 0.93, 95% CI 0.91 to 0.95), upper 85% CI using patient criterion (AUC 0.87, 95% CI 0.80 to 0.93), and upper 70% CI using incident patient criterion (AUC 0.84, 95% CI 0.75 to 0.92). The performance indicators of each UCL were statistically significantly higher with clustering than those without clustering in germ criterion (P < .001), patient criterion (P = .04), and incident patient criterion (P < .001).

Conclusion: This system automatically identifies MDROs and accurately detects suspicious outbreaks of MDROs based on the antimicrobial susceptibility of all clinical isolates.

(J Med Internet Res 2012;14(5):e131) doi:10.2196/jmir.2056
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**Introduction**

During the last few decades, the nonspecific nature and overlapping spectra of early phase infection caused by bacteria and other pathogens have resulted in the overuse of antimicrobials [1]. This parallels a relentless increase in the number and types of microorganisms resistant to these medicines. Patients infected with resistant organisms are more likely to receive inappropriate initial therapy and are, thus, associated with higher mortality, morbidity, and medical costs [2-3]. The emergence and spread of multidrug-resistant organisms (MDROs) are considered to be causing a global crisis [1,4]. To resolve this problem, the WHO has made antimicrobial resistance an organization-wide priority and the focus of the 2011 World Health Day.

Patients can become infected, or a carrier, by exposure to an MDRO-contaminated environment (including medical devices), close contact with a carrier, or following the use of antimicrobial agents. Multidrug-resistant organisms may spread further, resulting in outbreaks and compromising patient safety [5-10]. Combating antimicrobial resistance requires prevention of transmission of resistant organisms and improved use of antimicrobials [1]. The core components of infection control strategies for MDRO, therefore, include early identification, monitoring, and prevention of spread [2]. One or more hospital staff, usually infection control personnel, is responsible for identifying and tracking down carriers or patients with infections caused by epidemiologically important MDROs and preventing further spread. This is usually conducted by reviewing the laboratory reports of all clinical isolates, on a daily or weekly basis, to recognize any unusual clustering or increases in the numbers of specific bacteria or by identifying antimicrobial susceptibility testing results (antiibiogram) at indicated units within a period. The key information from MDRO surveillance consists of the species of MDRO, antibiotic, space (unit), and time. The identification of potential MDRO outbreak is a complex process and, therefore, extremely challenging for infection control personnel at a large teaching hospital.

Information technology is expected to improve efficiency in automated surveillance and infection control [11-13]. Previous studies have devised and implemented computer-assisted infection control surveillance or outbreak detection systems, and these have proved beneficial in MDRO surveillance [14-17]. However, prior attempts to establish a Web-based MDRO surveillance system that allows automated real-time integration, analysis, and interpretation have been few. In such a system, visualization methods are also important for the clear presentation of the proximity of time and space, and the species of MDRO, and to facilitate data-driven decision-making.

The present study developed a Web-based MDRO surveillance and outbreak detection information system at a teaching hospital in Taiwan. The system adheres to a Service-Oriented Architecture (SOA) and to Health Level Seven (HL7). It incorporates rule-based classification and cluster analysis of all reported antibiogram profiles, implements control charts with surveillance rules and hierarchical clustering for data analysis, and provides useful information to facilitate the timely targeting of the correct unit by infection control personnel for appropriate intervention. The study includes evaluation of the system performance.

**Methods**

**Hospital Setting and Infection Control Program**

National Taiwan University Hospital (NTUH), a 2200-bed major teaching hospital in Taiwan, provides both primary and tertiary medical care. In 2010, it served 87,559 inpatients and 2,181,764 outpatient and received 106,090 emergency visits. A total of 248,362 specimens were sent for bacterial isolation and identification. There were 20,472 MDROs, and other surveillance target organisms (described in Appendix 1) were identified.

Prospective, hospital-wide on-site surveillance of health care-associated infection was conducted, from its initiation in 1981, by way of weekly visits by infection control personnel to all inpatient units [18]. In addition, infection control personnel monitored culture results from the clinical microbiology laboratory, on a daily basis, to identify any clustering of epidemiologically important MDROs. Oral reminders and formal feedback were provided to the hospital units to strengthen infection control measures. Site visits, audits, and investigations were conducted periodically and if necessary.

A Web-based MDRO surveillance system was developed to automatically and instantaneously detect and monitor the hospitalized patients with MDRO carriage. It has been executed routinely since October 2010. The following sections describe the system architecture and software components. The performance of the system was also evaluated.

**System Architecture**

The MDRO surveillance system includes an application module, a data exchange module, and a database module (Figure 1). The database module consists of the infection control database, health information system (HIS) database, and laboratory information system (LIS) database. The data exchange module connects the application services to the database services through an SOA (service oriented architecture). The HL7-embedded Extensible Markup Language (XML) formatted data are implemented in the data exchange module [19-20] and support message management, routing, mapping, and database access. The application module consists of software components. The MDRO surveillance services can easily be provided to other heterogeneous information systems because of their adherence to SOA and HL7 standards.
Software components
The software components of the application module consist of 7 subsystems for data collection, conflict processing, MDRO classification and clustering, analysis, visualization, and notification (Figure 2). Data from the clinical microbiology laboratory are collected by Web service from the LIS, mapped, and classified according to the predefined criteria of MDRO and other surveillance target organisms (Appendix 1). Multidrug-resistant organisms are stored in the up-to-date candidate database after processing of the conflicts between preliminary and final reports. Meanwhile, the clinical microbiology laboratory data in the filtered laboratory database are grouped by cluster analysis. The MDRO candidates are then analyzed by counting criteria and alert upper control limits (UCLs). The results of analysis are displayed in a Web-based user interface. This Web-based MDRO surveillance system monitors MDROs on a daily basis, and every hour if indicated, and is in conjunction with the HIS, which offers a single entry point to the Web-based interface by way of a browser. The following subsections detail each subsystem. Components of the system, including the related data collection, MDRO classification, conflict process, and notification subsystem have been described previously [21] (Appendix 2). The target organisms for surveillance and definition of the multidrug-resistant organisms are shown in Appendix 1, classified into 5 categories according to classification logics.

Figure 1. The system architecture of the Web-based multidrug-resistant organisms (MDRO) surveillance system.
Figure 2. The software components of the application module consist of 7 subsystems.

The MDRO clustering subsystem automatically compares and analyzes the antimicrobial susceptibility testing results among organisms. For each organism against an antimicrobial agent, there are 4 possible results: R (resistant), I (intermediate), S (sensitive), and missing (when no data are available). For example, ten antimicrobial agents were evaluated for one organism: AN, ATM, CAZ, CIP, FEP, GM, LVX, MEM, SAM, and TIM. The results were I, R, R, I, R, R, S, S, S, and S, respectively. The result was considered an ordered sequence,
IRRIRRSSSS, which was analyzed, and the similarities were calculated by hierarchical clustering. Different from K-means clustering, hierarchical clustering does not require determining the number of clusters, and clusters are separated based on their distance [22]. More importantly, the distance concept of hierarchical clustering meets the clinical meaning of organism clustering, and infection control personnel could easily understand the degree of distance between organism clusters.

First, Euclidean distance between each organism was calculated. The distance between two 1-by-n vectors $x_p$ and $x_q$ in one dimension was the absolute value of the difference between their coordinates (defined as in Figure 3). The result of this equation is commonly known as a distance matrix.

The organisms were then grouped into a binary hierarchical cluster tree, which is a multilevel hierarchy, where clusters at one level are joined as clusters in the following level [23]. In this step, pairs of objects that were in proximity were linked using the single linkage. The single linkage uses the smallest distance generated in the previous step between different objects and produces long clusters with large diameters [22,24]. That is, two clusters were merged according to the minimum distance, and it was the property that was needed in this research to cluster each organism under less strict rules (Figure 4).

Following the pairing of objects into binary clusters, the newly formed clusters were grouped into larger clusters until a hierarchical tree was formed, thus using agglomerative methods. Agglomerative hierarchical clustering is a bottom-up clustering method that has been studied and used extensively [25]. In the infection control personnel’s view, this bottom-up strategy is more similar to the concept of organism clustering than divisive (top-down) strategy.

The clustering flowchart is shown in Figure 5. With clustering, the MDROs of each class from the rule-based MDRO classification subsystem were clustered in the MDRO clustering subsystem by R [23,26]. The components of a cluster changed by altering the cutting Euclidean distance: the smaller the cutting distance used, the more clusters that were obtained. Different clusters were analyzed separately in the MDRO analysis subsystem. Without clustering, the MDROs of each class were analyzed directly after MDRO classification.

**Figure 3.** Equation 1.

$$d(p,q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2}$$

**Figure 4.** Equation 2.

$$d(C_i, C_j) = \min_{a \in C_i, b \in C_j} d(a,b)$$

### MDRO Analysis Subsystem

To assist infection control personnel with judgment and decision making, the MDRO candidates were analyzed based on the temporal and spatial distribution of patients with MDRO colonization or infection. The system used three counting criteria: germ criterion, patient criterion, and incident patient criterion (Table 1). For the germ criterion, the system counted the numbers of positive results in MDRO culture reports in a given period (in this system, 1 week). One patient may have one or more reports (from different body sites or the same body sites at different times). For the patient criterion, the system counted the numbers of patients who have MDRO specimen reports in a given period. When a patient had more than one MDRO specimen report (eg, MRSA isolated from a blood sample, the tip of the central venous catheter, and pus from a bed sore) in a given period, they were counted only once. The data, thus, present the disease burden at a given time. For the incident patient criterion, this system counted the numbers of patients who were newly colonized or infected by an MDRO if they did not have MDRO culture reports in the 30 days previous to the release of the current MDRO culture report. The data were approximately, although not equal to, the number of patients with newly acquired MDRO during their hospital stay.
Figure 5. Flowchart of MDRO cluster analysis.
Table 1. The definition and rationale of three counting criteria for multidrug-resistant organism surveillance and outbreak detection system.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Definition</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germ criterion</td>
<td>The numbers of positive results in MDRO culture reports.</td>
<td>More MDROs isolated from an individual or a group of patients may represent the higher probability of spreading.</td>
</tr>
<tr>
<td>Patient criterion</td>
<td>The numbers of patients who have MDRO specimen reports.</td>
<td>The data present the disease burden at a given time. This data may help for resource allocation, such as the use of single room isolation versus cohorting of more than one patients with the same MDRO colonization/infection in the same room.</td>
</tr>
<tr>
<td>Incident patient criterion</td>
<td>The numbers of patients who were newly colonized or infected by MDRO if they did not have MDRO culture reports in the 30 days previous to the release of the current MDRO culture report.</td>
<td>The number of patients with newly acquired MDRO during their hospital stay. The higher incident of patients represents the poorer performance of infection control practice. More infection control personnel are likely required to remind, audit, or practice another intervention.</td>
</tr>
</tbody>
</table>

This system also included alert UCLs to identify suspicious outbreaks:
n SD: With this UCL, an alert is defined as n standard deviations (n SD) above the mean (central line).
m% CI: With this UCL, an alert is defined as lying outside of the m% confidence interval (CI) [27]. The value of m, defined as the confidence coefficient, could be assigned by users.

These alert UCLs were calculated based on a defined observation period in the past. For example, if the surveillance month was December 2008 and the defined observation period was 1 year, these UCLs were calculated based on the data from December 2007 to November 2008. Due to 3 SD UCL being stricter than 2 SD and 1 SD UCL, there are fewer events flagged as outbreaks by 3 SD UCL. It is anticipated that events that were flagged outside of 2 SD include those defined by 3 SD. Events that were flagged outside of the 95% confidence interval include the 99% confidence interval. The optimal UCL will be determined by the impact (severity or chance for control) of the incident event or the disease surveyed. That is, the more severe the outcome, the more that the lower UCL is preferred.

MDRO Visualization Subsystem

After the MDRO analysis process, a line chart was used to describe time trends of the MDRO count (Figure 6). For the outliers, the clustering results were further presented in a bubble chart to illustrate the spatial distribution of the MDROs, the similarities of the antimicrobial susceptibility testing results, and the MDRO counts in different areas (Figure 7).

The bubble chart shown in Figure 7 represents the clustering results with spatial distribution. The x-axis represents the branch or building of the ward where the patient with MDRO stayed; the y-axis of the bubble chart represents the floor of the ward. The bubble size represents the number of MDROs in a specific ward, which is defined by the x and y axes. The different colors of bubbles indicate that the MRDOs belonged to different clusters. The line chart, describing the time trends of clustering results, supplements the bubble chart (Figure 8).

In addition to time trends and spatial distribution of numbers of MDROs, medical staff can also retrieve detailed information on specimen reports that interest them. With the 2-level embedded function, they can rapidly respond to control the further spread of MDROs. This system facilitates the stream processing of the occurrence of MDROs in the population levels, as well as the identification of patients with MDRO carriage and those in need of special attention.

Figure 6. Control chart for visualization of the time series of the MDRO classification results in a defined patient population (eg, the whole hospital). This chart displays the numbers of vancomycin-resistant Enterococcus faecium isolates (germ criterias, y-axis) by week from March 9, 2008, to May 31, 2008 (x-axis).
Figure 7. Bubble chart for visualization of the spatial distribution of MDRO clustering results. This chart display the spatial distribution of vancomycin-resistant Enterococcus faecium isolated from April 6, 2008, to April 26, 2008, and clustered with Euclidean distance equal to zero and single linkage.

Figure 8. Line chart for visualization of the time trend of MDRO clustering results. This chart display the number of clustered vancomycin-resistant Enterococcus faecium isolates (germ criteria, y-axis), from April 6, 2008, to April 26, 2008, with Euclidean distance equal to zero and single linkage.
Evaluation of Performance

Two levels of performance evaluation were conducted on the Web-based MDRO surveillance system: MDRO detection and classification of specimen reports, and outbreak detection. The performance of the first part of the system described previously [21] (Appendix 2), includes the time cost and accuracy of MDRO detection and classification of specimen reports, and the proportion of patients receiving contact isolation. The proportion of contact isolation orders was defined according to the number of patients with contact isolation orders per 100 patients with MDRO specimen reports. These indicators were compared in the absence of the Web-based MDRO surveillance system (from April 1, 2008, to July 9, 2008) and in the presence of the system (from September 1, 2008, to December 9, 2008). The time cost in the absence of the MDRO system was the average person-minute to identify the MDRO among a set of 100 clinical isolates using antimicrobial susceptibility testing results by 10 hospital staff, multiplied by the total number of clinical isolates per day, and divided by 100.

The MDRO outbreak detection with clustering has been available since April 1, 2011. According to the hospital-wide prospective infection control surveillance data, vancomycin-resistant Enterococcus species (VRE) were the leading pathogens to cause outbreaks in 2008. Thus, we used the prospectively defined VRE outbreak data in 2008 (before the implementation of the system) to evaluate the MDRO outbreak detection performance (Figure 9). A suspicious outbreak was defined when a group of patients displayed temporal and spatial clustering of isolations of VRE with identical antibiogram from clinical specimens, and infection control personnel notified the relevant hospital unit to intensify infection control precautions. Only a number of the outbreaks, usually those persisting despite intervention, were investigated further including active microbial surveillance and confirmed by pulsed field gel electrophoresis (PFGE) (Figure 10). A confirmed outbreak was defined by the presence of a predominant clone of VRE from clinical specimens as determined by PFGE among a group of patients with temporal and spatial clustering. The details of the outbreak investigation and the infection control program for VRE were described previously [28].

The stability of the hierarchical clustering algorithm on this dataset was ascertained by clValid R-package and used for comparing different cutting distances of the tree [29]. The package was often used for biomedical clustering [30-32], providing stability measures, including average proportion of non-overlap (APN), average distance (AD), average distance between means (ADM), and figure of merit (FOM). The definitions of these measures were described in previous research [29]. These stability measures compare the results from clustering based on the full data to clustering based on removing each column one at a time.

To detect a suspicious outbreak, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), area under the receiver operating characteristic curve (AUC), and CI of AUC were used to select an optimal UCL for predicting MDRO suspicious outbreaks [33]. The suspicious outbreaks of VRE were identified by 7 UCLs, including the upper 99% CI, upper 95% CI, upper 90% CI, upper 85% UCL, 3 SD, 2 SD, and 1 SD. The UCLs were generated based on data from the previous year.
Figure 9. Data description of suspicious and confirmed outbreaks due to vancomycin-resistant Enterococcus.
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Results

The time cost of MDRO detection and classification of specimen reports in the absence of the Web-based MDRO surveillance system was 450 ± 192.2 min per day; in the presence of the system it was 0 min ($P < .001$). That is, implementation of this system may save approximately 1 person-day of the 10 infection control personnel daily. The accuracy of MDRO detection was 63.9 ± 26.4% by infection control personnel; the system was 100% ($P < .001$). The proportion of contact precautions of incident patients increased after implementation of the system (16.5 ± 16.5% versus 25.5 ± 22.1%, $P = .001$) [21] (Appendix 2).

The system evaluated all specimens sent to the routine bacteriology laboratory collected from patients hospitalized in 65 wards during a 12-month study period in 2008. Data from each ward were analyzed by month. Among 780 ward-months evaluated, there were 30 suspicious outbreaks identified by infection control nurses. Of 14 suspicious outbreaks, PFGE study of the VRE isolates confirmed 13 as outbreaks (Figure 9).

Tables 2 to 4 display the system’s performance for VRE outbreak detection according to defined UCLs using the germ criterion, patient criterion, or incident patient criterion, with and without clustering. The optimal UCL was upper 90% CI using the germ criterion (number of VRE isolates) with clustering (AUC 0.93, 95% CI 0.91 to 0.95), followed by upper 85% CI using the patient criterion (number of patients with VRE isolated from clinical specimens) (AUC 0.87, 95% CI 0.80 to 0.93), and 1 SD using the incident patient criterion (number of patients with VRE not identified in previous months) (AUC 0.84, 95% CI 0.75 to 0.92). Appendices 3 to 5 display the details of the system’s performance for VRE outbreak detection according to each criterion, with and without clustering. The performance indicators of each UCL were statistically significantly higher with cluster analysis than those without cluster analysis in germ criterion ($P < .001$), patient criterion ($P = .04$), and incident patient criterion ($P < .001$).

The stability of clustering is shown in Table 5. AD and FOM measures were optimized in all criteria with cutting Euclidean distance being zero.

Figure 10. The pyramid of vancomycin-resistant Enterococcus outbreaks identified, investigated, and confirmed, showing the concept of the integrated Web-based surveillance and outbreak detection system and infection control personnel expertise.
Table 2. Performance in outbreak detection according to germ criterion and a upper control limit defined by 90% confidence interval, with and without clustering.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Without clustering</th>
<th>With clustering (d=0)(^g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (%)(^a)</td>
<td>90.0 (27/30)</td>
<td>100 (30/30)</td>
</tr>
<tr>
<td>Specificity (%)(^b)</td>
<td>84.0 (630/750)</td>
<td>86.7 (650/750)</td>
</tr>
<tr>
<td>PPV (%)(^c)</td>
<td>18.4 (27/147)</td>
<td>23.1 (30/130)</td>
</tr>
<tr>
<td>NPV (%)(^d)</td>
<td>99.5 (630/633)</td>
<td>100 (650/650)</td>
</tr>
<tr>
<td>AUC(^e) (95% CI(^f))</td>
<td>0.87 (0.81-0.94)</td>
<td>0.93 (0.91-0.95)</td>
</tr>
</tbody>
</table>

\(^a\) Sensitivity = TP/(TP+FN) (where TP (true positive) is an outbreak correctly identified as an outbreak, and FN (false negative) is an outbreak wrongly identified as a non-outbreak).

\(^b\) Specificity = TN/(TN+FP) (where TN (true negative) is a non-outbreak correctly identified as a non-outbreak, and FP (false positive) is a non-outbreak wrongly identified as an outbreak).

\(^c\) Positive predictive value (PPV) = TP/(TP+FP) (variables defined above).

\(^d\) Negative predictive value (NPV) = TN/(TN+FN) (variables defined above).

\(^e\) AUC: area under receiver operating characteristic curve.

\(^f\) CI: confidence interval.

\(^g\) d: cutting Euclidean distance.

Table 3. Performance in outbreak detection according to patient criterion and a variety of upper control limits defined by 1 standard deviation and 85% confidence interval, with and without clustering.

<table>
<thead>
<tr>
<th></th>
<th>Without clustering</th>
<th>With clustering (d=1)(^g) Pharmaanalyser with CLI</th>
<th>With clustering (d=0)(^g) Clinigens with CLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper 85% CI</td>
<td>1 standard deviation</td>
<td>1 standard deviation</td>
<td>Upper 85% CI</td>
</tr>
<tr>
<td>Sensitivity (%)(^a)</td>
<td>86.7 (26/30)</td>
<td>86.7 (26/30)</td>
<td>90.0 (27/30)</td>
</tr>
<tr>
<td>Specificity (%)(^b)</td>
<td>83.5 (626/750)</td>
<td>83.2 (624/750)</td>
<td>83.6 (627/750)</td>
</tr>
<tr>
<td>PPV (%)(^c)</td>
<td>17.3 (26/150)</td>
<td>17.1 (26/152)</td>
<td>18.0 (27/150)</td>
</tr>
<tr>
<td>NPV (%)(^d)</td>
<td>99.4 (626/630)</td>
<td>99.4 (624/628)</td>
<td>99.5 (627/630)</td>
</tr>
<tr>
<td>AUC(^e) (95% CI(^f))</td>
<td>0.85 (0.78-0.92)</td>
<td>0.85 (0.78-0.92)</td>
<td>0.87 (0.80-0.93)</td>
</tr>
</tbody>
</table>

\(^a-g\) as shown in Table 2 footnotes.

Table 4. Performance in outbreak detection according to incident patient criterion and a variety of upper control limits defined by 1 standard deviation and 90% confidence interval, with and without clustering.

<table>
<thead>
<tr>
<th></th>
<th>Without clustering</th>
<th>With clustering (d=1)(^g) Pharmaanalyser with CLI</th>
<th>With clustering (d=0)(^g) Clinigens with CLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper 90% CI</td>
<td>1 standard deviation</td>
<td>1 standard deviation</td>
<td>1 standard deviation</td>
</tr>
<tr>
<td>Sensitivity (%)(^a)</td>
<td>76.7 (23/30)</td>
<td>76.7 (23/30)</td>
<td>80.0 (24/30)</td>
</tr>
<tr>
<td>Specificity (%)(^b)</td>
<td>83.9 (629/750)</td>
<td>83.9 (629/750)</td>
<td>87.3 (655/750)</td>
</tr>
<tr>
<td>PPV (%)(^c)</td>
<td>16.0 (23/144)</td>
<td>16.0 (23/144)</td>
<td>20.2 (24/119)</td>
</tr>
<tr>
<td>NPV (%)(^d)</td>
<td>99.0 (629/636)</td>
<td>99.0 (629/636)</td>
<td>99.1 (655/661)</td>
</tr>
<tr>
<td>AUC(^e) (95% CI(^f))</td>
<td>0.80 (0.72-0.89)</td>
<td>0.80 (0.72-0.89)</td>
<td>0.84 (0.75-0.92)</td>
</tr>
</tbody>
</table>

\(^a-g\) as shown in Table 2 footnotes.
Table 5. Stability of clustering with germ, patient, and incident patient criteria and a variety of cutting Euclidean distance.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Cutting distance</th>
<th>APN</th>
<th>AD</th>
<th>ADM</th>
<th>FOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germ criterion</td>
<td>0</td>
<td>0.00</td>
<td>0.12</td>
<td>0.12</td>
<td>0.18</td>
</tr>
<tr>
<td>Patient criterion</td>
<td>0</td>
<td>0.00</td>
<td>0.12</td>
<td>0.12</td>
<td>0.17</td>
</tr>
<tr>
<td>Incident patient</td>
<td>1</td>
<td>0.00</td>
<td>0.78</td>
<td>0.01</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.00</td>
<td>0.13</td>
<td>0.13</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.00</td>
<td>0.83</td>
<td>0.01</td>
<td>0.21</td>
</tr>
</tbody>
</table>

a: cutting Euclidean distance.
b: Average proportion of non-overlap (APN).
c: Average distance (AD).
d: Average distance between means (ADM).
e: Figure of merit (FOM).

**Discussion**

**Principal Results**

This study demonstrated the concept that a Web-based MDRO surveillance and outbreak detection information system provides useful information to facilitate the timely targeting of the correct unit by infection control personnel for appropriate intervention and described how to achieve a fine balance in the use of automated cluster detection tools between capturing all statistical clusters versus capturing all clinically meaningful clusters (Figure 10).

This study established a variety of UCLs and clustering methods for the detection and intervention of outbreaks caused by MDROs. The highest area under the ROC curve for detecting VRE outbreaks was 0.93 using a UCL defined by 90% CI with clustering and the germ criterion. In all criteria, the performance indicators of each UCL were statistically significant higher with clustering than those without clustering. For the stability of clustering, although ADM measure was optimized in all criteria with cutting Euclidean distance being 1, AD and FOM measures were optimized in all criteria with cutting Euclidean distance being zero. Average distance (AD) and FOM measures compute distance and variance of observations in the same cluster between original data and single column removed data. Because the observations in a cluster have the same property with cutting Euclidean distance being zero, the effect of removing a single column in AD and FOM measures could be smaller than others. Different from that, ADM computes the distance of the cluster center for observations placed in the same cluster between the original data and single column removed data. The distance between cluster centers could increase as the number of clusters increases. Even though ADM was not optimized with cutting Euclidean distance being zero, it was a relatively small value in the range from zero to infinity.

The optimal UCLs for detecting outbreaks of VRE in 2008 were presented; however, whether these UCLs remain useful in different MDROs warrants further study. Therefore, this system designated confidence coefficients or multiples of standard deviation to provide the different UCLs, within a user-friendly interface, and incorporates a greater number of possible future scenarios. Infection control experts can, therefore, select 1 or more of these integrated UCLs, which are useful in specific scenarios, then manage the suspicious outbreak with minimal delay. In addition, prospectively defined VRE outbreak was recorded by month; therefore, the performance of the system was determined by month. The control chart presents the number of VRE isolates or patients by week. The system could, therefore, provide earlier detection of suspicious outbreak than detection by infection control nurses.

The traditional expert-defined MDRO classification system suffers from blind spots: it can fail to notice undefined new organisms. It classifies MDROs according to expert-defined rules; therefore, if organisms are not within the defined classification rules, they escape detection. To solve this problem, this study’s new Web-based MDRO-surveillance system combines cluster analysis and traditional MDRO classification. Unlike the traditional MDRO classification system, it groups MDROs according to the antimicrobial susceptibility profiles in cluster analysis. If the unexpected MDROs have antibiogram profiles, the cluster analysis, therefore, also analyzes their suspicious outbreak.

In accordance with the results of previous studies, including those of Kho et al [14], using a computer-assisted system provided a higher proportion of contact isolations than without computer assistance. A computerized decision support system could further improve risk measurement in other aspects of health care [34-35]. The present computer-assisted MDRO surveillance system can provide precise and consistent support to the health care provider [14,16,36-37] and demonstrates usefulness for infection control. Huang et al implemented an automated statistical software that provided valuable real-time guidance by both identifying otherwise unrecognized outbreaks and preventing the unnecessary implementation of resource-intensive infection control measures that interfere with regular patient care [38]. Different from that, this system is Web-based and can be easily adapted by others because of adherence to SOA and HL7 standards. The SOA can also be seamlessly integrated into the HIS and facilitate infection control personnel in obtaining more information from patients. Furthermore, the Web-based system is not only integrated with a clustering algorithm but also provides a visualization tool and adjustable surveillance parameters within a user-friendly interface for MDRO surveillance.
Limitations

Although our results suggested that the Web-based MDRO surveillance system performs well, it did have several limitations. First, the affected factors of the system include data integrity and instantaneity. The system bases its MDRO classifications and clustering on antibiogram profiles of organisms; thus, it neglects organisms without antimicrobial susceptibility testing results. Second, the performance of the outbreak detection system was evaluated based on the suspicious outbreaks, but not those with PFGE confirmation. Pulsed field gel electrophoresis is currently considered the gold standard for molecular epidemiological characterization of VRE outbreaks [28,39]. However, only some of the outbreaks, usually those persisting despite intervention, were investigated further and confirmed by PFGE (Figure 10). Thus, if limited to those with PFGE, confirmation might lead to underestimation of the occurrence of outbreak.

Third, low PPV risks alert fatigue, particularly if too many alerts are deemed clinically insignificant by infection control personnel, is an important issue. Nevertheless, the important contribution of this system was to provide a user-defined, adaptable, and flexible tool, and to facilitate and assist MDRO surveillance. Fourth, this system has yet to incorporate appropriate statistical analysis for rare events. The rare events in historical data, which defined the central line and UCLs and were used to provide a baseline, were both zero. In 2007, VRE were very rarely isolated from the hospitalized patients (historical data used to define the UCLs). This system is, therefore, always sensitive to new cases, which increases the false positive rate. Fifth, the system did not active alert for any outbreak; all UCL selected outbreaks were only flagged in the line chart and bubble chart waiting for infection control personnel to check, judge, and act accordingly.

Sixth, the contribution of the Web-based surveillance system to any decrease in the rate of incident MDROs detected or the rates of health care-associated infections was unclear. The rate of VRE colonization/infection at this hospital was less than predicted after 2009 [40]. However, hand hygiene promotion and active surveillance also contributed. Finally, the indicators that were used for evaluating MDRO detection and classification of specimen reports were compared over different time periods, which limited the strength of the evidence for the system. Ideally randomization would be used, over the same time period comparing the performance between absence and presence of system, but this isn’t always possible or feasible. Similar evaluation methods had been used in previous studies [41-43].

Conclusion

In conclusion, this study presents a Web-based MDRO surveillance system that automatically and efficiently classifies, and accurately clusters, MDROs according to the antimicrobial susceptibility profiles, thus detecting potential MDRO clustering. The data connections optimally represent the full conceptual content of the data, allowing automated integration and data-driven decision making. The results may alert hospital personnel to implement contact precaution measures for patients with MDROs. The system is able to save 1 person-day for 10 infection control nurses and also to instigate outbreak intervention and management. As of May 15, 2012, the system was still used for MDRO surveillance and has become an indispensable tool for infection control personnel’s daily work. Implementing this system could, therefore, improve patient safety as well as the quality of medical care in a hospital.
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Abstract

Background: The rising trend in obesity calls for innovative weight loss programs. While behavioral-based face-to-face programs have proven to be the most effective, they are expensive and often inaccessible. Internet or Web-based weight loss programs have expanded reach but may lack qualities critical to weight loss and maintenance such as human interaction, social support, and engagement. In contrast to Web technologies, virtual reality technologies offer unique affordances as a behavioral intervention by directly supporting engagement and active learning.

Objective: To explore the effectiveness of a virtual-world weight loss program relative to weight loss and behavior change.

Methods: We collected data from overweight people (N = 54) participating in a face-to-face or a virtual-world weight loss program. Weight, body mass index (BMI), percentage weight change, and health behaviors (ie, weight loss self-efficacy, physical activity self-efficacy, self-reported physical activity, and fruit and vegetable consumption) were assessed before and after the 12-week program. Repeated measures analysis was used to detect differences between groups and across time.

Results: A total of 54 participants with a BMI of 32 (SD 6.05) kg/m² enrolled in the study, with a 13% dropout rate for each group (virtual world group: 5/38; face-to-face group: 3/24). Both groups lost a significant amount of weight (virtual world: 3.9 kg, P < .001; face-to-face: 2.8 kg, P = .002); however, no significant differences between groups were detected (P = .29). Compared with baseline, the virtual-world group lost an average of 4.2%, with 33% (11/33) of the participants losing a clinically significant (≥5%) amount of baseline weight. The face-to-face group lost an average of 3.0% of their baseline weight, with 29% (6/21) losing a clinically significant amount. We detected a significant group x time interaction for moderate (P = .006) and vigorous physical activity (P = .008), physical activity self-efficacy (P = .04), fruit and vegetable consumption (P = .007), and weight loss self-efficacy (P < .001). Post hoc paired t tests indicated significant improvements across all of the variables for the virtual-world group.

Conclusions: Overall, these results offer positive early evidence that a virtual-world-based weight loss program can be as effective as a face-to-face one relative to biometric changes. In addition, our results suggest that a virtual world may be a more effective platform to influence meaningful behavioral changes and improve self-efficacy.

(J Med Internet Res 2012;14(5):e120) doi:10.2196/jmir.2254
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**Introduction**

Recent national survey data indicate that 35.7% of the US population is obese and 68.8% overweight [1]. Obesity can reduce quality of life and increase the risk for many serious chronic diseases and premature death. As little as a 5%-10% reduction in weight can diminish the risk for diseases such as coronary heart disease and type 2 diabetes [2]. While there are a variety of means to achieve weight loss, one approach is a formal weight loss program. Traditionally, these programs have been delivered via face-to-face programming either in the community or in a commercial or clinical setting. They typically emphasize lesser rather than dramatic changes via weekly small group meetings over a multiweek (16-26 weeks) period. On average, these programs produce a weight loss of 0.4 to 0.5 kg per week with an overall loss of 7%-10% [3,4].

Over the last decade or so, Internet or Web-based programming has emerged [5-9]. This is not surprising given that, as of 2012, the global Internet penetration rate was reported as 32.7%, with North America leading all geographic regions at 78.6% [10]. American adults use the Web for an increasing array of activities, including over 80% who report seeking health-related information [11]. In the context of weight loss, Web offerings address many of the challenges of face-to-face programming, including location-neutral access and often lower cost [12-14]. And, for people who find face-to-face programming intimidating, online programs offer some degree of, if not complete, anonymity. However, results of Web-based weight loss interventions have been highly variable and often with small effect sizes [7,9,15-17]. This may be due to the fact that most are intended to inform (eg, they are educational or diagnostic) and are not necessarily designed to elicit behavior change. In addition, two recent reviews have emphasized the importance of including a behavioral change component when using technology-based programs to influence weight loss [8,15].

The importance of behavioral change in face-to-face interventions is well established [18-20]. Specifically, behavioral-based programs aim to change habits though the use of self-monitoring techniques, cognitive restructuring, and social support [3,12]. The premise is that changing daily habits and behaviors (eg, diet and physical activity) is necessary to induce weight loss and longer-term maintenance [21-23]. To induce change, the design of interventions may be informed by an understanding of effective learning environments, including providing plenty of social interaction; making the environment intrinsically rewarding; and ensuring engagement through active learning [24]. For example, social support helps create a learning environment, which provides a context for positive behaviors and the development of self-efficacy [25]. Furthermore, weight loss interventions may benefit from advances in understanding how people learn and the reality that participatory media (eg, mobile and online games, and social media) are increasingly important components of the lives of many people.

Given all this, behavioral change may be advanced by integrating an increased understanding of behavioral learning with innovative technologies. However, despite helping to overcome face-to-face challenges, current Web-based interventions are typically missing some important aspect of human (social) interaction and often fall well short of delivering truly engaging experiences—both are key elements of effective learning environments. In contrast to Web technologies, 3-dimensional (3D) virtual reality technologies more directly support engagement and active learning [26]. Based on education and behavioral theories, this should lead to improved outcomes. Early evidence suggests, for example, that simulated experiences via virtual reality can help develop self-efficacy [27]. To date, however, research has largely involved costly and sophisticated virtual reality (eg, head-mounted displays, cave automatic virtual environments) [28]. Interest has recently expanded to 3D virtual worlds (virtual worlds) [7,29-32].

**Description of Virtual Worlds**

Virtual worlds share many of the strengths of virtual reality technologies, particularly the rendering of 3D spaces. However, they are more accessible to users (via an Internet-connected personal computer) and thus may offer a way to extend the reach of programs to obese and overweight individuals. Virtual worlds also possess affordances that differentiate them (to varying degrees) from virtual reality and Web technologies. Specifically, virtual worlds are persistent (continuing to exist even when users are not logged in) and, as multiuser spaces, they support social interactivity [7,33]. Since individuals can be influenced by others, social interactivity may promote positive behaviors via emotional (eg, encouragement) or informational (eg, advice or knowledge) support [25,34,35]. In principle, virtual-world users experience a sense of presence—the feeling of being there in the virtual place rather than in the physical space where one’s body is really located [36]. The notion of being there is also enhanced by the possibility of doing there [37], a necessary condition for active learning. Participants act within the virtual world through the use of an avatar—a digital representation of self, typically customizable so a user can portray an actual or desired self-image [38].

Importantly, the ability to customize one’s avatar self and use it to interact with others allows for a new way to assert one’s embodied subjectivity. Early research suggests that it is avatar identification that matters so significantly for identity and behavior modification. The effect of one’s experience in a virtual world on one’s being in the physical world has been termed the Proteus effect [39]. This effect results in users transferring expectations or understandings of their avatar’s behavior to their own real-world behavior [40]. This phenomenon may have similarities to how behavior is learned from others in the real world who act as role models, as posited by social cognitive theory [23]; may aid self-efficacy; and, in turn, may lead to improvement in health behaviors [41,42]. To illustrate, Fox et al [40] conducted a study in which participants were exposed (via head-mounted displays) to either a virtual representation of self running on a treadmill, a virtual representation of an other running, or a virtual representation of self loitering. Follow-up surveys 24 hours after the experiment revealed that participants in the virtual representation of self running condition reported significantly higher levels of physical activity than those in the other two conditions.
Based on these ideas, the purpose of the present study was to examine the effectiveness of a virtual-world-based weight loss intervention program in achieving weight loss, behavioral change, and self-efficacy.

**Methods**

**Context of Study**

Club One Island is an interactive weight loss community delivered via Linden Lab’s Second Life [43], an online virtual world. An island is essentially virtual land that can be built on and customized. Club One Island provides participants with a professional team, education, and specialized tools to help them overcome individual barriers to weight loss. Access to educational components and specialized tools is available 24 hours a day, 7 days a week, along with virtual world and email access to instructors. Club One Island can be described relative to two main, interrelated elements: *island* and *program design*. The design of both was informed by social cognitive theory, concepts from gaming, prior research on weight loss interventions; and emerging research on avatar identification.

First, Club One Island was designed to be visually and functionally engaging. It offers highly interactive 3D spaces (eg, a restaurant, a Mini-Mart convenience store, and an encouragement room), creative educational tools (eg, a nutritional jeopardy game and a fire pit illustrating how the body uses food as fuel), over 30 movement activities (eg, bikes and bike paths, surfing, exercise balls, lap swim, basketball, weight lifting, yoga, dancing, and rock climbing), and numerous healthy habits tools (eg, tracking charts). All elements are intended to engage participants in social networking, play, and learning. For example, the restaurant area was designed for use as a practice area for nutrition planning. It has an interactive menu that displays a full selection of items that a participant might encounter during a restaurant outing. The menu works on a stoplight (red, yellow, green) model, and participants are asked to choose what they believe are the healthiest choices. The menu responds to their selection with the color appropriate to their selection and an explanation as to why this menu item was ranked at that particular color, as well as ways to make the item healthier. Topics discussed are hidden calories, eating out, and portion control. The restaurant area also includes an ice cream counter, dining tables, a dessert bar, and a bar area. In addition, the social support classes were designed to provide an environment within which the participant could reflect on the past week’s activities and social bonds. To this end, social support classes took place in the pool, at the camp fire on the beach at sunset, and while performing yoga poses. Overall, Club One Island was designed to provide an environment that closely mirrors the physical world. By setting up learning situations that incorporate practicing new behaviors (eg, throwing away 3D food, addressing the “food pushers” and nonsupportive people in their lives, and doing any physical activity in public), Club One Island is intended to help participants overcome their fears related to weight loss. Figure 1 and Figure 2 show examples of available activities and participants using the restaurant area.

Second, the weight loss program itself was designed to move participants from a diet and exercise cycle of weight loss and gain to a view that they are on a *healthy life path* that does not have a stop and end date but is maintainable for the rest of their lives. The 12-week program was delivered to cohorts of 15–20 participants for a total of 48 instructor hours. Each week, four 1-hour classes (*Nutrition, Movement, Healthy Habits*, and *Support Group*) were led by certified fitness, nutrition, and support professionals. Each week addressed a common theme (eg, emotion as related to eating) across all 4 classes.

In the program, participants chose how their avatar looked (actual or desired) and made modifications over time, as wanted. In addition, the Nutrition, Movement, and Healthy Habits classes were all designed in such a way that participants were always moving. For example, participants (ie, their avatars) in Movement sessions engaged in 1 to 4 different activities, ranging from roller skating to surf boarding to riding bicycles, to swimming and more. Similarly, during the Nutrition and Healthy Habits classes, participants spent 90% of their class time in (virtual) standing and moving positions. When proceeding from one activity to the next, they would run, bike, roller skate, etc, to get there. These program design elements were intended to encourage avatar identification, leading to the transfer of virtual behaviors to the physical world. Multimedia Appendix 1 provides an overview of Club One Island’s virtual spaces and participant activities.
Participants

We conducted a study of Club One Island’s weight loss program, comparing it with a face-to-face program similar in structure and content offered in a commercial setting (owned by Club One Inc., San Francisco, CA, USA). Specifically, this program included instructor-led weekly educational sessions on nutrition, movement, and habit change, as well as a social support group meeting. Program participants were also able to use club equipment and facilities during normal business hours.

Club One Island’s virtual-world program involved 38 participants recruited via print and online media. Participants had to be over the age of 18 years, with a body mass index (BMI) of 25 kg/m² or greater, and have access to an Internet-connected computer. They were told they were helping to assess a new program and, as such, it was free. Of the 38 enrollees, 1 was a current Club One member, 9 were members of competing clubs, and 28 did not belong to any health club. Since the comparison face-to-face group had to attend a real facility, we recruited a convenience sample (via email and newsletters) from Club One’s member base. Enrollees had similar age and BMI requirements, leading to a 24-person face-to-face cohort. Across all enrollees, they had on average previously tried 2 other weight loss programs. Prior to the start of the virtual-world program, participants received technical training and support (eg, computer setup and navigating the island).

Measures

Data were collected by trained professionals at a Club One facility and provided to the researcher in de-identified form. Both objective and self-report measures were captured at baseline (preprogram) and within 1 week of program completion. Objective data (height, weight, and BMI) were recorded using standard techniques. We calculated the percentage change in baseline weight; a reduction of 5% or more of baseline weight results in clinically significant health benefits [44]. The baseline and postsurveys captured data regarding health-related behaviors (ie, general health, sleep, and degree of moderate and vigorous physical activity) and nutrition and eating habits (ie, frequency of breakfast, and number of servings of fruit and vegetables per day). These items were adapted from the US Centers for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System Survey [45]. In addition, self-efficacy with regard to both physical activity and weight management were captured. Items were
drawn from the Physical Activity Confidence Scale [46] and the Weight Efficacy Lifestyle Questionnaire (WEL) [47]. We used the global WEL score for this study, where high scores represent more positive beliefs toward the completion of weight management actions [48]. In addition to demographic data, the presurvey also asked questions about attitudes toward exercising at a health club with items adapted from Miller and Miller [49].

Virtual-world participants were also asked about prior experience with Second Life and, on the postsurvey, some questions about their perceptions of the environment. Lastly, virtual-world participants were given an opportunity to offer open-ended responses about the experience. Regarding our surveys, all construct reliabilities exceeded 0.70. Specific survey items and factor analytic results are available, upon request. This study was approved by Indiana University Institutional Review Board.

### Statistical Analysis

Descriptive statistics were used to describe baseline characteristics of groups. The analyses tested for group (virtual world and face-to-face) differences in baseline characteristics using a multivariate analysis of variance. We used repeated-measures multivariate analysis to detect group differences, within-participant differences (time), and interactions (group × time) in measured outcomes from baseline to postintervention. Paired t tests were used to identify where significant differences occurred pre- to postintervention. A 2-sample t test between proportions was performed to determine whether there was a significant difference between groups with respect to the percentage of weight lost. We considered differences to be significant at the P < .05 level and used SPSS version 18 (IBM Corporation, Somers, NY, USA) for analysis.

### Results

#### Demographics

Full data sets were available for 33 virtual world and 21 face-to-face participants. Virtual-world participants (n = 5) dropped out in the first 2 weeks due to technical difficulties and personal reasons. Face-to-face participants (n = 3) dropped out midprogram, citing disinterest and personal reasons. Demographically, the virtual-world group was 76% female (25/33), with a mean age of 46.3 (SD 9.6) years; 73% (24/33) held college or advanced degrees; and 76% (25/33) had annual incomes exceeding US $75,000. All 33 reported they were novice users of Second Life (0–3 months). The face-to-face group was 95% (20/21) female, with a mean age of 37.5 (SD 10.6) years; 90% (19/21) held college or advanced degrees; and 71% (15/21) reported incomes over US $75,000. Across these data, there were no significant differences. However, regarding attitudes toward exercising at a real club, virtual-world participants reported a statistically significant (P = .03) higher negative attitude (mean score 3.35, SD 1.13, on a scale of 1 to 7, where 1 = strongly disagree; higher scores represent more negative attitudes) than face-to-face participants (2.69, SD 0.97).

#### Change in Primary Outcome

The mean BMI of the overall sample was 32.0 (SD 6.05) kg/m² (virtual world: 33.13, SD 6.13; face-to-face: 30.21, SD 5.62). No significant baseline differences were noted between groups for weight, BMI, general health, fruit and vegetable consumption, breakfast frequency, and physical activity self-efficacy. However, significant baseline differences were observed for moderate physical activity (P = 0.02), vigorous physical activity (P = .001), sleep (P = .02), and WEL (P = .04).

Table 1 summarizes baseline and postintervention values for objective measures. No significant group × time interactions were detected; however, both groups lost a significant amount of weight (virtual world: 3.9 kg, P < .001; face-to-face: 2.8 kg, P = .002). Compared with baseline, the virtual-world group lost an average of 4.3% (range −17.3% to 3.3%), with 33% (11/33) of the participants losing a clinically significant (≥5%) amount of weight. The face-to-face group lost an average of 3.0% (range −11.0% to 2.7%), with 29% (6/21) losing a clinically significant amount. Furthermore, 15.2% (5/33) of the virtual-world and 14.3% (3/21) of the face-to-face groups lost 7% or more of their body weight. Significant differences were not detected between groups for the percentage of weight lost (P = .34) or the percentage of participants losing 5% or more of their body weight (P = .39).

#### Change in Secondary Outcomes

Table 2 summarizes baseline and postintervention values for self-reported measures of behavioral change and self-efficacy. The group × time interaction was significant for pre- to postintervention general health, moderate and vigorous physical activity, physical activity self-efficacy, fruit and vegetable consumption, and WEL. Post hoc paired t tests indicated significant improvements across all of the variables for the virtual-world group, while the face-to-face group had nonsignificant improvements in self-efficacy for physical activity and WEL, as well as for fruit and vegetable consumption. The face-to-face group reported decreases in moderate and vigorous physical activity that were nonsignificant. Lastly, we noted a significant time effect for general health and breakfast consumption. Paired-samples t

### Table 1. Changes in body weight from baseline to postintervention.

<table>
<thead>
<tr>
<th>Outcome variable, mean (SD)</th>
<th>Virtual world</th>
<th>Face-to-face</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>92.1 (23.2)</td>
<td>88.2 (21.6)</td>
<td>83.9 (16.1)</td>
</tr>
<tr>
<td>Body mass index (kg/m²)</td>
<td>33.13 (6.13)</td>
<td>31.71 (5.51)</td>
<td>30.21 (5.6)</td>
</tr>
</tbody>
</table>
tests indicated a significant improvement in perceptions of general health ($P < .001$) and an increase in the number of days the virtual-world group ate breakfast ($P = .003$); in contrast, there were no significant changes in these variables for the face-to-face group.

### Table 2. Changes in health behaviors and self-efficacy from baseline to postintervention.

<table>
<thead>
<tr>
<th>Outcome variable, mean (SD)</th>
<th>Virtual-world group</th>
<th>Face-to-face group</th>
<th>$P$ value</th>
<th>Group x time interaction</th>
<th>Time main effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health ($1 = $poor to 5 = excellent)</td>
<td>3.0 (1.1)</td>
<td>3.5 (1.0)</td>
<td>3.2 (0.7)</td>
<td>3.4 (0.9)</td>
<td>.12</td>
</tr>
<tr>
<td>Sleep ($1 &lt; 6$ hours to 5 $\geq 9$ hours)</td>
<td>2.82 (0.88)</td>
<td>2.87 (0.78)</td>
<td>3.38 (0.81)</td>
<td>3.23 (0.89)</td>
<td>.30</td>
</tr>
<tr>
<td>Moderate PA (no. days/week)</td>
<td>2.8 (2.2)</td>
<td>4.2 (1.7)</td>
<td>4.2 (2.1)</td>
<td>3.9 (1.9)</td>
<td>.006</td>
</tr>
<tr>
<td>Vigorous PA (no. days/week)</td>
<td>1.4 (1.8)</td>
<td>2.5 (2.0)</td>
<td>3.2 (1.9)</td>
<td>3.0 (1.8)</td>
<td>.008</td>
</tr>
<tr>
<td>PA self-efficacy ($1 = not to 5 = extremely confident$)</td>
<td>2.92 (0.80)</td>
<td>3.42 (0.80)</td>
<td>3.39 (0.92)</td>
<td>3.41 (0.80)</td>
<td>.04</td>
</tr>
<tr>
<td>Fruit and vegetables ($1 = 0$ to 5 $= 5$/ day)</td>
<td>2.79 (0.93)</td>
<td>3.37 (0.89)</td>
<td>2.81 (0.81)</td>
<td>2.90 (0.77)</td>
<td>.007</td>
</tr>
<tr>
<td>Breakfast (no. days/week)</td>
<td>6.15 (1.48)</td>
<td>6.78 (0.60)</td>
<td>6.52 (0.98)</td>
<td>6.67 (0.66)</td>
<td>.13</td>
</tr>
<tr>
<td>Weight efficacy (scale 19 to 133)</td>
<td>80.70 (20.1)</td>
<td>108.7 (16.7)</td>
<td>92.0 (17.2)</td>
<td>97.3 (16.7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a* Physical activity.

## Discussion

The purpose of this study was to explore the potential of a virtual-world-based weight loss program relative to weight loss, behavioral change, and self-efficacy. We used a face-to-face program that was similar in structure and content for comparative purposes. We found both groups significantly benefitted from their respective interventions in terms of weight loss and BMI reduction (see Table 1). Importantly, the average weight loss results of virtual-world participants (3.9 kg) compares favorably with studies of other short-term (12- to 16-week) programs [13,14,48,50-52]. In addition, the percentage weight lost and percentage of virtual-world participants who lost 5% or more of their body weight is also consistent with or greater than those in previous investigations [8,13,14,52]. Interestingly, virtual-world participants exhibited significant improvements in nearly all indicators (except sleep) of behavioral change, while the face-to-face participants showed no marked improvements in any indicator. Additionally, virtual-world participants’ self-efficacy regarding their abilities to engage in physical activity and to resist eating (WEL) both increased significantly (see Table 2), while again the face-to-face group exhibited no significant changes. In fact, the change in the WEL score (+28) for Club One Island participants was higher than has been noted in previous face-to-face and Web-based intervention studies [48,53].

As we consider these results, it is important to emphasize the tight integration of the Club One Island program and island designs. The design of both aspects allowed for motivational reinforcement, practice-oriented instruction and active learning, and social support, collectively serving to create a learning environment that fostered desired outcomes. In contrast, physical environmental limitations experienced by face-to-face participants seemed to have been less supportive of behavioral change. For example, the dynamic 3D spaces allowed virtual-world participants opportunities to test both positive and negative behaviors like navigating complex food situations, such as at a party. Our results suggest that behavioral change and increased self-efficacy were likely influenced by virtual-world participants observing their avatars engage in healthy behaviors. Virtual-world participants overwhelmingly created avatars that reflected real depictions of themselves. As they lost weight in the real world, they made changes to their avatar’s appearance to reflect this. Through this environment, participants were able—many for the first time in their lives—to have a positive experience related to physical activity, and to test both positive and negative behaviors such as navigating complex food situations. Sample comments by virtual-world participants provide evidence of avatar identification and the transfer of virtual-world behaviors to the real world, as well as the development of self-efficacy and the role of social support (for additional comments from participant interviews, see Multimedia Appendix 2):

**During the workday, I remember my avatar sipping from a (3D) water bottle and I’d grab my own (real) bottle. Having the bottle and drinking animation has led directly to a change in my behavior:**

**Usually when I’m on the treadmill at the gym, I walk for 5 minutes and run 1 minute, which is really challenging. This last time, I pictured my avatar running and I felt like my avatar and it made me feel stronger. I ran for 2 minutes easily.**

**I’m integrating skills I didn’t know how to use. I usually read nutritional labels but didn’t really know what to do with the information. Now I have more confidence and know how to maintain my weight loss.**

**This was the best part of any class, when the other members talked about their experiences. It was just good to know other people out there are struggling with the same issues.**

http://www.jmir.org/2012/5/e120/
Overall, our results offer positive early evidence that a virtual-world-based weight loss program can be as effective as a face-to-face one relative to biometric changes. Our results also suggest that a virtual world may be a more effective platform to influence meaningful behavioral changes and improve self-efficacy. Nearly 70% (23/33) of participants agreed or strongly agreed that the virtual-world program worked better than other things they had tried in the past. The fact that all were novice virtual-world users suggests that deep technical skills are not a prerequisite for success.

While we do not direct compare them here, our results are also promising relative to those of prior studies of Web-based interventions. One indicator is that, despite the weekly time commitment, the dropout rate within the virtual-world program was low (15%) compared with other Web-based programs [54,55]. This suggests a greater level of engagement and less boredom with the virtual-world program, both factors that have led to attrition in Web-based programs. More specifically, a review by Lodama et al [56] suggests that the lack of face-to-face interaction and static pages are two major limitations of Web-based programs. Harvey-Berino et al [4] also found significant differences in perceived social support when comparing Web-based versus face-to-face programs, partially explaining lower and significantly different total weight lost. They concluded that “strategies to facilitate and enhance a sense of group cohesion online” are needed (p. 127). In response, recent research has focused on enhancing Web-based interventions by incorporating elements (eg individualized programs, chat sessions, forums, and more dynamic material) to increase engagement. However, to date, results of such efforts have not led to significant improvements in weight loss [54,55].

Since engagement results from a synergistic interaction between motivation and active learning [57] (p. 8), the very nature of virtual worlds may offer significant advantages over earlier technologies. As illustrated in this study, virtual worlds are inherently dynamic, and they offer significant opportunities for social interactivity and support. Importantly, through avatar self-embodiment, virtual worlds allow for a functional equivalent to face-to-face interactions, thus helping to address the above-noted shortcomings of Web-based interventions.

Limitations and Directions

The sample in this study provided both strengths and weaknesses. Given our research focus and the interests of our industry partner, the demographics of our sample were appropriate. However, this is a possibility of a self-selection bias, as participants in both groups volunteered to participant in the study in response to a recruitment advertisement. Thus, their motivation and other possible variables may not be representative of the general population. Future research should involve a broader recruitment strategy and controlled assignment to an intervention. While our study followed past practice by using a face-to-face group for comparative purposes, the next step would also be to compare a virtual-world versus a Web-based intervention. This may allow, for example, deeper analysis of the relationship between avatar identification and outcomes.

We also focused our attention largely on outcomes to compare the effectiveness of the virtual-world and face-to-face weight loss programs. While we found positive benefits immediately following program completion, a longitudinal assessment is needed to determine whether behavioral changes are sustained over time for virtual-world participants. We have some evidence that avatar identification, virtual- to real-world behavior transfer, and social support components relate to outcomes. Yet, as with earlier studies [8], how these elements actually work together or whether relationships to outcomes are correlational or causal is not yet fully understood. Similarly, the weight loss program itself involved multiple educational components along with social support. The relative importance of each to the observed outcomes warrants further exploration. In addition, research is needed regarding the relationship between individual characteristics (eg, obesity classification, learning style, and immersive tendencies) and outcomes. For example, the degree to which one is receptive to immersive experiences during media exposure (such as a virtual world) may influence outcomes. Similarly, as a visually oriented environment, a virtual world may be more attractive to individuals with a better spatial sense and who prefer learning through images and objects, rather than text.

Lastly, from a human–computer interaction design perspective, a deeper understanding of how design elements (eg, environmental or avatar realism) interact with individual characteristics (eg, a preferred representational system) is essential to advancing the adoption of virtual worlds. Moreover, while a virtual presence is considered central to the utility of a virtual world, attempts to design spaces to maximize presence are premature without solid evidence that it relates to desired outcomes. In this study, we also explored the efficacy of a specific virtual-world platform (Second Life). Further work should examine alternative platforms possessing varied sociotechnical capabilities.

In sum, further empirical testing in both controlled experiments and field studies would help to develop a richer understanding of the value of virtual-world-based interventions to address obesity and overcome the challenges of existing approaches.

Conclusion

The rising rates, high prevalence, and adverse consequences of obesity call for the development and testing of innovative approaches that address the cited barriers and bring needed help to those most affected. While more research is needed into their use in medical and health contexts [31], as shown here, virtual worlds may offer an environment within which participants can engage in experiential learning and simulate what-if scenarios without serious repercussions. The affordances of simulated 3D experiences, anonymity, embodied personal representation in the form of an avatar, and rich social interaction constitute the potential for a virtual world to have a strong effect as a weight loss intervention platform. While use and research is in its infancy, there are encouraging signs regarding application to a variety of medical, health, educational, and other contexts. We hope that the ideas and findings offered here contribute to this growing area.
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Abstract

Background: Patients are increasingly rating their family physicians on the Internet in the same way as they might rate a hotel on TripAdvisor or a seller on eBay, despite physicians’ concerns about this process.

Objective: This study aims to examine the usage of NHS Choices, a government website that encourages patients to rate the quality of family practices in England, and associations between web-based patient ratings and conventional measures of patient experience and clinical quality in primary care.

Methods: We obtained all (16,952) ratings of family practices posted on NHS Choices between October 2009 and December 2010. We examined associations between patient ratings and family practice and population characteristics. Associations between ratings and survey measures of patient experience and clinical outcomes were examined.

Results: 61% of the 8089 family practices in England were rated, and 69% of ratings would recommend their family practice. Practices serving younger, less deprived, and more densely populated areas were more likely to be rated. There were moderate associations with survey measures of patient experience (Spearman ρ 0.37–0.48, P<.001 for all 5 variables), but only weak associations with measures of clinical process and outcome (Spearman ρ less than ±0.18, P<.001 for 6 of 7 variables).

Conclusion: The frequency of patients rating their family physicians on the Internet is variable in England, but the ratings are generally positive and are moderately associated with other measures of patient experience and weakly associated with clinical quality. Although potentially flawed, patient ratings on the Internet may provide an opportunity for organizational learning and, as it becomes more common, another lens to look at the quality of primary care.

(J Med Internet Res 2012;14(5):e146) doi:10.2196/jmir.2280
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Introduction

Consumers are using the Internet to rate services and products, for example when they stay in a hotel or buy a product online. This increasingly applies to health care, particularly in the US and UK. A number of websites allowing patients to rate their care have been developed by health care payers and the commercial sector, such as RateMDs or Angie’s List, in an effort to increase transparency and responsiveness of health systems and to help patients choose between providers [1-4].
The value of patient rating websites has been criticized, particularly by family physicians [5], who are concerned that patient ratings are not representative, are unduly negative, may not contain information relevant to the quality of health care provided, and may harm the doctor-patient relationship [6]. However, we also know that physicians may misjudge patients’ care experience and that physician performance can be improved by feedback [7], so these websites may provide useful information for patients and health care workers.

NHS Choices is a government-run website that serves as a comprehensive directory of health care providers in England and includes comparative information on performance of family practices [8]. One of its functions is to allow the public to rate the quality of care they received at their family practice, both by leaving ratings on specific aspects of care and by making comments.

Little is known about who uses patient-rating websites and how unsolicited ratings by patients relate to more conventional measures of patient experience and clinical quality. While some patients may be interested in reviewing other patients’ ratings as a window into family physicians’ interpersonal styles and office amenities, the amount of agreement between these ratings and conventional measures of quality such as patient experience captured in surveys or clinical process and outcome measures will be important in understanding the usefulness of these ratings in quality measurement.

This paper seeks to examine usage patterns of patients’ ratings of family physicians on the Internet. We describe how frequency and nature of rating vary with practice and population characteristics, and we present comparisons between web-based ratings and conventional measures of patient experience and clinical quality.

Method

Data Sources and Measures

Online Ratings

All patient ratings of family practices posted on the NHS Choices website between October 14, 2009 (the date the function started), and December 31, 2010, were obtained from the Department of Health, aggregated to the practice level. The NHS Choices website allows patients to indicate whether they would recommend a family practice to a friend (yes/no) and rate practices on a scale for four specific domains of quality: whether they were able to get through to the practice by telephone; whether they were involved in decisions about care; whether they were able to get an appointment when they wanted one; and whether they were treated with dignity and respect by staff. Data on the individual characteristics of those leaving ratings online were not available.

Traditional Patient Surveys

Survey measures of patient experience were obtained from the national General Practice Patient Survey at the practice level. This is a large mail-based survey sent to 5.7 million patients in 2009/10, with more than 2.1 million responses received (a response rate of 37%) [9].

Population and practice characteristics were obtained from the NHS Information Centre. Practice population variables were: the proportion of patients over 65 years, the index of multiple deprivation (IMD) score (an area-based measure of socioeconomic status including components of income, employment, health, education, crime, and housing), the proportion of the practice population who reported their ethnicity as “white”, the population density of the practice (measured as people per square kilometre), and the practice list size. Variables describing the practice were: whether it was a singlehanded practice, a training practice, and the type of contract it had with the health care payer. The type of contract was listed as either Personal Medical Services (PMS) or General Medical Services (GMS). The GMS contract is nationally agreed, while PMS is locally agreed.

We obtained data on clinical quality of family practices from the NHS Information Centre [10] and from NHS Comparators [11], which are both central repositories of NHS process and outcome data. We selected clinical outcome measures based on three criteria: (1) the measures are commonly used in public reporting, (2) there is known to be variation in practice performance on the measures, and (3) they represented the breadth of activities taking place in family practice. The measures chosen were: proportion of patients with diabetes receiving flu vaccinations, proportion of hypertensive patients with controlled blood pressure (systolic/diastolic less than 150/90 mm Hg), proportion of diabetic patients with controlled HbA1C (less than 7%), percentage of low-cost statin prescribing, cervical screening rate, admission rates for ambulatory care sensitive conditions, and the proportion of achieved clinical Quality and Outcomes Framework (QOF) points from available points. The QOF is the NHS’s pay-for-performance scheme in primary care, which awards points for a variety of clinical activities across acute and chronic disease management and disease prevention.

Data Linkage

In order to create a complete set of family practices in England, we took the NHS’s list of 8381 practices [12]. This excluded walk-in centers, out-of-hours services and prison health centers. We then excluded 165 practices with a list size less than 1000 and 127 military practices. The total number of practices used in the study is 8089 (96.5% of the total number in England).

In order to link data about the practices from NHS Choices with other practice performance and demographic data, we matched practices by postcode using Excel. We created a computer program that extracted postcodes from the NHS Choices website using Python programming language. This match was checked manually by one person to ensure appropriate linking. Where more than one practice is located at the same postcode, they were manually checked to ensure the correct practice was listed using the names of the practice physicians.

We compared the NHS Choices rating data against patient survey and outcomes data from the 2009/10 financial year. We obtained only incomplete practice demographic descriptive data for 163 practices, but these practices were still included in the analysis as we still had information from the patient survey and NHS Choices. Excluded from this analysis were 24 GP practices.
(of 5362 with ratings) on NHS Choices that could not be matched to the official list of practices.

**Statistical Analysis**

We examined associations between whether a family practice was rated and the practice and population characteristics using logistic multivariate regression. A least square regression analysis was used to examine associations between the proportion of patients willing to recommend the practice and practice and population characteristics.

In order to compare ratings with survey measures of patient experience, we compared ratings for questions on NHS Choices with results of the national General Practice Patient Survey using Spearman rank coefficient of correlation. We selected questions from the national survey that most closely matched the ratings questions on the NHS Choice website. In order to compare ratings with measures of clinical quality, we compared the proportion of people who would recommend the practice on NHS Choices with the traditional quality indicators described above using Spearman rank coefficient of correlation. For ratings on a scale, the mean rating for each practice was calculated. Analysis was done with Stata 11 software.

**Mapping**

The level of NHS Choices usage to rate family practices online was mapped by ArcMap 9.3 software, using an Inverse Distance Weighted algorithm. The location of each practice was geocoded and mapped with the corresponding data about ratings usage. Rate of using NHS Choices was measured as the number of ratings or comments divided by practice registered population, expressed as ratings per 1000 people. Where multiple practices share a postcode, the mean value of the rate was used.

**Results**

**Descriptive Statistics**

Of the 8089 practices included in the study, 4950 (61%) had been rated on the NHS Choices website. There were 16,952 ratings of these family practices. The mean number of ratings of each practice was 2.1; the median was 1. The range was from 0 to 149 ratings. A histogram of frequency of rating is shown in Figure 1. For those practices that had been rated, average ratings at the practice level for each of the questions by the rating website are shown in Table 1.

**Figure 1.** Histogram of rating frequency for all GP practices.
Table 1. Mean patient ratings posted for questions on NHS Choices.

<table>
<thead>
<tr>
<th>Question asked</th>
<th>Mean rating</th>
<th>Interquartile range</th>
</tr>
</thead>
<tbody>
<tr>
<td>I would recommend this GP practice to a friend.</td>
<td>64.0 %</td>
<td>33.3–100%</td>
</tr>
<tr>
<td>I am able to get through to the practice by telephone.</td>
<td>4.2 out of 5</td>
<td>3.7–5.0</td>
</tr>
<tr>
<td>This GP practice involves me in decisions about my care and treatment.</td>
<td>4.1 out of 5</td>
<td>3.5–5.0</td>
</tr>
<tr>
<td>I am able to get an appointment when I want one.</td>
<td>3.6 out of 5</td>
<td>3.0–4.3</td>
</tr>
<tr>
<td>I am treated with dignity and respect by the staff.</td>
<td>4.1 out of 5</td>
<td>3.5–5.0</td>
</tr>
</tbody>
</table>

Associations Between Population and Practice Characteristics and Whether a Practice is Rated

The logistic regression model showed that a larger practice size, a lower proportion of older patients, lower deprivation, higher population density, and not being a singlehanded practice were all positively associated with the likelihood of a practice being rated (Table 2). Whether the practice was a training practice, the proportion of white patients, and the nature of the practice contract did not appear to be associated with being rated. These results remained similar when the nonsignificant variables were consequentially excluded from the model.

Table 2. Associations between whether a practice is rated with population and practice characteristics.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Practices that have been rated on NHS Choices</th>
<th>Practices that have not been rated on NHS Choices</th>
<th>Z statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice population size</td>
<td>7587</td>
<td>5554</td>
<td>15.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(Number of registered patients)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMD score of patients</td>
<td>25.1</td>
<td>28.2</td>
<td>-7.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(higher is more deprived)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density (people/km$^2$)</td>
<td>458</td>
<td>403</td>
<td>6.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Singlehander (% of practices which are singlehanders)</td>
<td>10</td>
<td>20.7</td>
<td>-4.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage of population aged over 65 years</td>
<td>15.1</td>
<td>15.6</td>
<td>-3.88</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage of population who are white</td>
<td>87.3</td>
<td>88.3</td>
<td>-1.58</td>
<td>.11</td>
</tr>
<tr>
<td>Type of contract (% with PMS contract)</td>
<td>42.7</td>
<td>39.6</td>
<td>-0.71</td>
<td>.48</td>
</tr>
<tr>
<td>Training practice (% that are training practices)</td>
<td>32.3</td>
<td>22.0</td>
<td>0.35</td>
<td>.73</td>
</tr>
</tbody>
</table>

Associations Between Population and Practice Characteristics and the Proportion Recommending

The least square regression model showed that smaller practice size, a higher proportion of white patients, lower population density, lower deprivation, being a training practice, and not being a singlehanded practice were all positively associated with higher levels of recommendation (Table 3). The type of practice contract and the age distribution of the patients were not associated with different recommendation levels. These results remained similar when the nonsignificant variables were consequentially excluded from the model.
**Table 3.** Associations between the proportion of patients recommending a practice with population and practice characteristics.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>T statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of population who are white</td>
<td>7.39</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Training practice</td>
<td>6.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Practice population size</td>
<td>-4.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Population density</td>
<td>-4.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IMD score of patients</td>
<td>-3.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Singlehander</td>
<td>-3.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Proportion of population aged over 65 years</td>
<td>1.78</td>
<td>.075</td>
</tr>
<tr>
<td>Type of contract</td>
<td>0.62</td>
<td>.53</td>
</tr>
</tbody>
</table>

**Association Between Ratings and Conventional Quality Metrics**

Associations between patient ratings and patient experience measures from the family practice survey had Spearman $\rho$ values of between 0.36 and 0.48 and were all significant at the $P<.001$ level (Table 4). A Spearman $\rho$ value of 1 represents a perfect rank correlation, 0 represents no correlation, and -1 represents a perfect negative rank correlation. Comparison between patient ratings and clinical quality indicators showed associations between a better rating on NHS Choices and better quality care for six of the seven variables ($P<.001$); however, Spearman $\rho$ values were all less than $\pm0.2$ (Table 5). There is a very weak negative correlation between ratings and low-cost statin prescriptions.

**Table 4.** Associations between web-based patient ratings and conventional survey measures of patient experience.

<table>
<thead>
<tr>
<th>Web-based patient rating</th>
<th>NHS General Practice Patient Survey question on patient experience</th>
<th>Spearman $\rho$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I would recommend this GP practice to a friend.</td>
<td>Recommending GP practice to someone who has moved to the local area—% yes</td>
<td>0.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I am able to get through to the practice by telephone.</td>
<td>Ease of getting through on the phone—% easy</td>
<td>0.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>This GP practice involves me in decisions about my care and treatment.</td>
<td>Rating of doctor involving you in decisions about your care—% good</td>
<td>0.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I am able to get an appointment when I want one.</td>
<td>Able to book ahead for an appointment with a doctor in the past 6 months—% yes</td>
<td>0.37</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I am treated with dignity and respect by the staff.</td>
<td>Rating of doctor treating you with care and concern—Good</td>
<td>0.39</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Table 5.** Associations between web-based patient ratings of whether the user would recommend the GP practice to a friend and various clinical quality indicators.

<table>
<thead>
<tr>
<th>Quality indicator</th>
<th>Spearman $\rho$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of patients with diabetes receiving flu vaccination</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Controlled blood pressure in hypertensive patients (systolic/diastolic less than 150/90 mm Hg)</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Controlled HbA1C in patients with diabetes (less than 7%)</td>
<td>0.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>% low-cost statin prescribing</td>
<td>-0.03</td>
<td>.02</td>
</tr>
<tr>
<td>Cervical screening rate</td>
<td>0.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Admission rates for ambulatory care sensitive conditions</td>
<td>-0.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total clinical QOF points available</td>
<td>0.11</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Mapping**

Figure 2 illustrates the spatial variation in the use of online ratings by GP practice. The map indicates that in urban areas usage of NHS Choices tends to be higher, particularly around London. Rates are lower in rural areas, the southwest, and northeast.
Discussion

The positive nature of responses (with 64% recommending) on the NHS Choices website is in line with other studies of patient-reported Internet feedback in acute hospitals in the UK (where 68% recommend) [14] but is lower than ratings of individual physicians in the USA (88% positive) [1]. These results suggest concerns that online feedback mechanisms will be used only by disgruntled patients hoping to complain are not true. However, as the recommendation level online is lower
The results demonstrate that usage of patient ratings of family practices via the NHS Choices website has been variable with some practices having more than 100 ratings, but many having none, and an average of only two ratings per practice over the 15-month period covered. A sizable minority (39%) of practices never received a single rating. The data analyzed here represent the initial period of the rating function being available, so usage may well increase as it becomes more popular. However, this usage of online ratings is higher than noted in other settings. A study in Boston, MA, found only 81 of a random sample of 300 physicians had been rated online [1], and a study found only 16% of primary care physicians had been rated on the RateMDs website in the US [15]. When compared to the approximately 300 million primary care appointments in England each year [16], the number of responses looks rather small (this corresponds to 0.005% of GP consultations being rated online).

The results suggest that the level of usage of online ratings is different in different communities. Practices serving younger, more urban, and less deprived communities were more likely to be rated. This is in line with previous work showing more usage of the Internet as a health resource in those groups [17].

The demonstration of an association between practice population characteristics and rating usage does not prove a link between individual characteristics and usage; there is a risk of the ecological fallacy, in which an incorrect inference can be drawn about individuals based on aggregated statistics about a group of people. However, these results do confirm that usage rates are variable around the country and suggest that individual characteristics may have a role in influencing usage. Further studies, using individual level data, are required to understand the characteristics of those using ratings websites. The results also show that different practice characteristics are associated with different levels of satisfaction with service, measured as willingness to recommend. This is in line with a wide body of literature on patient experiences, which notes that ethnicity and different socioeconomic factors are associated with satisfaction with medical care [18,19]. These findings may suggest that ratings websites might want to consider ways to broaden their appeal beyond certain groups of users, potentially marketing themselves towards older or rural populations.

Moderate associations between patients’ ratings left on the web and more conventional surveys of patient experiences were found (Spearman ρ values of between 0.38 and 0.48). Due to the large number of practices in the analysis, these associations are all highly significant.

The association between ratings and clinical outcomes is less convincing. Although the results do show increasing levels of recommendation associated with better care across a number of indicators, for many of them the strength of the association is weak and significant only because of the large number of data points. This may be because there is a genuine tension between patient experience and some aspects of technical quality; it is possible to do all of the right things technically in health care and still get a bad outcome. It is also possible that patients’ personal values may differ from the public health perspective captured in the quality metrics. Both the associations with clinical outcomes and survey measures of experience are consistent with similar findings at the hospital level [14,20,21].

These data suggest that we can be more confident in the use of online rating data as a measure of patient experience, despite the many fundamental biases that are an inevitable consequence of this sort of data. However, the extent to which online ratings reflect the technical quality of clinical primary care is less clear.

As momentum develops around the need to capture the patient’s experience, these ratings represent a potentially valuable source of information about quality of care when taken with other more conventional measures. Therefore, as such ratings become more common, systems should be developed to allow patients to examine these data alongside other more traditional outcome data, presented in a digestible and accessible way. Similarly, family physicians and practices should develop strategies to respond to these comments in constructive ways [22]. Further research to understand how practices use online feedback to improve the care they provide would be useful. Also, as many practices have few or no ratings online, work is needed to determine the numbers of ratings required over a defined period of time for a patient to obtain a reasonably accurate appreciation of the strengths and weaknesses of a family practice.

Study Limitations and Strengths

Our study has a number of limitations. We removed practices with a size below 1000 patients, as has been done in other analyses of practice performance [23], as smaller practices are often atypical, such as those recently opened or being closed or serving very specialized populations. However, as these exclusions represent less than 2% of practices in our sample, this is unlikely to have a major bearing on our findings. In addition, the timing of the ratings and the other outcome and experience measures do not match entirely, but we have chosen the available data with the most overlap. The use of practice population characteristics leaves some of our findings prone to the ecological fallacy, in which we make an inference about the nature of individuals based on the characteristics of the aggregated population. In addition, the clinical quality measures used may not reflect true variations in quality between family practices. As with other online rating systems, there is potential for ratings on NHS Choices to be “gamed” by organizations or for fake or multiple entries to be left by individuals. We also note that the some of the outcome metrics chosen here for quality of care are not entirely in the doctor’s hands, but contingent on both the actions of the physician and the patient. This study also found many practices with no or few ratings.

Our study also has strengths. It uses a novel, largely complete national set of online ratings. The unique nature of the NHS’s performance related pay system provides detailed information on clinical performance at the practice level, allowing detailed comparisons to be made.
Conclusions
These findings represent the first national review of an online ratings system in primary care. Our findings lend support to some of the arguments against online rating systems, particularly that they may have a selection bias. However, they also suggest some positive aspects. They are not just used as a mechanism to complain, as more often than not they are positive, and there are moderate associations with more traditional measures of patient satisfaction. As the numbers of rating per practice are low, they may be less useful as a measure of quality in family practice but they may provide a novel route for organizational learning. However, as numbers of ratings rise, it is likely that they will become a more useful tool for patients to make informed choices about where to receive their care.
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Abstract

Background: The number of multiple sclerosis (MS) information websites, online communities, and Web-based health education programs has been increasing. However, MS patients’ willingness to use new ways of communication, such as websites, mobile phone application, short message service, or email with their physician, remains unknown.

Objectives: We designed a questionnaire to evaluate the a priori use of electronic communication methods by MS patients and to assess their acceptance of such tools for communication with their health care providers.

Methods: We received complete data from 586 MS patients aged between 17 and 73 years. Respondents were surveyed in outpatient clinics across Germany using a novel paper-and-pencil questionnaire. In addition to demographics, the survey items queried frequency of use of, familiarity with, and comfort with using computers, websites, email, and mobile phones.

Results: About 90% of all MS patients used a personal computer (534/586) and the Internet (527/586) at least once a week, 87.0% (510/586) communicated by email, and 85.6% (488/570) communicated by mobile phone. When asked about their comfort with using electronic communication methods for communication with health care providers, 20.5% (120/586) accepted communication by mobile Internet application or short message service via mobile phone, 41.0% (240/586) by websites, 54.3% (318/586) by email service, and 67.8% (397/586) by at least one type of electronic communication. The level of a priori use was the best predictor for the acceptance of electronic communication with health care providers. Patients who reported already searching online for health information (odds ratio 2.4, \( P < .001 \)) and who had already communicated with a physician through a website (odds ratio 3.3, \( P = .03 \)) reported higher acceptance for Web-based communication. Patients who already scheduled appointments with their mobile phones (odds ratio 2.1, \( P = .002 \)) were more likely to accept the use of mobile phone applications or short message service for communicating with their physician.

Conclusions: The majority of MS patients seen at specialist centers already use modern communication technology regularly. New forms of electronic communication appear to have high levels of acceptance for exchanging information about MS between patients and health care providers. Such methods should be integrated into eHealth services such as electronic health records and patient relationship management systems.

(J Med Internet Res 2012;14(5):e135) doi:10.2196/jmir.2133
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The way people retrieve health information has changed due to an enormous proliferation of new media technologies and a tremendous growth in health information being available online [1-3]. The Pew Internet & American Life Project subsequently found that 56% to 64% of Americans used online sources of health information [4]. In 2003, 23% of Germans searched online for health-related topics sometimes or often [5]. This trend may be increasing, as studies reported an increase from 44% to 57% in use of the Internet for health purposes in Germany between 2005 and 2007, with the highest use among young women and city dwellers [3,6-9]. Due to the high incidence of multiple sclerosis (MS) in young women (about 70%) showing their first symptoms between the ages of 20 and 40 years, MS patients may be early adopters of emerging eHealth trends [10-13]. To date, research has primarily focused on what the Internet offers to MS patients and how existing health information resources are being accessed. However, studies examining the acceptability of new media such as websites or mobile phone applications for communication with health care providers by MS patients are lacking.

Two studies investigating online information sources about MS in English and German reported variable quality [14,15]. In addition to accessing traditional static information websites, patients can also generate and share their health information with peers and participate in electronic health records for the self-management of disease, with mainly positive results [4,16-21]. Such online communities can also support research, such as the development of a self-report questionnaire to quantify MS patients’ adherence to treatment [22]. Other studies reported the benefits of testing cognitive functions of MS patients online, including better availability and accessibility than with traditional methods [23-25].

Research suggests that MS patients retrieve information about their disease and their physicians online before and after their medical visit, especially before the initial consultation due to potentially high information needs in the early course of the disease [11,26,27]. This may influence patients’ adherence to treatment and their coping styles, and may lead to greater patient empowerment [3,11,28-31], thereby altering the physician-patient relationship [28,32,33]. The observed benefits of new media may have raised the acceptance of eHealth in medicine, but concerns remain such as the digital divide (inequality of access to new communication technologies) and concerns about the security and confidentiality of sharing health data online.

To determine the needs of and future options for patient education and patient–physician communication via new media, we sought to examine the current use of new types of communication (eg, mobile phone applications) and willingness to use these for medical management among MS patients. We hypothesized that patients who were already familiar with electronic communication devices would be more likely to adopt them for communication with health care providers and that the majority of MS patients would already be using an array of electronic communication devices.
application or short message service) using demographic variables and items of specific media type and reporting goodness of fit (Hosmer-Lemeshow test; chi-square) and effect size (odds ratio). Differences in categorical variables were assessed with a chi-square test for between-participants effects and with McNemar test for matched pairs.

Results

Characteristics of the Survey Population

In the statistical analysis, we included 586 of 591 MS patients who submitted answers to the last survey question (questionnaire item 18). The majority of study patients were female (408/586, 69.6%) with a mean age of 40.93 (SD 10.84) years (5 missing answers), comparing well with typical population statistics of patients with MD [37]. A total of 6 in 10 patients (336/586, 57.3%) lived in a city area with a population of 100,000 people or more. The disease duration averaged 8.60 (SD 6.52) years since onset (7 missing answers). In all analyses, we observed no impact of residential area (rural area, town, or city) on any item response. Furthermore, patients did not differ between states of the former German Democratic Republic (Saxony) and the Federal Republic of Germany (Baden-Württemberg).

Computer Use

The vast majority of MS patients (558/586, 95.2%) had access to a computer and 75.4% (442/586) of them personally owned one (Table 1); 70.8% (415/586) used it daily and 91.1% (534/586) used it at least weekly. Men reported higher rates of general use ($P < .001$), computer ownership (men: 151/178, 84.8%; women: 291/408, 71.3%; $P < .001$), and experience in the installation of new software (men: 144/178, 80.9%; women: 231/408, 56.6%; $P < .001$). Nevertheless, computer use was widespread among women. Most patients (509/586, 86.9%) reported acquainting themselves quickly with new software. Younger MS patients tended toward a greater ($P < .001$) and more diversified use of computers (emailing: $P = .003$; browsing the Internet: $P = .007$; chatting: $P < .001$; having already installed new computer programs: $P < .001$; and becoming quickly acquainted with new computer programs: $P < .001$). In all subgroups of MS patients, about 40% (62/178, 34.8%, to 170/408, 41.7%) reported using a computer to retrieve information about their disease. All results are summarized in Multimedia Appendix 2.

Table 1. Computer use by patients with multiple sclerosis (MS) (n = 586).

<table>
<thead>
<tr>
<th>Computer use</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of computer use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>46.6</td>
<td>273</td>
</tr>
<tr>
<td>Daily</td>
<td>24.2</td>
<td>142</td>
</tr>
<tr>
<td>Several times a week</td>
<td>15.0</td>
<td>88</td>
</tr>
<tr>
<td>Once a week</td>
<td>5.3</td>
<td>31</td>
</tr>
<tr>
<td>Rarely or never</td>
<td>8.9</td>
<td>52</td>
</tr>
<tr>
<td><strong>Computer ownership or shared access</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own a computer</td>
<td>95.2</td>
<td>558</td>
</tr>
<tr>
<td><strong>Type of regular computer use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browsing the Internet</td>
<td>81.9</td>
<td>480</td>
</tr>
<tr>
<td>Emailing</td>
<td>81.7</td>
<td>479</td>
</tr>
<tr>
<td>Word processing</td>
<td>62.6</td>
<td>367</td>
</tr>
<tr>
<td>Getting information about MS</td>
<td>39.6</td>
<td>232</td>
</tr>
<tr>
<td>Chatting</td>
<td>12.5</td>
<td>73</td>
</tr>
<tr>
<td><strong>Quick familiarization with a new computer program</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definitely applies to me</td>
<td>29.0</td>
<td>170</td>
</tr>
<tr>
<td>Mostly applies to me</td>
<td>33.6</td>
<td>197</td>
</tr>
<tr>
<td>Slightly applies to me</td>
<td>24.2</td>
<td>142</td>
</tr>
<tr>
<td>Does not apply to me</td>
<td>13.1</td>
<td>77</td>
</tr>
<tr>
<td>Installation of computer programs</td>
<td>64.4</td>
<td>375</td>
</tr>
</tbody>
</table>

Internet Use

About 94% of MS patients (551/586) reported they had Internet access (Table 2). Men browsed websites more frequently ($P = .009$), whereas the number of male and female nonusers was similar. The pattern was the same in the case of reading emails ($P = .002$) and sending emails ($P = .03$). Young MS patients more frequently than older patients performed tasks such as browsing ($P < .001$), chatting ($P < .001$), and emailing (reading: $P = .02$; sending: $P = .004$). MS-related information seeking
was reported by between 35.2% (105/298) and 38.9% (110/283) among all subgroups of MS patients. A small number of patients had already communicated with their physician (22/586, 3.8%) or with other patients (29/586, 5.0%) via the Internet (Table 2).

Table 2. Internet use by patients with multiple sclerosis (MS) (n = 586).

<table>
<thead>
<tr>
<th>Internet use</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency of browsing websites on the Internet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>34.6</td>
<td>203</td>
</tr>
<tr>
<td>Once a day</td>
<td>25.9</td>
<td>152</td>
</tr>
<tr>
<td>Several times a week</td>
<td>23.2</td>
<td>136</td>
</tr>
<tr>
<td>Once a week</td>
<td>6.1</td>
<td>36</td>
</tr>
<tr>
<td>Rarely or never</td>
<td>10.1</td>
<td>59</td>
</tr>
<tr>
<td><strong>Internet access at home</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broadband access</td>
<td>69.6</td>
<td>408</td>
</tr>
<tr>
<td>Low-speed access</td>
<td>20.1</td>
<td>118</td>
</tr>
<tr>
<td>No access</td>
<td>6.0</td>
<td>35</td>
</tr>
<tr>
<td>Access type unknown</td>
<td>4.3</td>
<td>25</td>
</tr>
<tr>
<td><strong>Type of regular Internet use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browsing websites</td>
<td>81.4</td>
<td>477</td>
</tr>
<tr>
<td>Getting information about MS</td>
<td>37.2</td>
<td>218</td>
</tr>
<tr>
<td>Video chatting</td>
<td>11.1</td>
<td>65</td>
</tr>
<tr>
<td>Chatting</td>
<td>10.2</td>
<td>60</td>
</tr>
<tr>
<td>Communicating with other MS patients</td>
<td>5.0</td>
<td>29</td>
</tr>
<tr>
<td>Communicating with physician</td>
<td>3.8</td>
<td>22</td>
</tr>
<tr>
<td><strong>Frequency of sending emails</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>31.1</td>
<td>182</td>
</tr>
<tr>
<td>Once a day</td>
<td>15.4</td>
<td>90</td>
</tr>
<tr>
<td>Several times a week</td>
<td>23.0</td>
<td>135</td>
</tr>
<tr>
<td>Once a week</td>
<td>11.6</td>
<td>68</td>
</tr>
<tr>
<td>Rarely or never</td>
<td>18.9</td>
<td>111</td>
</tr>
<tr>
<td><strong>Frequency of reading emails</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>37.2</td>
<td>218</td>
</tr>
<tr>
<td>Once a day</td>
<td>23.2</td>
<td>136</td>
</tr>
<tr>
<td>Several times a week</td>
<td>17.4</td>
<td>102</td>
</tr>
<tr>
<td>Once a week</td>
<td>9.2</td>
<td>54</td>
</tr>
<tr>
<td>Rarely or never</td>
<td>13.0</td>
<td>76</td>
</tr>
</tbody>
</table>

**Mobile Phone Use**

Nearly all MS patients possessed a mobile phone (553/576, 96.0%) but older patients used it less frequently ($P < .001$) and less extensively (calling: $P = .002$; text messaging: $P < .001$; browsing websites: $P < .001$; reading or sending emails: $P = .001$; and scheduling: $P < .001$) (Table 3). Women showed a greater tendency for text messaging ($P < .001$) but men were more likely to operate smartphone abilities such as browsing websites via mobile Internet ($P = .01$) or scheduling appointments ($P = .03$).

**Acceptance of Electronic Communication With Health Care Providers**

When asked about the acceptability of using various modes of communication, including electronic communication devices, for receiving information and guidance from their physician for managing their MS, 20.5% (120/586) of MS patients accepted communication by mobile phone Internet application or short message service, 41.0% (240/586) by website, 54.3% (318/586) by email, and 67.8% (397/586) by at least one of these modes of communication (Table 4). The majority of patients (539/586, 92.0%) found existing traditional methods acceptable. Acceptance of email services for this purpose exceeded the...
acceptance of telephone conversations (263/586, 44.9%; \( P = .007 \)). Women were more likely to accept communication by telephone \(( P = .01)\).

We included media-specific items and demographic variables in all cross-sectional logistic regression models resulting in admissible model fits (Hosmer-Lemeshow test for email: \( \chi^2_8 = 7.0, P = .54 \); for websites: \( \chi^2_8 = 6.7, P = .58 \); and for mobile phone features: \( \chi^2_8 = 9.2, P = .32 \)). Neither sex nor age had an impact on the acceptance of any type of electronic communications media. We eliminated duration of disease from the analyses to avoid multicollinearity, since it was highly correlated with age.

In general, patients with regular a priori use of new electronic media were more likely to accept this form of communication with health care providers (Table 5). More specifically, reading emails at least once a week, browsing Internet websites at least several times a week, and using a mobile phone daily raised the level of acceptance significantly.

Furthermore, online health information seekers (odds ratio 2.4) and patients having already communicated with their physician through a website (odds ratio 3.3) showed a greater interest in website-based communication (Table 5). Scheduling appointments on a mobile phone (odds ratio 2.1) was the only specific task that raised the likelihood of accepting mobile phone features for communication with health care providers.

**Table 3.** Mobile phone use by patients with multiple sclerosis (n = 586)a.

<table>
<thead>
<tr>
<th>Mobile phone use</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mobile phone ownership</strong></td>
<td>96.0</td>
<td>553</td>
</tr>
<tr>
<td>Missing answers (item 15)</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

**Frequency of mobile phone use**

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Several times a day</td>
<td>38.0</td>
<td>219</td>
</tr>
<tr>
<td>Once a day</td>
<td>17.5</td>
<td>101</td>
</tr>
<tr>
<td>Several times a week</td>
<td>21.5</td>
<td>124</td>
</tr>
<tr>
<td>Once a week</td>
<td>7.6</td>
<td>44</td>
</tr>
<tr>
<td>Rarely or never</td>
<td>14.2</td>
<td>82</td>
</tr>
<tr>
<td>Missing answers (item 16)</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

**Type of regular mobile phone use**

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calling</td>
<td>89.1</td>
<td>513</td>
</tr>
<tr>
<td>Text messaging</td>
<td>63.9</td>
<td>368</td>
</tr>
<tr>
<td>Scheduling</td>
<td>21.7</td>
<td>125</td>
</tr>
<tr>
<td>Audio or video messaging</td>
<td>5.2</td>
<td>30</td>
</tr>
<tr>
<td>Reading or sending emails</td>
<td>4.9</td>
<td>28</td>
</tr>
<tr>
<td>Browsing websites</td>
<td>4.7</td>
<td>27</td>
</tr>
<tr>
<td>Missing answers (item 17)</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

a For all data percentages were based on valid answers.

**Table 4.** Acceptance of modes of communication with health care providers for being informed and instructed during multiple sclerosis therapy (MS) by patients with MS (n = 586).

<table>
<thead>
<tr>
<th>Type of communication</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>By physician (in-person)</td>
<td>92.0</td>
<td>539</td>
</tr>
<tr>
<td>By email or mobile phone or website</td>
<td>67.8</td>
<td>397</td>
</tr>
<tr>
<td>By email</td>
<td>54.3</td>
<td>318</td>
</tr>
<tr>
<td>By telephone call</td>
<td>44.9</td>
<td>263</td>
</tr>
<tr>
<td>By website</td>
<td>41.0</td>
<td>240</td>
</tr>
<tr>
<td>Via mobile Internet application or short message service</td>
<td>20.5</td>
<td>120</td>
</tr>
</tbody>
</table>
Table 5. Acceptance of new media types for communication with health care providers by patients with multiple sclerosis (MS).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio</th>
<th>95% confidence interval</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptance of emails (n = 581)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading emails several times a day</td>
<td>16.3</td>
<td>4.8–55.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading emails daily</td>
<td>13.1</td>
<td>4.2–41.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading emails several times a week</td>
<td>13.3</td>
<td>4.2–41.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading emails once a week</td>
<td>7.0</td>
<td>2.4–20.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading emails rarely or never</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sending emails several times a day</td>
<td>1.0</td>
<td>0.4–2.6</td>
<td>.97</td>
</tr>
<tr>
<td>Sending emails daily</td>
<td>1.4</td>
<td>0.6–3.7</td>
<td>.45</td>
</tr>
<tr>
<td>Sending emails several times a week</td>
<td>1.4</td>
<td>0.6–3.3</td>
<td>.43</td>
</tr>
<tr>
<td>Sending emails once a week</td>
<td>0.8</td>
<td>0.4–1.8</td>
<td>.53</td>
</tr>
<tr>
<td>Sending emails rarely or never</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>1.0</td>
<td>0.8–1.2</td>
<td>.88</td>
</tr>
<tr>
<td>Females</td>
<td>1.0</td>
<td>0.7–1.5</td>
<td>.95</td>
</tr>
<tr>
<td>Males</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Acceptance of Internet websites (n = 581)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browsing websites several times a day</td>
<td>5.3</td>
<td>1.8–15.8</td>
<td>.003</td>
</tr>
<tr>
<td>Browsing websites daily</td>
<td>5.2</td>
<td>1.8–15.4</td>
<td>.003</td>
</tr>
<tr>
<td>Browsing websites several times a week</td>
<td>5.7</td>
<td>1.9–16.8</td>
<td>.002</td>
</tr>
<tr>
<td>Browsing websites once a week</td>
<td>3.1</td>
<td>0.9–10.7</td>
<td>.07</td>
</tr>
<tr>
<td>Browsing websites rarely or never</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the Internet for browsing</td>
<td>1.3</td>
<td>0.7–2.3</td>
<td>.45</td>
</tr>
<tr>
<td>Using the Internet for chatting</td>
<td>1.4</td>
<td>0.8–2.7</td>
<td>.30</td>
</tr>
<tr>
<td>Using the Internet for video chatting</td>
<td>1.5</td>
<td>0.9–2.7</td>
<td>.13</td>
</tr>
<tr>
<td>Using the Internet for information about MS</td>
<td>2.4</td>
<td>1.7–3.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Using the Internet for communication with physicians</td>
<td>3.3</td>
<td>1.1–10.1</td>
<td>.03</td>
</tr>
<tr>
<td>Using the Internet for communication with other MS patients</td>
<td>1.9</td>
<td>0.8–4.5</td>
<td>.15</td>
</tr>
<tr>
<td>Age</td>
<td>1.1</td>
<td>0.9–1.3</td>
<td>.49</td>
</tr>
<tr>
<td>Females</td>
<td>1.2</td>
<td>0.8–1.8</td>
<td>.39</td>
</tr>
<tr>
<td>Males</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Acceptance of mobile Internet applications or short message service (n = 565)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using a mobile phone several times a day</td>
<td>9.3</td>
<td>2.0–41.7</td>
<td>.004</td>
</tr>
<tr>
<td>Using a mobile phone daily</td>
<td>5.9</td>
<td>1.3–27.3</td>
<td>.02</td>
</tr>
<tr>
<td>Using a mobile phone several times a week</td>
<td>2.9</td>
<td>0.6–13.7</td>
<td>.17</td>
</tr>
<tr>
<td>Using a mobile phone once a week</td>
<td>1.3</td>
<td>0.2–9.6</td>
<td>.81</td>
</tr>
<tr>
<td>Using a mobile phone rarely or never</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using a mobile phone for calling</td>
<td>6.9</td>
<td>0.9–52.4</td>
<td>.06</td>
</tr>
<tr>
<td>Using a mobile phone for text messaging</td>
<td>1.3</td>
<td>0.8–2.3</td>
<td>.32</td>
</tr>
<tr>
<td>Using a mobile phone for audio or video messaging</td>
<td>1.4</td>
<td>0.6–3.2</td>
<td>.45</td>
</tr>
<tr>
<td>Using a mobile phone for browsing websites</td>
<td>1.3</td>
<td>0.4–4.2</td>
<td>.62</td>
</tr>
<tr>
<td>Using a mobile phone for sending and reading emails</td>
<td>0.5</td>
<td>0.2–1.5</td>
<td>.22</td>
</tr>
<tr>
<td>Using a mobile phone for scheduling</td>
<td>2.1</td>
<td>1.3–3.6</td>
<td>.002</td>
</tr>
</tbody>
</table>
European studies noted an increasing rate of Internet use for health purposes, with the highest increase being in Germany (from 44.4% in 2005 to 56.6% in 2007) [6,8,9]. In contrast to Santana et al [8], we did not find any differences in the use of new media with respect to place of residence.

In contrast to Hay et al [11], who reported that 82% of MS patients retrieved medical information online before the first visit, our rates were lower. Lejbkowicz et al [31] observed that 63% of MS patients used the Internet for MS-related tasks, but they did not state how they obtained that information. Nonetheless, only a minority of MS patients used the opportunity to correspond with their physician or other patients via the Internet. Although other studies reported similar results, evidence for increasing interest in online health care services is growing [2,6,8,9,40].

Acceptance of Electronic Communication with Health Care Providers

In addition to the a priori use of electronic communication devices, we investigated the a priori attitude toward adopting these services for aiding in MS disease management. Most participants accepted more than one type of new media for communication with health care providers. Communication via email and website was considered as acceptable as conventional telephone calls. A notable proportion of patients perceived the integration of mobile phones and mobile Internet to aid their therapy as useful. Two-thirds of MS patients were willing to use at least one new media service for communication with health care providers. The main factor in accepting a service was a priori use. Patients who read emails at least once a week, browsed websites several times a week, and used a mobile phone daily were more likely to approve a type of communication. Likewise, current users of electronic communication devices for health care management showed a greater interest in Web-based communication.

Several studies support the open-mindedness of patients toward using email communication in disease management. Hassol et al [16] reported that patients who used electronic health records generally preferred emails to telephone calls. In a study focusing on older patients, Singh et al [40] found that 49.3% of them could imagine using emails for communication with their physician. In agreement with our findings, a priori use of email services was the best predictor for acceptance of email communication with health care providers [40]. Santana et al [9] reported that about 18% of Europeans usually contact their physician via Internet and 25% would like to make their appointments online. Moreover, 4 out of 10 people in Europe would select their physician with regard to eHealth services provided [9]. Similarly, 49% of Israeli MS patients welcomed

Discussion

In this survey, we analyzed the a priori use of computers, the Internet, emails, and mobile phones by patients with MS, as well as their willingness to adopt them for communication with health care providers. Our results indicate that the use of new communication technologies (computers, websites, emails, and mobile phones) by MS patients is already widespread. In addition, the majority of patients reported relevant information and communication technology skills such as installing software. Sharing information and receiving guidance in MS management via email and via website was well accepted among MS patients, with lower levels of acceptability for communication via mobile phone features (mobile Internet applications or short message service). A priori use was the most important predictor of accepting new media for communication with health care providers. Although differences in the a priori use of electronic communication devices between men and women and between younger and older patients were significant, neither sex nor age had an impact on the acceptance of these tools for communicating with health care providers.

Communication Technology Use by MS Patients

The vast majority of MS patients had access to a computer or owned one themselves. They were regularly visiting websites, and reading and writing emails, and possessed a mobile phone, consistent with results of smaller MS-focused studies [26,31]. The number of Internet users was slightly higher than in more general reports from the Pew Internet & American Life Project [4] but corresponded to the number from Lejbkowicz et al [31]. In agreement with Green et al [38], our study found less-intensive and less-diversified use of computers and Internet services among older people. Our results indicated that women used computers, the Internet, and email services less often, but the prevalence of female nonusers was similar to that of male nonusers. Similarly, Kummervold et al [6] reported an increasing use of the Internet by females in Europe between 2005 and 2007. Mobile phones were the most commonly used devices. As anticipated, young male patients were more likely to use smartphone abilities such as mobile Internet or appointment scheduling.

In our study, 4 in 10 MS patients were already using the Internet regularly for health information seeking and other disease-related tasks. In comparison, 56% to 61% of Americans searched online for health information [3,4]. However, differences between study findings in the use of eHealth services by chronically ill patients may be due to how the studies define media use as described by Wagner et al [39], indicating that 11% accessed health information services at least monthly but 45.9% had ever used them in the previous year [2]. Several

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio</th>
<th>95% confidence interval</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.9</td>
<td>0.7–1.2</td>
<td>.59</td>
</tr>
<tr>
<td>Females</td>
<td>1.2</td>
<td>0.8–2.0</td>
<td>.37</td>
</tr>
<tr>
<td>Males</td>
<td>1 (reference)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a P < .05 was considered significant.
the opportunity to communicate with their medical team online [31].

Limitations

Some limitations of our survey warrant consideration. Participation in the survey was nonrestricted and hence may have introduced selection bias by motivation or interest. However, this was minimized by the large number of participants. Moreover, relevant demographic data, such as income or ethnicity, that other studies had used were lacking in our survey. Therefore, we were unable to test assumptions about potential obstacles posed by new media such as the digital divide. As income is a sensitive issue, participants may not have been willing to specify their personal particulars. We conducted our survey using paper-and-pencil questionnaires to avoid selection bias. Differences in the methods of similar studies in defining and assessing media use are important when attempting to compare studies on the use of health care information and communication technology. The questionnaire provided only a single item for the acceptability of new communication methods with health care providers, which may have been insufficient to obtain nuance and detail about the patients’ true attitudes. We surveyed attitudes toward electronic communication devices but lacked data on actual behavior or objective use.

Conclusions

In our survey, we obtained data on the a priori use of new media by chronically ill patients with MS, as well as their attitudes toward future use of new media for communication with health care providers and differentiating between common communication types.

To summarize, our results indicate that the majority of MS patients are willing to use new media for further eHealth implementations. Although the potential benefits (and risks) of using electronic communication devices in MS health care services remain to be established, our data suggest these tools can be integrated with electronic health records and patient relationship management systems in order to increase the range of potential users and capabilities.

We agree with Nijland et al [41] that delivering high-quality health care to patients in as many suitable ways as possible should make a significant impact on the design of eHealth applications. eHealth services such as patient relationship management systems and electronic health records that focus on only a single communication type will miss the chance to maximize their effectiveness for use in the health care process. According to our findings, there are two gaps. First, although 40% to 50% of patients would like to use eHealth services to aid their therapy, only 5% of patients currently use them. Second, 90% of patients are technically skilled enough to use information and communication technology but only 50% are willing to use health information and communication technology. To overcome these obstacles, the design and implementation of eHealth applications in the health care process have to be tailored to patients’ individual needs. Further research should focus on educational content as well as on technical options to deliver the content to those who would benefit from it.
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Abstract

Background: The h-index is a commonly used metric for evaluating the publication performance of researchers. However, in a multidisciplinary field such as medical informatics, interpreting the h-index is a challenge because researchers tend to have diverse home disciplines, ranging from clinical areas to computer science, basic science, and the social sciences, each with different publication performance profiles.

Objective: To construct a reference standard for interpreting the h-index of medical informatics researchers based on the performance of their peers.

Methods: Using a sample of authors with articles published over the 5-year period 2006–2011 in the 2 top journals in medical informatics (as determined by impact factor), we computed their h-index using the Scopus database. Percentiles were computed to create a 6-level benchmark, similar in scheme to one used by the US National Science Foundation, and a 10-level benchmark.

Results: The 2 benchmarks can be used to place medical informatics researchers in an ordered category based on the performance of their peers. A validation exercise mapped the benchmark levels to the ranks of medical informatics academic faculty in the United States. The 10-level benchmark tracked academic rank better (with no ties) and is therefore more suitable for practical use.

Conclusions: Our 10-level benchmark provides an objective basis to evaluate and compare the publication performance of medical informatics researchers with that of their peers using the h-index.

(J Med Internet Res 2012;14(5):e144) doi:10.2196/jmir.2177
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Introduction

Publication metrics, such as the impact factor of journals and the number of citations to papers, are often used directly or indirectly to evaluate the performance of researchers for hiring, promotion, and funding decisions [1-7]. For example, the US National Institutes of Health has developed an electronic Scientific Portfolio Assistant linked to publication metrics [8,9] (such as impact factor and number of citations) and is used by National Institutes of Health staff to “make close-call funding decisions on individual grants” [10]. Similarly, some Wellcome Trust panels have used impact factor and applicant citation data to make grant funding decisions [7]. Publication metrics are also used to evaluate research institutions [11-13] and assess the impact of biomedical research funding policies and programs [9,10,14-16].

Direct comparisons of researchers from different backgrounds and disciplines on publication metrics can be quite misleading [17-21]. This can be a challenge for medical informatics in that it is generally considered a multidisciplinary field [22-26].
example, one analysis of the US National Library of Medicine’s Medical Subject Headings (MeSH) that were used for medical informatics articles identified clusters indexed by terms related to the science and art of medicine, molecular genetics, statistical analysis, immunology, and biochemical communications [25]. A citation analysis of medical informatics articles found that work in general medicine journals was often cited [22].

The comparability problem is demonstrated in Table 1, which shows the average number of citations per paper over a 10-year period for a variety of disciplines [18]. There is an almost 10-fold difference in the average number of citations per paper between 1995 and 2005 by discipline [18].

<table>
<thead>
<tr>
<th>Discipline</th>
<th>Average citations per paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical medicine</td>
<td>10.58</td>
</tr>
<tr>
<td>Computer science</td>
<td>2.49</td>
</tr>
<tr>
<td>Economics and business</td>
<td>4.17</td>
</tr>
<tr>
<td>Engineering</td>
<td>3.17</td>
</tr>
<tr>
<td>Mathematics</td>
<td>2.66</td>
</tr>
<tr>
<td>Molecular biology and genetics</td>
<td>24.57</td>
</tr>
<tr>
<td>Neuroscience and behavior</td>
<td>16.41</td>
</tr>
<tr>
<td>Pharmacology and toxicology</td>
<td>9.4</td>
</tr>
<tr>
<td>Psychiatry and psychology</td>
<td>8.24</td>
</tr>
<tr>
<td>Social sciences, general</td>
<td>3.46</td>
</tr>
</tbody>
</table>

**Table 1.** Average number of citations per paper between 1995 and 2005 by discipline [18].

The **h-Index**

One of the more-commonly used metrics to evaluate the publication performance of researchers is the h-index [27]. This was first proposed and defined by Hirsch in 2005 as follows: “A scientist has an index h if h of his or her Np papers have at least h citations each and the other (Np – h) papers have ≤h citations each” [27]. Hirsh designed the h-index to avoid the problems of other common bibliometrics, such as the total number of papers, total number of citations, number of citations per paper, number of significant papers with >y citations (y is determined by the evaluator), and number of citations to each of the q most-cited papers (q is determined by the evaluator). The h-index measures the impact of an individual’s output rather than the volume, controls for the effect of a small number of highly cited papers, rewards consistent output, and is less arbitrary than measures for number of significant papers or number of citations to the q most-cited papers [27]. Its ease of use is also a benefit, as it is a single number that is simple to calculate using readily available databases that provide citation counts. Another advantage is that the h-index has been shown to predict the impact a researcher will make in the future. In a 2007 study by Hirsh, the predictive power of h was compared with that of 3 other bibliometrics: total number of papers, total number of citations, and mean number of citations per paper [28]. It was found that authors’ h-index scores after the first 12 years of publication were best able to predict performance in the subsequent 12-year period, as well as cumulative achievement over the entire 24-year period. A high correlation has also been found between an individual’s h-index and his or her receipt of academic awards, appointments, and funding [17,29]. A person’s h-index has also been found to be relatively unaffected by normal citation record errors—a 2010 review reported that h-scores before and after the correction of errors remained stable [29]. Many variations of and alternatives to the h-index have been proposed since 2005 [17,29-31], for example, to give more weight to highly cited papers [30], incorporating the variables of total number and age of citations [29] and allowing comparability across disciplines [31].

However, many of the subsequent variations proposed have been shown to be highly correlated with the h-index, and hence do not provide much additional information [32], and each variation increases the complexity and computational difficulty of the metric. As noted in a recent review, “many h-index variations, although being designed to overcome some of its supposed limitations, do indeed correlate quite heavily. This fact has made some researchers think that there is probably no need to introduce more h-index variations if it is not possible to prove that they are not redundant in real examples” [17]. Aided by the inclusion of automated h-index calculators in popular interdisciplinary databases, use of the h-index continues to grow [17].

A more-detailed critical review of the h-index and its measurement is provided in Multimedia Appendix 1.
Uses and Interpretation of the h-Index

In the basic, natural, and applied sciences, there has been a trend toward objective performance evaluations of researchers for hiring, promotion, and funding decisions using bibliometrics, including the h-index [1-6]. In the health sciences, individuals, departments, and institutions have been compared using their h-index scores [21,33-39]. The h-index has also been used in medical informatics to evaluate the quality of panel sessions at the annual American Medical Informatics Association symposium [40] and to evaluate the national influence of medical informatics research [41].

Traditionally, subjective peer evaluations have been used as the main method to evaluate researcher performance. There is evidence that the h-index scores correlate well with peer assessments [42-45]. However, a case can be made for using the h-index to inform the peer-review decision-making process, which can arguably enhance interviewer reliability (see [46]).

Proper interpretation of publication metrics requires a robust reference standard [47], and there is none for the h-index in the area of medical informatics. Given the relative advantages of the h-index as an objective measure of scientific output, such a standard is needed for the h-index to be used effectively. A defensible standard to interpret the h-index can help accelerate its adoption in medical informatics and allow objective, repeatable, and fair evaluations and comparisons of researchers.

In the past, different types of reference standards for the h-index have been constructed in other disciplines. Examples include using the mean for multiple scientific disciplines [18], by rank of radiology academics [33], by rank of neurosurgery academics [21], by comparison with chairs of medical departments in US medical schools [34], as a median for academic anesthesiologists [38,39], by rank of academic anesthesiologists [37], and by rank for academic urologists [48].

Because citation and publication distributions are known to be heavily skewed [49,50], reference standards based on percentiles have been recommended [51]. In this study we developed 2 percentile-based benchmarks for interpreting the value of the h-index for researchers who publish in medical informatics journals and validated the benchmarks using an independent measure of performance.

Methods

Our objective was to develop appropriate h-index benchmarks for researchers who publish in medical informatics journals.

Requirements for Benchmarks

We considered the following as requirements to maximize the utility of the benchmarks. We therefore used them to guide the methodological decisions made during their construction:

R1. The benchmarks should allow for the evaluation of researchers’ performance at multiple stages in their careers. This means that the benchmarks should have sufficient granularity and variation to reflect the performance of early career investigators as well as more-established researchers.

R2. The benchmarks need to be contemporary, reflecting the performance of researchers at this point of time rather than serving as a historical analytical tool.

R3. The benchmarks should reflect the performance of researchers who publish influential work rather than work that does not get cited often.

We describe below how we made the tradeoffs necessary to meet these requirements.

Author Sampling Frame

We intended the benchmarks to apply to individuals who are considered medical informatics researchers. One approach to identifying medical informatics researchers is to use a subset of prominent individuals in the field, such as American College of Medical Informatics (ACMI) fellows. This approach has an important disadvantage in that ACMI fellows are not necessarily representative of the rest of the medical informatics researchers and would therefore not meet requirement R1 above because (1) they have higher h-index values than other researchers, and (2) they constitute a very small fraction of all medical informatics researchers.

While constructing benchmarks based only on ACMI fellows would meet requirement R3, this group has higher h-index values and would not be a good representation of all medical informatics researchers. To confirm this, we compared the h-index values for fellows with those who were not fellows in a simple random sample of 430 authors from all authors in the top (by impact factor) 2 medical informatics journals as classified by Journal Citation Reports: the Journal of Medical Internet Research (JMIR) and the Journal of the American Medical Informatics Association (JAMIA), with 5-year impact factors of 4.98 and 3.94, respectively (according to the Web of Knowledge). Fellows had a mean h-index value of 16.5 versus 8.8 for the nonfellows. This difference was statistically significant (P < .05 for a 2-tailed t test, and P < .05 for a Mann-Whitney nonparametric test).

A very small proportion of authors in medical informatics journals are ACMI fellows. This is because there are only 338 fellows, they do not all publish in medical informatics journals, and many of the fellows are now retired or deceased and are no longer actively publishing. Table 2 shows the percentage of authors in some of the Journal Citation Reports medical informatics journals who were ACMI fellows during the period 2006-2011. The first number in the table is the maximum possible and assumes that all ACMI fellows publish in that journal. The second number is based on an exact match of the names of fellows and authors in the journal, and the third number is based on an approximate match of the names using the Jaro-Winkler string comparison distance [52] (with a cut-off of 0.9). The exact match rate is likely to have a higher false-negative rate and the latter, with the approximate matching, a higher false-positive rate. Therefore, the correct match rate is expected to be within these two values. Across all journals, the fellows account for 0.5%-0.68% (using exact and approximate matching, respectively) of all authors.
Table 2. Percentage of American College of Medical Informatics fellows who published in some of the Journal Citation Reports medical informatics journals over the period 2006–2011.

<table>
<thead>
<tr>
<th>Journal name</th>
<th>Maximum match (%)</th>
<th>Exact match (%)</th>
<th>Approximate match (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of the American Medical Informatics Association (JAMIA)</td>
<td>12.8</td>
<td>4.63</td>
<td>5.62</td>
</tr>
<tr>
<td>Journal of Medical Internet Research (JMIR)</td>
<td>23.5</td>
<td>0.9</td>
<td>1.32</td>
</tr>
<tr>
<td>IEEE Engineering in Medicine and Biology</td>
<td>37.3</td>
<td>0</td>
<td>0.22</td>
</tr>
<tr>
<td>Artificial Intelligence in Medicine</td>
<td>28.8</td>
<td>0.94</td>
<td>1.45</td>
</tr>
<tr>
<td>BMC Medical Informatics and Decision Making</td>
<td>21.5</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Computers, Informatics, Nursing</td>
<td>34.5</td>
<td>1.43</td>
<td>2.14</td>
</tr>
<tr>
<td>Computer Methods and Programs in Biomedicine</td>
<td>11.5</td>
<td>0.24</td>
<td>0.37</td>
</tr>
<tr>
<td>IEEE Transactions on Information Technology in Biomedicine</td>
<td>12.7</td>
<td>0.07</td>
<td>0.22</td>
</tr>
<tr>
<td>International Journal of Medical Informatics (UMI)</td>
<td>15.5</td>
<td>2.65</td>
<td>3.52</td>
</tr>
<tr>
<td>International Journal of Technology Assessment in Health Care</td>
<td>21.5</td>
<td>0.06</td>
<td>0.25</td>
</tr>
<tr>
<td>Journal of Biomedical Informatics (JBI)</td>
<td>16.9</td>
<td>3.4</td>
<td>4.35</td>
</tr>
<tr>
<td>Journal of Medical Systems</td>
<td>14.8</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>Medical &amp; Biological Engineering &amp; Computing</td>
<td>11.3</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>Medical Decision Making</td>
<td>21.4</td>
<td>0.63</td>
<td>1</td>
</tr>
<tr>
<td>Methods of Information in Medicine</td>
<td>18.7</td>
<td>0.33</td>
<td>2.77</td>
</tr>
<tr>
<td>Statistics in Medicine</td>
<td>8.1</td>
<td>0.17</td>
<td>0.38</td>
</tr>
<tr>
<td>Statistical Methods in Medical Research</td>
<td>45.3</td>
<td>0.13</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Another approach to constructing a sampling frame is to identify all authors who publish in medical informatics journals over a specified time period and consider them to be medical informatics researchers. Various approaches have been used in the literature to identify a core set of medical informatics journals, which we review below.

A bottom-up method uses index terms in article databases to identify journals [22,23,53,54]. For example, some studies used MeSH terms for medical informatics concepts. However, a recent analysis found that the journals that published the majority of papers classified in this way had central concepts outside of medical informatics and were “not typically identified as medical informatics-specific journals,” such as physics, imaging, and engineering journals [23]. Therefore, this approach would not have strong face validity and is unlikely to be intuitively convincing.

A variant of that approach is to identify the journals with the relatively most-cited articles that are indexed or classified under medical informatics concepts [22]. However, many of the journals with the most-cited articles were general medicine or general science journals, since these journals tend to have quite high average citations per article. A survey of ACMI fellows found that general medicine and general science journals ranked lower in terms of readership than did journals more typically associated with medical informatics [55]. Again, our benchmark would not pass the face validity test if it were based on publications that have a low readership among the most experienced members of the community.

Some authors subjectively decide on an initial set of medical informatics journals to study [24-26,55,56] or ask ACMIM fellows to rank or rate journals [55,57]. Others use existing classifications of journals, such as the Journal Citation Reports [58]. Sometimes multiple approaches are used [57]. The journals in which prominent members of the community publish have also been used as the core set of medical informatics journals, such as the most-cited ACMI fellows [58].

Our approach to identifying source journals for selecting medical informatics researchers was informed by the methods used in the literature. We selected the list of journals in the Journal Citation Reports in the medical informatics category. This is consistent with previous approaches [57,58]. We identified the top-2 ranked journals by impact factor at the time of writing: JMIR and JAMIA. If we had considered other definitions of “core medical informatics journals” [24,57], these 2 journals would still have had the highest impact factors among journals in those sets.

We considered all authors who published more than 1 article over the 2006–2011 period in any of the 17 journals in Table 2. Approximately 70%–77% (using exact and approximate matching, respectively) of these JMIR and JAMIA authors had also published at least one paper in one of the other 15 journals. While the choice of JMIR and JAMIA authors seemingly limited our analysis to those who published the articles that were most cited, in fact there is still significant community overlap with other journals.

By defining the sampling frame to consist of all authors in JMIR and JAMIA, plus the overlap in authorship with other journals,
we met requirement R1. Requirement R3 was also met because these 2 journals have the highest impact factors.

**Sampling Period**

We considered the h-index of authors who had published in the 5-year period 2006-2011 in these 2 journals: JMIR 2006;8(1) to 2011;13(2) and JAMIA 2006;13(1) to 2011;18(5). We chose the 5-year period because it is quite common for studies evaluating scholars, institutions, and programs to examine the previous 5 years’ data on publications [59-68], and previous studies assessing the structure of the medical informatics literature and community have often used 5-year intervals [26,58]. In addition, a longer period would likely include more researchers who may no longer be as active in the field, hence reducing the benchmarks’ representativeness of current researchers, and would therefore not meet requirement R2 above.

**Author Order**

In addition to constructing a benchmark based on all authors within the sampling frame and sampling period, we could construct benchmarks based on first authors only. However, there is a lack of consistency across disciplines in how authors are ordered. For example, in some cases authors are ordered alphabetically or by the extent of contribution. This makes it difficult to determine when a first-author benchmark should be used. Furthermore, there is evidence of a strong correlation between the h-index values based on being a first author and those ignoring author order [69]. We therefore constructed benchmarks ignoring author order.

**Benchmark Levels**

In general, a reference standard for publication metrics using percentiles has been recommended [70], and specifically one based on deciles [71]. We refer to a decile benchmark as PR10. A PR10 benchmark provides a 10-level scale based on deciles, where a level 10 means that a researcher is in the top 10% among his or her peers in terms of his or her h-index value, and a level 1 means that a researcher is in the bottom 10% among his or her peers. We deemed benchmarks with fewer levels, such as 5 levels based on quintiles, to be too coarse, as they would provide inadequate granularity to assess researchers’ publication output as they move through their career stages and would therefore not meet requirement R1.

Another evaluation scheme used in the Science and Engineering Indicators by the US National Science Foundation has only 6 percentile levels, which we refer to as PR6 [72]. PR6 focuses on authors with h-index values that are higher than the median and on benchmarking more-established researchers.

**Calculation of h-Index**

For our computation of the h-index we used Scopus. We manually checked the identity of all authors in Scopus by confirming their affiliation and comparing their listed publications with personal or academic websites. Scopus also uses specific algorithms [73] to combine all references from each author under a unique ID, which means that the time needed to manually match references to author names is reduced. Furthermore, Scopus has been shown to have a more-accurate automated calculator for the h-index (vs Web of Science) [74], to include more peer-reviewed conference proceedings than Web of Science [75] and to avoid the problems of duplicate records and false-positives associated with Google Scholar [74-76].

The h-index not only is computed from articles published in the 2 top medical informatics journals (JMIR and JAMIA) from which we sampled authors, but also covers all publications by these researchers in all journals and conferences that are indexed, going back to when indexing started. In the case of Scopus, indexing started from 1996. For example, if selected medical informatics researchers also published papers in general medicine journals in 2000, their h-index would include their publications in the general medicine journals from that year.

**Sample Size Calculation**

We manually computed the h-index for medical informatics researchers using Scopus; therefore, rather than computing it for all authors, we decided to estimate it from a random sample. To ensure we had a representative sample of the underlying population, we decided to use a strict quantitative definition of representativeness. This definition also provides insight into the confidence intervals we can expect, based on the uncertainty we chose in sampling, therefore estimating the true unknown distribution of the h-index. We will use the PR10 benchmark to describe the method.

Following Sobel and Huyett [77], we selected a random sample of authors based on a nonparametric definition of representativeness. Namely, our sample of authors should be simultaneously representative of the true unknown cumulative distribution $F$ of the h-index for deciles. That is, we divide the h-index into 10 pairwise disjoint subsets that we denote $C_{1},...,C_{10}$. These subsets are unknown but have probability under $F$ greater than zero, and in the case of equiprobable deciles are given by $F(C_{i}) = 0.10$, or $i = 1,...,10$ (where $F$ as used here is a probability measure).

For an observed cumulative sample distribution $F_{n}^{*}$ based on $n$ observations, we say that a sample is representative relative to the fixed disjoint subsets $C_{1},...,C_{10}$ to within the common allowance $\beta^{*}$ if we have $|F_{n}^{*}(C_{i}) - F(C_{i})| \leq \beta^{*}$ simultaneously for $i = 1,...,10$. The degree of representativeness of $F$ under this setup is subsequently defined as $d^{*} = 1 - 10\beta^{*}$ for deciles. In particular, we consider a common allowance $\beta^{*} = 0.05/2 = 0.025$, as it is a standard threshold used in 1-sided definitions, resulting in a degree of representativeness of $d^{*} = 0.75$ for deciles.

Next we choose a probability $P^{*}$ that the sample will at least have the degree of representativeness of $F$ that we selected. That is, $P(|F_{n}^{*}(C_{i}) - F(C_{i})| \leq \beta^{*}$ for all $i = 1,...,10) \geq P^{*}$, where we seek the sample size $n$ needed to satisfy this equation. Note that larger sample sizes may not satisfy the inequality, and it is therefore necessary to treat this as an approximation only. For the sample sizes we consider, however, the duplicates in the original author list should decrease the author count such that...
the sample is inflated enough to meet the probability threshold we desire.

Determining the sample size \( n \) involves using a multinomial distribution for an infinite population and a hypergeometric distribution for a finite population. Sobel and Huyett [77] provide tables that give the sample size required under a variety of circumstances. Note that for a fixed number of pairwise disjoint subsets \( C_i \) and fixed allowance \( \beta^* \), the greater the probability \( P^* \), the greater the required sample size. Let \( N \) be the population size, \( n_\infty \) the sample size for an infinite population, and \( n_N \) the sample size for a finite population. Then, given \( n_\infty \) from the tables, the required sample size can be adjusted using the approximation

\[
n_\infty \approx n_N \left( \frac{N - 1}{N - n_N} \right)
\]

We identified \( N = 3220 \) total authors (regardless of position in the author list) and chose a probability of simultaneous representativeness \( P^* = .75 \) for deciles \((\beta^* = 0.025, d^* = 0.75)\), resulting in a minimum sample size of \( n_{3220} = 430 \) (where \( n_\infty = 500 \) for an infinite population).

**Sample of Authors**

We extracted article names, author names, and journal edition for JMIR and JAMIA over the 5 years of journal issues. We drew a simple random sample of 430 from the 3220 authors regardless of position in the author list, excluding correspondences or letters, editorials, errata, highlights, and articles without a designated author.

**Results**

The distribution of \( h \)-index values from our sample is shown in Figure 1. We fitted a kernel density estimate with a normal kernel function and a bandwidth that minimizes the approximate mean integrated square error between the density estimator and the true density. As can be seen, the distributions have a long tail. This means that the maximum \( h \)-index value will be significantly larger than the 90th percentile value (level 10 in PR10) and the 99th percentile in PR6. For example, the highest value for an author in our sample was 74, but the point estimate of the 90th percentile for our benchmarks was approximately 23. Therefore, authors with values significantly larger than the 90th percentile were all in the top 10% of medical informatics researchers. Since percentiles are a ranking, the actual \( h \)-index value for a level-10 author can be much higher than the 90th percentile value.

Percentile estimates of the \( h \)-index of authors who published in JAMIA or JMIR over the 5 years we examined are given in Table 3. Confidence intervals were calculated using the Woodruff method, which inverts the confidence intervals for the estimated distribution function (first proposed Woodruff [78] and further justified by Francisco and Fuller [79], Dorfman and Valliant [80], Sitter and Wu [81] and Chatterjee [82]).

We will consider an example to illustrate how to interpret Table 3. A medical informatics researcher with an \( h \)-index of 21 could be said to be in the 90th percentile of his or her peers in medical informatics, since that value falls right within the confidence interval. Any \( h \)-index value as high as 25 would still be in the 90th percentile. A researcher with a value in the range 17–20 is above the 80th percentile (since 17 is larger than the upper confidence limit for the 80th percentile), but not at the 90th percentile. To move beyond the 90th percentile, that researcher would need an \( h \)-index value of 26 or higher.

Table 4 provides the \( h \)-index benchmark values that would indicate statistically significant values for each of the levels. These can be used to directly determine the level of researchers based on their \( h \)-index values.

<table>
<thead>
<tr>
<th>PR6(^a)</th>
<th>Percentile</th>
<th>Estimate</th>
<th>95% CI</th>
<th>PR10(^b)</th>
<th>Percentile</th>
<th>Estimate</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;50%</td>
<td></td>
<td></td>
<td>&lt;10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>4.9</td>
<td>4.2–5.6</td>
<td>10%</td>
<td>0.6</td>
<td>0.5–0.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>12.6</td>
<td>10.9–14.3</td>
<td>20%</td>
<td>1.4</td>
<td>1.1–1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>22.9</td>
<td>20.2–25.6</td>
<td>30%</td>
<td>2.3</td>
<td>1.9–2.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>28.9</td>
<td>26–31.7</td>
<td>40%</td>
<td>3.4</td>
<td>2.9–3.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>48.5</td>
<td>32.2–64.9</td>
<td>50%</td>
<td>4.9</td>
<td>4.2–5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>60%</td>
<td>7.5</td>
<td>6.3–8.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70%</td>
<td>10.8</td>
<td>9.3–12.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80%</td>
<td>14.8</td>
<td>13.1–16.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>90%</td>
<td>22.9</td>
<td>20.2–25.6</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) 6 Percentile-level benchmark.  
\(^b\) Decile benchmark.  
\(^c\) Confidence interval.
Table 4. \(h\)-Index benchmarks for authors published in the *Journal of the American Medical Informatics Association* (JAMIA) or *Journal of Medical Internet Research* (JMIR) over the 5-year period 2006–2011.

<table>
<thead>
<tr>
<th>Level</th>
<th>Benchmark</th>
<th>PR6(^a)</th>
<th>PR10(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6–14</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15–25</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>26–31</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>32–64</td>
<td>4–5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>≥65</td>
<td>6–8</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>9–12</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>13–16</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>17–25</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>≥26</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) 6 Percentile-level benchmark.
\(^b\) Decile benchmark.

To explain how Table 4 was constructed, we take as an example the 50th percentile. Here the upper confidence limit is 5.6. Keeping in mind that \(h\)-index values can only be integers, any \(h\)-index value that is 5 or less will be in the lower 50% of all authors. Similarly, if we take the 75th percentile in PR6, any \(h\)-index value that is 14 or less will be in the bottom 75% of all authors. Consequently, any value that is higher than 5 and equal to or less than 14 will be in the percentile range greater than 50% and less than or equal to 75% (in the third quartile). This is the 6–14 range shown in Table 4.

Figure 1. Distribution of \(h\)-index values from a sample of 430 authors.


**Discussion**

**Summary**

The objective of this study was to construct empirical benchmarks for interpreting the $h$-index for medical informatics researchers. We had specified three requirements to ensure the utility of the benchmarks to a large segment of the community: (1) they allow the tracking of career progress for researchers, (2) the benchmarks should be contemporary, reflecting current work in the field, and (3) the benchmarks should be based on researchers doing work that is cited often. The values we computed represent all publications by authors going back to 1996.

The benchmarks allow for the evaluation of researchers relative to their peers. These peers come from a mix of other disciplines, but they do represent the contemporary medical informatics researcher community.

More precisely, we have provided 2 empirical benchmarks that are slightly different. The first, PR6, uses a National Science Foundation scheme that has 6 percentile levels, and the second, PR10, is a broader 10-level benchmark based on deciles. The PR10 benchmark allows for the evaluation of performance of researchers at early and late stages of their careers. The PR6 benchmark is focused on the top half of performers.

**Validation**

To validate the benchmarks, we examined the relationship between the $h$-index and some independent measure or ranking of researcher performance. One option was to rank scientists based on the number of recognitions and awards they have received (eg, the Nobel Prize) and the number of degrees they have received, and then determine whether our benchmarks reflect that ordering [83]. A proxy for achievements of researchers is their academic faculty rank.

We examined whether our benchmarks track the mean $h$-index value of medical informatics faculty in the United States. Several studies have used the mean (or median) $h$-index of faculty ranks to characterize performance levels within a discipline [21,33,34,37-39,48].

We identified medical informatics departments in the United States using the list of medical informatics departments funded by the National Library of Medicine under the University-based Biomedical Informatics Research Training Programs [84], augmented with medical informatics departments listed in the Open Directory Project [85]. For each department we manually identified all faculty at any of the three ranks listed on their websites: assistant professor, associate professor, and full professor, for a total of 463 individuals. We then selected using simple random sampling 50 from each rank and computed their mean $h$-index and the confidence interval for the mean. The results are shown in Figure 2. There is greater variation in performance as the rank increases.

Given that the confidence intervals for the three ranks do not overlap, the differences in the mean $h$-index are statistically significant. Furthermore, our PR10 benchmark levels track the mean values by faculty rank well as seen in Table 5. This provides validation that the PR10 benchmark can be a useful tool for assessing the scientific performance of medical informatics faculty. For example, full professors in level 10 (top decile) on our PR10 benchmark would be above the average for US medical informatics faculty. On the other hand, a researcher with an $h$-index of 4 would be on level 5 of the PR10 benchmark and would therefore be below the mean for an assistant professor. However, such a level could be considered an acceptable target for someone completing a postdoctoral fellowship, for instance.

These results also indicate that the PR6 benchmark does not track medical informatics faculty rank very well, since both associate and full professors would be within the same level. This is due to PR6 making finer distinctions at the top end of the distribution and coarser distinctions otherwise. This results in multiple faculty ranks grouped into the same performance level. Therefore, one can argue that for practical purposes the PR10 benchmark is a more-useful tool for assessing and tracking performance of medical informatics academic faculty.

**Table 5.** Benchmark levels based on the mean $h$-index for the three US medical informatics academic faculty ranks.

<table>
<thead>
<tr>
<th>Rank of faculty in US medical informatics departments</th>
<th>PR6 level&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PR10 level&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assistant professor</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Associate professor</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Full professor</td>
<td>3</td>
<td>9</td>
</tr>
</tbody>
</table>

<sup>a</sup> 6 Percentile-level benchmark.

<sup>b</sup> Decile benchmark.
Interpretation and Use of the Benchmarks

Although medical informatics researchers come from multiple disciplines, the PR10 benchmark applies to the subset of individuals from these disparate disciplines who do medical informatics research. If the vast majority of medical informatics researchers were basic scientists, for example, then the benchmark would tilt more toward the performance of basic scientists. Similarly, if the vast majority of medical informatics researchers were computer scientists, then the benchmark would tilt toward the publication performance of that community.

The benchmark would be meaningful only for researchers whose area of research is clearly medical informatics. For example, a clinical researcher may have a high ranking on PR10, but this would not be relevant unless that individual has medical informatics as a primary area of work.

We suggest three scenarios where the PR10 benchmark can be useful. Researchers at early stages of their careers would be expected to be at the lower levels on the benchmark and to progress to higher levels over time. Therefore, the benchmark can be used as a yardstick to track performance over time. For research leaders, administrators, or funding agencies evaluating researchers at the same career stage competing for positions, funding, or promotions, the PR10 benchmark can be used to assess their relative standing in terms of scientific output. For instance, researchers with scores of 6 and 7 are in the same decile and may be considered equal on the $h$-index metric. Finally, the PR10 benchmark can be used to set objective gates (see Table 5), such as for hiring or promotion decisions.

In practice, the PR10 benchmark could replace or augment metrics such as the number of published papers or number of citations when assessing performance. It should not be used as the sole method for evaluating the publication performance of medical informatics researchers, but can serve as another useful input for such an evaluation. Furthermore, the PR10 benchmark would need to be updated on a regular basis to ensure that it reflects contemporary performance levels in the field.

Limitations

An underlying assumption of our method is that medical informatics researchers will at some point publish in medical informatics journals (they only need to publish once in a top medical informatics journal to be in our sampling frame). For example, an author who has published medical informatics papers only in general medicine or general science journals, or who has published in conferences only but never in a top medical informatics journal, would not be in our sampling frame. Such an individual, however, would also likely not be considered to have medical informatics as a primary area of his or her research.

Our results are limited by the journals we selected from which to sample researchers. It is possible that a different set of
journals would have produced different values for the benchmarks because they would have included a different group of researchers. However, we have argued that our choice of journals balances representativeness of the community and covers authors who publish influential work in the field. While we used Scopus to compute our benchmark, one can argue that the use of another tool, such as Web of Science, may have produced different results. For example, Scopus indexes publications only since 1996. This would not account for citations to earlier research articles. On the other hand, medical informatics is a recent discipline, with JAMIA starting publication in 1994 and JMIR in 1999. Furthermore, there is evidence that Web of Science and Scopus produce very similar citation counts [86], which would also mean very similar $h$-index values.
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Abstract

Background: mHealth is enjoying considerable interest and private investment in the United States. A small but growing body of evidence indicates some promise in supporting healthy behavior change and self-management of long-term conditions. The unique benefits mobile phones bring to health initiatives, such as direct access to health information regardless of time or location, may create specific issues for the implementation of such initiatives. Other issues may be shared with general health information technology developments.

Objective: To determine the important issues facing the implementation of mHealth from the perspective of those within the US health system and those working in mHealth in the United States.

Methods: Semistructured interviews were conducted with 27 key informants from across the health and mHealth sectors in the United States. Interviewees were approached directly following an environmental scan of mHealth in the United States or recommendation by those working in mHealth.

Results: The most common issues were privacy and data security, funding, a lack of good examples of the efficacy and cost-effectiveness of mHealth in practice, and the need for more high-quality research. The issues are outlined and categorized according to the environment within which they predominantly occur: policy and regulatory environments; the wireless industry; the health system; existing mHealth practice; and research.

Conclusions: Many of these issues could be addressed by making the most of the current US health reform environment, developing a strategic and coordinated approach, and seeking to improve mHealth practice.

(Keywords: Cellular phone; mobile health; mobile phone)

Introduction

mHealth has been most succinctly defined as health-related services delivered via mobile communications devices [1]. While this definition is broad in scope, some feel it may not be particularly helpful to define mHealth as a separate entity because it may lead to logistic or regulatory limits being imposed that could stifle innovative integration into the system. Holt has used the term unplatforms to recognize the fact that people already use a multitude of devices and channels that will continue to evolve and develop [2]. Definitions aside, there appears to be value in delivering health-related information and interventions, and improving access to health services via devices that are personal, intelligent, connected, and always with people [3]. Such delivery channels may enable real-time health advice, prompts, monitoring, feedback, personalized support, and interventions that were not easily provided prior to the almost ubiquitous uptake of mobile phones.

A small but growing body of evidence supports the use of mobile phones in health interventions. These include the use of mobile phones for smoking cessation [4-6], other behavior change programs such as weight management [7-9], and self-management of long-term conditions such as diabetes [10-14]. Text messaging is being used to provide reminders for
health care appointments [15,16] and to improve the efficiency of health systems [17]. Text messages are also being used to improve medication adherence [18-22] and to provide health information [23,24]. However, there is relatively little research published on the effectiveness of downloadable applications (apps) or software for mobile phones with computer operating systems (smartphones) [25,26].

In the United States approximately 83% of the population uses mobile phones and 73% of them use text messaging [27]. African Americans and English-speaking Hispanics are more likely than white Americans to use text messaging (76% and 83% vs 70%, respectively), to access the Internet via mobile (56% and 51% vs 39%), to download an app (36% and 36% vs 28%), and to engage in social networking via mobile (39% and 35% vs 25%) [27]. In the past few years, smartphones have become increasingly popular, to the extent that over 35% of US mobile phone users now have a smartphone [27]. In another survey, 17% of cell phone users had used their phones to look for health information online, and 9% had a smartphone app to help them track or monitor their health. However, of those who had any apps on their phone (35% of US adults), only one-quarter said they actually used them [28].

The unique feature of all mobile phones—portable persistent connectivity—brings opportunities for health services but also creates some unique issues facing the implementation of mHealth initiatives. While mHealth is in an early stage of expansion with much hype, private investment (estimated to be more than US $500 million in 2011 [29]), and federal government interest [30], it may be timely to consider a strategic approach to these issues.

This paper summarizes some of the key issues facing the implementation of mHealth in the United States based on findings from interviews with people across the health and mHealth sectors. Opportunities to address these issues are then outlined from the author’s perspective.

Methods

Initial discussions were held by the author, as a 2010/11 Commonwealth Fund Harkness Fellow in Healthcare Policy and Practice, with people in the federal health services and the private mHealth sector. These discussions informed the development of important themes to be covered in the interviews. The themes were the priority and value of mHealth, potential benefits to underserved populations, issues and barriers to mHealth implementation, and issues around mHealth research. These initial discussions, along with an environmental scan, also provided a master list of possible interviewees. This was added to by asking each interviewee for recommendations of other potential key informants. The final master list consisted of approximately 76 individuals. It was decided to initially focus on representatives from several areas: relevant Department of Health and Human Services agencies; integrated health systems; people involved in delivering mHealth services; and academics working in mHealth. Potential interviewees were approached by the researcher directly by email or via email introductions from others. A small number did not respond at all (n = 7), but none of those who responded refused an interview. Some potential interviewees who agreed were never able to complete an interview (n = 6), some encounters became informal discussions instead of interviews (n = 5), and more potential interviewees were never contacted due to time constraints and reaching data saturation (n = 31).

Semistructured interviews were conducted by phone or in person between September 2010 and July 2011. Some themes and questions were prespecified (as above), but other topics were allowed to arise during the interviews. The interviews were recorded and transcribed, and a general thematic analysis was undertaken by the author. This analysis involved identifying all discussions on the prespecified themes and other themes raised by the interviewees. The analysis was followed by coding and categorizing discussions into subthemes. Responses to some prespecified questions were analyzed quantitatively where possible. A report on the findings of the interviews detailed by theme and subthemes was provided to interviewees for comment, and some amendments were made based on their feedback. The author developed the categorization of issues as presented in this paper, and the discussion on opportunities to address these issues.

Results

A total of 27 key informants participated in semistructured interviews. The interviewees were people interested in mHealth from various federal agencies (n = 10), those from integrated health systems (n = 3), academics working in this area (n = 6), and people working in mHealth companies (n = 4), wireless networks (n = 2), and organizations that sponsor mHealth initiatives or research (n = 2).

The Key Issues in mHealth Implementation

Key issues arising from the informant interviews have been divided into five areas covering the wider health and wireless environment within which mHealth is implemented: the policy and regulatory environment, the wireless network environment, the health system environment, mHealth in current practice, and mHealth research (see Table 1). Not all of these issues are specific to mHealth, and some are most likely specific to the United States.
Table 1. Issues facing the implementation of mHealth raised by key informants.

<table>
<thead>
<tr>
<th>Area</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy and regulatory</td>
<td>Privacy and data security</td>
</tr>
<tr>
<td></td>
<td>FDA&lt;sup&gt;a&lt;/sup&gt; regulation of mHealth initiatives as medical devices</td>
</tr>
<tr>
<td></td>
<td>Medical practice across states or countries and with respect to clinical practice roles (eg, prescribing regulations)</td>
</tr>
<tr>
<td></td>
<td>Bandwidth or spectrum availability</td>
</tr>
<tr>
<td>Wireless networks</td>
<td>Compatibility across multiple networks</td>
</tr>
<tr>
<td></td>
<td>Compatibility across multiple platforms and proprietary systems</td>
</tr>
<tr>
<td></td>
<td>Cost to the public or end user</td>
</tr>
<tr>
<td></td>
<td>Coverage in remote areas</td>
</tr>
<tr>
<td>Health system</td>
<td>Lack of examples of sustainable business models</td>
</tr>
<tr>
<td></td>
<td>Lack of reimbursement</td>
</tr>
<tr>
<td></td>
<td>Lack of understanding of value mHealth may provide</td>
</tr>
<tr>
<td></td>
<td>Clinical roles accountability and integration into clinical practice</td>
</tr>
<tr>
<td></td>
<td>Integration into electronic health records and health information systems</td>
</tr>
<tr>
<td></td>
<td>Competing health information technology priorities and broader opportunity cost</td>
</tr>
<tr>
<td>mHealth practice</td>
<td>Lack of knowledge of how to do it well</td>
</tr>
<tr>
<td></td>
<td>Wrong focus on the technology or on advantaged populations (those who don’t need it)</td>
</tr>
<tr>
<td></td>
<td>Governance in mHealth</td>
</tr>
<tr>
<td></td>
<td>Publicly available applications not evaluated and without basis in theory or evidence</td>
</tr>
<tr>
<td></td>
<td>Stand-alone or siloed initiatives due to existing platforms or proprietary systems</td>
</tr>
<tr>
<td>Research</td>
<td>Need for more high-quality research</td>
</tr>
<tr>
<td></td>
<td>Need to demonstrate efficacy and cost effectiveness</td>
</tr>
<tr>
<td></td>
<td>Mismatch in pace and flexibility between research and technology development</td>
</tr>
<tr>
<td></td>
<td>Measurement of reach or access for the underserved</td>
</tr>
</tbody>
</table>

<sup>a</sup> US Food and Drug Administration.

**Policy and Regulatory Environment**

The issues of privacy and health data security were discussed with all informants. Opinions varied, with some informants considering privacy of personal health information via mobile to be a major issue requiring high-level guidance and widespread discussion before the field can move ahead. A smaller number of informants focused on the potential for straightforward, technologically based security solutions to solve many of the privacy and security issues. The role of the Health Insurance Portability and Accountability Act’s (HIPAA) Privacy, Security and Breach Notification rules was mentioned by most informants (the Act that aims to ensure health plans, health care clearinghouses, and health care providers and their business associates take “reasonable measures” to prevent any uses or disclosures of protected health information that are not permitted or consented to by the individuals). There are some unique aspects of mHealth relating to the Act that have been discussed elsewhere [31]. A further point raised by a small number of informants was the unique position of the wireless networks’ involvement in handling data. Networks have indicated that “reasonable measures” to prevent any uses or disclosures of protected health information are not permitted or consented to by the individuals). There are some unique aspects of mHealth relating to the Act that have been discussed elsewhere [31]. A further point raised by a small number of informants was the unique position of the wireless networks’ involvement in handling data. Networks have indicated that they are working on technological security solutions.

Another issue raised by the majority of informants was the regulation of mHealth tools and programs as medical devices. Some accepted that regulation is appropriate (and some mHealth developers have proactively sought and received regulatory approval), although some informants expressed concerns, particularly around definitions of what should and what should not require regulation. The US Food and Drug Administration’s draft guidance on this topic was made public after most of these interviews had been completed. This guidance indicates that general health and wellness applications are unlikely to be regulated; nor are applications “not intended for curing, treating, seeking treatment for mitigating, or diagnosing a specific disease, disorder, patient state, or any specific, identifiable health condition” [32]. As the field moves toward more comprehensive and integrated solutions that include mHealth, exactly where the line will be drawn may be less than obvious [33]. Some also expressed a concern that the ongoing iterations and improvements common in this type of agile technology development should not necessitate frequent updates to regulatory approval.

**Wireless Network Environment**

Issues raised in this category mainly came from interviewees involved in implementing mHealth initiatives in a variety of contexts. They commented on the large number of wireless networks in the United States, which can make establishing relationships and interfaces for comprehensive implementation difficult. One example of how this can successfully work was raised by several informants. CTIA–The Wireless Association, a nonprofit member organization that represents the industry, was involved in establishing industry-wide support for the national text4baby service, thereby ensuring that health
information text messages for pregnant women and new mothers are available and free of charge regardless of network.

Informants involved in implementing mHealth initiatives discussed the fact that individuals are charged for receiving text messages as an issue. The cost of mHealth services to the public is of particular concern to those working with socioeconomically disadvantaged populations. The cost of mHealth was linked to the wider issue of the use of mHealth initiatives to reach underserved populations, which was uniformly recognized as a potential benefit due to the high levels of mobile phone ownership and use of text messaging in ethnic minority and low socioeconomic populations in the United States [27,34]. However there is, as yet, little published evidence that mHealth has actually improved access to health information or services by those who were not otherwise receiving the service. Some informants also mentioned that a focus on effectively using the ubiquitous aspects of mobile technologies (such as text messaging) for wider reach into populations that need it most contradicts a more popular emphasis on high-tech developments. A small number of informants felt there may be other issues around the use of mobile technologies by disadvantaged populations (for example, around language, culture, or network coverage) that can also affect the ability of mHealth initiatives to reach those in need [35].

Some informants mentioned a barrier to the development of more widely available and more comprehensive solutions arising from proprietary systems and multiple platforms. This is a phenomenon previously seen in other areas of information technology development [36].

Health System Environment

The predominant fee-for-service reimbursement structure of the US health care system is seen by almost all informants as less than ideal for the implementation of mHealth. Indeed, many mHealth initiatives aim to reduce in-person reimbursable visits for hospitals, clinics, and providers [6,19,25]. This is obviously a wider issue involving other forms of digital health, telehealth services, and preventive services.

The issue of funding was often linked in informant discussions to a stated lack of understanding of the potential of mHealth to contribute to the health system by funders, managers, and decision makers. This understanding was said to be slow to evolve, and some felt this to be due to a lack of good cost-effectiveness evidence to inform decisions.

Some informants did raise the current lack of demonstrably sustainable mHealth business models in the system. Suggested possible funders of mHealth initiatives were employers, health insurers, individuals, and the federal government. Specific examples discussed were recent private investments in mHealth start-up companies and the national-level public–private partnership behind the text4baby program. However, several interviewees mentioned that more urgent priorities within the health system are monopolizing focus and resources, particularly around the implementation of electronic health records (EHR) systems. Integration issues with EHR systems were also seen as a barrier for those working in the field.

A small number of informants discussed the need for a strategic framework and governance of the implementation of mHealth. This was particularly in the context of issues such as interoperability and standardization, but also with respect to changes in the way health care is delivered. For example, if mHealth becomes a catalyst in moving the locus of control or responsibility for health (and health information) toward patients, then existing governance systems may need to change accordingly. In a similar vein, clinicians’ concerns about mHealth were mentioned by a small number of informants. This was not around adoption of mobile technology per se (doctors are disproportionately high adopters [37]), but more around their roles and accountabilities in this new model of delivery. The examples discussed included responding to direct messages from patients (in various formats) and to real-time, continuous, remote monitoring data, where there are no existing protocols for interpreting this intensity of data. This was expressed as a desire of clinicians to see mHealth implementation being well thought through and any potential adverse consequences addressed in advance.

Current mHealth Practice

Several informants raised the concern that many mHealth applications available in practice may not be effective, engaging, usable, or meeting the needs of users. Few applications have been evaluated, and those that have often involve complex interventions where the components or mechanisms have not been examined. Many felt that not a lot is known as yet about what aspects of mHealth work, for whom, and why. Few published health interventions delivered via mobile technologies discuss a theoretical basis or evaluate theoretical components hypothesized to be important in the intervention [38]. It was stated that there is much hype and lots of players all “doing their own thing.” Some informants felt that some mHealth developers may have a bias toward developing programs for people like themselves using the technologies they like, rather than starting with the problem and working with end users to develop the most useful and usable solution. Some pointed to statistics in the media showing that many smartphone applications are downloaded but not used. More recently, reviews have found poor quality in terms of accuracy, usability, consistency with national practice guidelines, and effective practices [26,27,39,40].

mHealth Research

When key informants were asked about mHealth research, many rated the state of the evidence as early or weak and identified various areas as being in need of more high-quality research. Most felt that there is sufficient proof that mHealth is worth pursuing, although more solid evidence is required in terms of cost effectiveness and in determining what works. Some felt quite strongly that there should be no need to wait for randomized controlled trials to provide evidence on the effectiveness of every aspect of mHealth before any progress can be made. Two examples given were (1) where there is no access or very limited access to a health service and we can extend access to that service via mHealth with very little possibility of harm, and (2) where mobile delivery can be seen as the natural extension of what we already do, such as in health
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Many talked of the obvious mismatch in pace and flexibility between traditional health research methods and rapid technological development. This mismatch was compared with the way research and development are often undertaken concurrently and iteratively in the academic engineering and computer science fields and in commercial development. Since the time of the interviews, the issue of alternative methodologies, appropriate comparators, and standard measures in mHealth has been under review by research and funding agencies in the United States [41,42].

**Opportunities to Address the Issues**

Some interviewees did discuss their thoughts on how these issues should be addressed, although these discussions were not included in every interview. During the analysis of the discussions, the author developed a list of potential opportunities to address the issues in each category (Table 2). These opportunities are summarized in three main areas below.

### Health Reform Opportunities

The US health reform environment includes a focus on investment in health information technology and consideration of alternative models of payment and health care provision. This environment creates opportunities to demonstrate the value of mHealth and to ensure that future capabilities are integrated into health information technology systems. For example, the Center for Medicare & Medicaid Innovation “has the resources and flexibility to rapidly test innovative care and payment models and encourage widespread adoption of practices that deliver better health care at lower cost” [43]. Their process is to solicit ideas for new payment and service delivery models, select the most promising models, test and evaluate them, and then spread the successful models. mHealth seems an appropriate means to support their stated priority areas, including bundled payments for patient care, seamless coordinated care, and community and population health models to keep people healthy.

A total of 17 beacon communities, identified as those that have already adopted EHR systems and health information exchange, have been awarded extra funding via the Health Information Technology for Economic and Clinical Health (HITECH) Act to demonstrate the transformative ability of health information technology with respect to quality, cost efficiency, and population health [44]. These communities already include engaged and connected health services, clinicians, and community health workers who have agreed to implement combinations of innovative interventions, to measure their performance, and to share their learnings [45]. These enthusiasts could be encouraged to develop and evaluate mHealth initiatives that make sense for their local health improvement goals, thus helping to demonstrate the efficacy of such initiatives in practice.

Hundreds of EHR system vendors have had an even greater number of products certified by the Office of the National Coordinator for Health Information Technology [46]. This competitive environment could be used to push for the integration of mobile functionality as a point of difference in the number of products certified by the Office of the National Coordinator for Health Information Technology; beacon community projects and evaluation.

### Federal-Level Guidance

A degree of national-level guidance may be warranted, particularly in terms of coordinating a strategic approach to some of the wider issues. This guidance could include coordinating efforts across the wireless and mHealth-related industries and the health sector around topics such as developing common standards and interfaces to allow interoperability; considering privacy and data security solutions; and discussing coordination of wireless industry and health sector; collaboration with end users to develop solutions to their problems; consideration of open architecture or standardized interfaces; industry coordination and collaboration for mHealth; use of opportunities of current health reform investment (eg, CMMI demonstration projects; competition in electronic health records industry; beacon community projects and evaluation); collaborations and shared learning for iteration and improvement, integration of public data, and integration into health systems; consideration of open source & other methods to reduce barriers to more comprehensive integrated initiatives; consideration of alternative research methods to increase pace and retain rigor, including careful consideration of comparators; inclusion of measures of increased access; publication of formative research & evaluations of existing interventions.

### Opportunities to Address the Issues

<table>
<thead>
<tr>
<th>Area</th>
<th>Opportunities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy and regulatory</td>
<td>Federal-level guidance</td>
</tr>
<tr>
<td></td>
<td>Coordination of wireless industry and health sector</td>
</tr>
<tr>
<td>Wireless networks</td>
<td>Shared standards for interoperability</td>
</tr>
<tr>
<td></td>
<td>Consideration of open architecture or standardized interfaces</td>
</tr>
<tr>
<td></td>
<td>Industry coordination and collaboration for mHealth</td>
</tr>
<tr>
<td>Health system</td>
<td>Use of opportunities of current health reform investment (eg, CMMI demonstration projects; competition in electronic health records industry; beacon community projects and evaluation)</td>
</tr>
<tr>
<td>mHealth practice</td>
<td>Collaboration with end users to develop solutions to their problems</td>
</tr>
<tr>
<td></td>
<td>Foundation of theory and evidence of what works</td>
</tr>
<tr>
<td></td>
<td>Collaborations and shared learning for iteration and improvement, integration of public data, and integration into health systems</td>
</tr>
<tr>
<td></td>
<td>Consideration of open source &amp; other methods to reduce barriers to more comprehensive integrated initiatives</td>
</tr>
<tr>
<td>Research</td>
<td>Consideration of alternative research methods to increase pace and retain rigor, including careful consideration of comparators</td>
</tr>
<tr>
<td></td>
<td>Inclusion of measures of increased access</td>
</tr>
<tr>
<td></td>
<td>Publication of formative research &amp; evaluations of existing interventions</td>
</tr>
</tbody>
</table>

*Center for Medicare & Medicaid Innovation.*

**Table 2. Opportunities to address issues in mHealth implementation.**
the movement toward an open architecture and the ability to innovate and integrate across platforms and across networks. Estrin and Sim have stated that mHealth should learn from the Internet’s development and from the previous siloed approaches to health information systems, and should work together toward an ecosystem for innovation [36]. mHealth need not be confined by geographic borders and, if the ecosystem is global, there may need to be international agreement on approaches to these issues. Elsewhere, the adoption of international standards has been facilitated by organizations such as the International Telecommunication Union.

Improving mHealth Practice and Research

The need to improve the development of mHealth initiatives came through quite strongly in these interviews. We have the opportunity early in the growth of this field to consider a structured approach to development that is guided by relevant theory and current evidence, and that may lead us to a logical framework or model of how, why, and what works in mHealth. Riley et al suggest that current health behavior theories may not be adequate for interactive and adaptive mobile technology-enabled interventions [38]. Perhaps more research is required on new theories that may advance our understanding of how mHealth initiatives can be effective.

The development process, as in many other fields, needs to start with the problem and work with the end users (clinicians, health service providers, patients, and the general public) to develop the most appropriate and useful solution to that problem. Real-world implementation of initiatives should be considered from the outset, so that practical issues such as intellectual property, scaling up, and integration into practice are addressed. With a more open philosophy, it may be possible to iterate, adapt, and improve on what others have done. This is not always easy, but the end goal should be integration with other health information technology systems, particularly with access to personal health information and publicly available information, in order to develop seamless services that are centered on individuals rather than providers or locations.

Evaluations of effectiveness and usability are required and should be made publicly available. Where evaluation is planned during the development stage, data collection can be built in as an integral part of the program. The ideal of randomized controlled trials will still be necessary in some contexts. In these cases, careful consideration should be given to the appropriate comparator to ensure the right question is being answered. For example, what is usual care for this target audience? Can we measure an improvement in access as an outcome? Other research methods will be more appropriate in other circumstances, such as adaptive trials to allow the intervention to develop and improve as part of the research; observational trials and qualitative research methods to detect unintended consequences and changes to workflow; and qualitative studies to test acceptability. Evaluating effectiveness and usability is also possible while implementing a system, for example, with novel designs such as the stepped wedge cluster randomized trial, and particularly where there is little likelihood of harm.

The other great opportunity for mHealth in practice and research is data collection in environmental and population health surveillance, as early warning systems of public health issues and as emergency information systems in natural disasters or pandemics. Many such systems are being developed and will surely advance the body of knowledge around using mHealth for public health.

Discussion

This paper outlines key issues in the implementation of mHealth in the United States as raised by an environmental scan and key informants from the health and mHealth sectors. The issues have been categorized according to policy environment, wireless environment, health system, mHealth practice, and research, although many issues could be seen to cut across several categories. This categorization allowed a matching of issues with current opportunities to address them, which were then aggregated into three main action areas: using the opportunities provided by the current health care reform investment and processes; establishing some degree of federal-level guidance and coordination across the industry; and improving mHealth practice with good intervention development principles and sound research methodology.

Despite the large number of issues raised, most informants were optimistic about our ability to address these issues in the near future. These optimists included those who see the transformative potential of mHealth to change the way we deliver health-related services, as well as those who see the use of mobile communications devices as just the natural evolution of what we currently do in health communication and health care.

There are limitations to this study. Although no further new themes were being added, the list of possible issues presented here still may not be exhaustive due to the selection of interviewees. The qualitative analysis of the transcribed interviews was undertaken by the author only. Reflexivity may be an issue, as the author is a researcher in the field of mHealth and therefore not a completely independent observer. However, prior to this period the author had not worked in the United States or with any of the interviewees. It is possible that the initial environmental scan and the author’s own expertise in this area may even have brought some degree of validity filtering to the discussions and the analysis. The categorization of issues and the identified opportunities for addressing them are the opinions of the author only.

Conclusions

To many people, the use of mobile phones in health is obvious—if their hairdresser is sending them text message reminders, why isn’t their doctor? To date, we have failed to develop mHealth initiatives that are so easy to use and so obviously useful that large numbers of people want to regularly use them over time. As one informant noted, once that is obvious—if their hairdresser is sending them text message reminders, why isn’t their doctor? To date, we have failed to develop mHealth initiatives that are so easy to use and so obviously useful that large numbers of people want to regularly use them over time. As one informant noted, once that is achieved many of the other issues will be resolved.

The overall opportunity of mHealth will come from accessing large, widespread populations directly with individually tailored programs. Even where these programs have only a small effect, with such wide reach there is the opportunity for
population-level changes—moving the bell-shaped curve of health a small amount with huge public health impact [47].
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Development and Testing of a Multimedia Internet-Based System for Fidelity and Monitoring of Multidimensional Treatment Foster Care

Abstract

Background: The fields of mental health, child welfare, and juvenile justice are jointly faced with the challenge of reducing the prevalence of antisocial behavior among adolescents. In the last 20 years, conduct disorders have moved from being considered intractable difficulties to having complex but available solutions. The treatments for even long-standing offending behavior among adolescents are now well documented and supported by a growing and compelling body of evidence. These empirically validated interventions are being widely disseminated, but the replication of the results from clinical trials in community settings has yet to be documented. The treatments, which produced impressive effects in a research context, are difficult to replicate without intensive monitoring of fidelity by the developers. Such monitoring is a barrier toward adoption; as the distance between the adopter and developer increases, so does cost. At the same time, states, communities, and agencies are under increasing pressure to implement those intervention services that have been shown to be most effective. The use of the Internet offers a potential solution in that existing reporting and data collection by clinicians can be subject to remote supervision. Such a system would have the potential to provide dissemination teams with more direct access to higher-quality data and would make adopters more likely to be able to implement services at the highest possible conformity to research protocols.

Objective: To create and test such an innovative system for use with the Multidimensional Treatment Foster Care (MTFC) program, which is an in-home treatment (alternative to a residential- or group-home setting) for antisocial youths. This research could advance the knowledge base about developing innovative infrastructures in community settings to disseminate empirically validated treatments.

Methods: The fidelity system was used and reviewed by parent and professional users: 20 foster parent users of the Parent Daily Report function, 9 professional MTFC program supervisors, and 4 MTFC consultants. All participants rated the system’s ease of use, quality of the website, and observational videos recorded at agency meetings. In addition, foster parents entered data on child behavior.

Results: All professionals and foster parents rated the system as very easy to use. We found particularly high levels of use by parents. Professionals rated the computer-collected videos of clinical meetings as being of high quality and easily codeable.

Conclusions: The project developed a user-friendly and secure Web-based system using state-of-the-art computer-based protocols for recording questionnaire and observational data generated by community-based MTFC staff and foster parents, with positive satisfaction and utilization results.

(J Med Internet Res 2012;14(5):e139) doi:10.2196/jmir.2034)
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Introduction
In the recent past, adolescent delinquent behavior and conduct disorder generally were considered to be intractable problems for which the only interventions were removal from the community and individual-based sanctions (eg, detention and community service work). Since then, several treatment and prevention approaches have been developed (eg, Multisystemic Therapy, Functional Family Therapy, and Multidimensional Treatment Foster Care [MTFC] [1]), each of which have proven to be extremely effective in reducing the number and seriousness of offenses for individual youths, in linking the problematic youths into their families and communities, and in preventing placements for youths in more restrictive settings (eg, boot camps and secure locked facilities). Such restrictive placements are both more costly and correlated with a much higher rate of entry into adult corrections than are community placements [2].

Empirically Validated Treatments
Along with the efforts to examine capacity expansion and dissemination, there has been a consistent increase in the call for communities to adopt empirically validated practices from federal programs, state policies, and local advocacy. Some of the necessary infrastructure for dissemination has been or is being developed. The programs identified as validated have been manualized, a cadre of trainers has been established, and the listed programs shown to be effective have been widely publicized. However, an ongoing problem has been that without extensive direct support from the program developers, the community implementations of these practices remain substantially less effective than they were during the efficacy trials [3]. There is likely a variety of reasons for this decrement in the effectiveness as these interventions are disseminated into communities: for instance, lack of fidelity to core intervention practices, attempting to expand the services beyond the population shown to be positively affected, and limits of the original efficacy studies (eg, restricted clinical population, guaranteed funding for services, and highly trained interventionists) have all been suggested as increasing the treatment effects in efficacy trials and limiting the effectiveness of the interventions when applied in the community (real world).

Multidimensional Treatment Foster Care
MTFC [1] is the only empirically validated intervention that has been demonstrated to be effective with youth who have been removed from their homes because of their extensive antisocial behavioral histories. MTFC has been supported with the results of an independent cost-benefit analysis by the Washington State Public Policy group [4] and evidence from several randomized trials (eg, [5-7]). In addition, the MTFC model has been selected as 1 of 10 evidence-based national model programs (The Blueprints Programs [8]) in the United States by the Office of Juvenile Justice and Delinquency Prevention and as 1 of 9 national Exemplary and Promising Safe, Disciplined, and Drug-Free Schools model programs. MTFC was also highlighted in two US Surgeon General reports [9,10] and was selected by the Center for Substance Abuse Prevention and Office of Juvenile Justice and Delinquency Prevention as an Exemplary I program for Strengthening America’s Families [11]. Early study participants have now been followed up as much as 10 years after initial MTFC participation, and treatment effects appear to be sustained for some time following the intervention [12].

The basic MTFC model involves placing an adolescent in a well-trained and supervised foster home where MTFC parents have undergone 20 hours of preservice orientation and training after having been certified by the state to be foster parents. Experienced case managers with small caseloads (8-10 MTFC families each) maintain daily contact with MTFC parents to provide ongoing consultation, support, and crisis intervention. Case managers coordinate all aspects of the youth’s placement, including ensuring that interventions in the family and individual therapy and with the skills trainer are targeting key behaviors. Basic components of MTFC are (1) daily telephone contact (during the workweek) with MTFC parents using the Parent Daily Report (PDR) measure [13], (2) participation of MTFC parents in a weekly group supervision and support meeting led by the case manager, (3) implementation by MTFC parents of an individualized daily point-and-level program for the adolescent placed with them, (4) individual therapy for the participating adolescent, (5) family therapy (for aftercare resource) focusing on parent management strategies, (6) close monitoring of school attendance, performance, and homework completion, (7) case management to coordinate the interventions in the MTFC, family, peer, and school settings, (8) round-the-clock on-call program staff availability to MTFC and biological parents, (9) psychiatric consultation as needed, and (10) weekly clinical team meetings where the multiple intervention components are coordinated.

Barriers to Adoption and Dissemination
Like many of the empirically validated treatments, MTFC requires a shift in the manner in which traditional mental health, juvenile justice, and child welfare services are conducted. Staffing, funding, and reporting are often quite different within MTFC from how these functions operate in the broader community service organizations that may choose to replicate the MTFC model. For example, several elements of the MTFC intervention program (eg, PDR data collection or weekly staff meetings) do not fall under typical Medicaid reimbursement codes. Most service agencies also do not have established infrastructures to recruit, train, and certify foster care providers. Therefore, the practical implementation of the MTFC model can meet with several practical barriers early in the implementation process.

Because of these barriers, early efforts to disseminate MTFC were difficult and not satisfactory. An organization, separate from the direct research and treatment endeavors, was created (in 2001) with the sole purpose of disseminating the MTFC program: TFC Consultants, Inc. TFC Consultants helped develop structured program manuals, wrote training materials, scripted...
training procedures, and recruited clinical and foster parent trainers. There are currently 30 organizations in the United States, Canada, the United Kingdom, Sweden, and Norway working at various stages of program development. It has been clear during this process that fidelity standards and processes were also needed to track the process of program implementation in addition to the functional elements of the program. For example, an Internet-based PDR data-gathering tool was developed to allow MTFC site consultants immediate access to behavioral reports of program youths. Reporting instruments were also developed for the weekly telephone consultations with the implementation sites, for quarterly reporting of fidelity, and most recently for site certification (by a separate research organization, the Center for Research to Practice). While MTFC has tracked fidelity in this way, other empirically validated programs either offer no tracking of program fidelity after the initial training or offer continual quality improvement support without any method to measure or reduce the costs of this support. The position of the MTFC developers has been that there must be a balance between not requiring service organizations to bear ongoing consultation expenses and needing to maintain fidelity for those running MTFC programs. For MTFC, the developers hold that the optimal balance involves giving implementation sites clear feedback about their position relative to fidelity standards during training, and then supporting a certification process where organizations can demonstrate that the program is meeting fidelity standards and is no longer in need of external support.

We present our findings on the development and the feasibility evaluation of an Internet-based treatment fidelity monitoring system (ITFMS) funded by a Phase I Small Business Technology Transfer grant from the US National Institute of Mental Health (#R42MH075174). The ITFMS has three primary components: (1) an agency-tailored secure MTFC website with multiple levels of access restrictions for data storage, and display of reports (both graphical and tabular) and observations for dynamic feedback, (2) computer-mediated forms for clinical (eg, daily reporting of child behavior) and supervisory activities (eg, program tasks such as therapy appointments and clinical meetings) tailored to the respondent with Internet-based and automated phone-based response formats, and (3) computer-mediated video observation of clinical meetings.

**Methods**

**Development of User-Interface Programming**

Using our experience with previous Internet-based interventions for parenting [14-17], type 2 diabetes [18,19], and smoking cessation [20], we developed a graphic user interface that is appealing and easy to navigate. The programming included the use of the PHP scripting language for the generation of dynamic content that is read from a MySQL database. The combination of Hypertext Markup Language (HTML) and cascading style sheets was used to structure and lay out the elements of a page. The development phase of the Phase I project involved designing and programming the video capture software, delineating a protocol for securely transferring the video-recorded observations, developing the database, and programming a secure website for data entry and display. The software (eg, automated video recording) was menu driven using the mouse and icons to minimize the need for keyboarding skills. The video recording software was developed using Flex (Adobe Systems Inc, San Jose, CA, USA) to create a Flash-based object to securely stream it to the server for review.

We captured the videos of clinician–foster parent interactions in clinical meeting settings to a digital format using a preloaded video capture Flash-based object. This produced high-quality, low-data-rate movies that take up minimal bandwidth. We captured the video at a resolution of 464 × 346 ppi, 15 fps, about 40–45 KB/s. As the MTFC intervention makes extensive use of video observation (each week, a clinical team supervision and a foster parent support group meeting, each lasting 2 hours, are recorded and transferred to the site consultant for review), the central task of developing the fidelity management system for the computer was to use videos in less performance-intensive elements (ie, reducing video resolution to improve performance in Flash using Adobe Flex).

**Encryption and Internet Security Development**

We used state-of-the-art security protocols in all data collection and monitoring activities, as is used for e-commerce, using secure sockets layer data encryption technology. The website was established within a suite of servers housed in an existing secure network and with independent firewall security. The website is accessible via the Internet with username and password protection. Once admitted to the site, each user has a hierarchically assigned set of permissions that allow the user to view or edit, or both, only that information that is necessary for his or her job functions. So, an individual foster parent may be allowed to enter PDR data, but would be able to do so only for the youth in his or her home (this can be reassigned to permit respite) and would not be able to alter or delete any data. Alternatively, a program supervisor has access to the data for the youth in his or her program. A consultant has access to data across programs assigned to him or her. PDR data are reviewed at weekly meetings between the foster parents and program supervisor to monitor accuracy.

**Structure of the ITFMS**

The ITFMS system contains 9 left-hand, navigational menu options, 6 of which were developed. First, the Home option provides a welcome to the system and a brief description of what the system will provide the user. Second, the Enrollment option provides 3 submenus for (1) Enroll Agency, which serves as the initial system setup, including information such as agency name, Web and street address, MTFC certification contact person information, the date of MTFC program initiation at the agency, and a place for specific MTFC role positions to be identified, (2) Enroll Client, which contains a place for first name only, age group related to MTFC programs (3–6 years, 7–11 years, and 12–18 years), and the month and year the client began the program, and (3) User, which includes a place for name, address, phone number, email address, and a username and password to get into the ITFMS system for PDRs (these pieces of information were designed to allow for the entry of pieces of data necessary for successful completion of the MTFC certification process). Third, the PDR option provides 3
submenus reflecting MTFC age groups (3–6 years, 7–11 years, and 12–18 years), to which a foster parent has access based on the developmental level of the youth in his or her home. The list of available options is created at each log-in. Beside each item listed (eg, animal cruelty) is a pull-down menu with options 0, 1, and 2 (0 = behavior did not occur; 1 = behavior did occur and was not stressful; and 2 = behavior did occur and was stressful) from which to select an answer (see Figure 1). Fourth, the Reports option provides a client pull-down menu that allows agencies and consultants to select the foster adolescent for whom they wish to view PDR and Behavioral Points summaries, as well as a date window from which a specific week can be selected through the use of a calendar image. Through this report system, a week’s worth of PDR and Behavioral Points data, entered through any system (Internet, phone, or agency caller), can be displayed by day of the week, indicating for each day the number of Time Outs Given, Behavioral Points Earned for good behavior, Behavioral Points Lost for inappropriate behavior, Total PDR Behaviors Reported as occurring and stressful, Total Intensity of these behaviors, the Interviewer and Respondent for each day, as well as whether any medications were given. Fifth, the Observation option provides 2 submenu options for recording or playing. When each option is selected, a video screen appears, with the option to record video or play video. Additionally, on the play video page, a bland tabular window is presented with a pull-down menu that allows users to select the type of videos they wish to view, whether clinical or foster parent meetings. When type of video is selected, the rows in the tabular fields are filled in with a list of sessions recorded and, for each session, a display name for that video file. When selected, the video file is retrieved from the database and loaded into the video screen for reviewing. This retrieval system allows multiple users (eg, clinicians and consultants) to simultaneously stream recorded video from multiple locations for direct supervision (see Figure 2).

Within the PDR system, foster parents are allowed to decide whether they wish to report their PDR data using the Internet-based system, using the phone-based interface, or having an agency caller contact them. Having options provides parents with convenience in terms of their time and comfort with technology. MTFC practice is to have an individual caller contact each foster parent daily and ask a series of standardized questions about the youth’s behavior during the preceding 24 hours. With the Web-based system, the respondent simply enters the PDR information directly, using a series of drop-down menus (as described above). With the phone-based system, the respondent calls into the system, enters a pass code (that authorizes access to the system and links the caller to a specific youth), and then is prompted with a standard series of behaviors to report using the phone’s keypad relative to whether the behavior occurred. All 3 formats collect the same data, and data are stored in the same format within the ITFMS, but the use of the human caller creates scheduling limitations and an additional level of potential data-entry errors. In addition, the systems are set to allow multiple systems to be used, such that a foster parent who does not enter data by a given time might be provided with an automated call. The figures show pages from the ITFMS system, one reflecting the video recording of an agency clinical staff meeting (Figure 2), as viewed by consultants, and the other reflecting the PDR page wherein foster parents provide their daily behavior ratings and the number of behavior points given or taken away (Figure 1).
Figure 1. Parent Daily Report form in the Internet-based treatment fidelity monitoring system.
Figure 2. Video reviewing screen showing a sample video of a clinical meeting.

Measures

We assessed the ITFMS with measures administered to parent and professional users. Computer-administered measures included demographics, child behavior, and satisfaction. All agency supervisors and foster parents rated the ease of use of the system on a 7-point Likert-type scale from 1 = very difficult to 7 = very easy. MTFC consultants rated video clips relative to audio and video quality on 5-point scales anchored by 1 = impossible, 3 = codeable, and 5 = easy to code. User tracking measures of log-ins and time on website were collected automatically by the server. Data were collected from 20 foster parent PDR users, 9 professional MTFC program supervisors, and 4 MTFC consultants, who rated the quality of observational videos recorded from agency meetings. The foster parents completed PDR questionnaires on the behavior of 20 foster children in their care. As noted above, encryption and permissions allowed foster parents to view only their own data. Staff were allowed to view PDR data only on children on their caseload.

Results

Participants

Foster parents were on average 33.2 years old, had 3.6 people in their household, and had a median family income range of US $40,000–$45,000; 14 (70%) had completed high school, with 6 (30%) reporting attending college; and 15 (75%) of the parents reported working outside of the home, with 4 (20%) indicating that they were not working, by their own choice. All of the participating parents were white, with 1 parent (5%) reporting their ethnicity as Hispanic/Latino; 18 (90%) of the parents reported being married or living together with another as a couple. Of the participating parents, all reported having a working telephone, and 18 (90%) indicated they had a computer at home. Parents reported high levels of computer use, with 16 (80%) indicating more than 10 hours per week, 12 (60%) indicating more than 20 hours per week, and only 4 (20%) reporting 5 or less hours per week. Of the parent PDR users, only 4 (20%) had computer access through their work, and so computer use was predominantly at home.

Professional participants, both agency and consultant, were on average 36.3 years old and had a median family income range of US $50,000–$60,000; 11 (85%) had completed a postgraduate degree. A total of 10 (77%) of the professionals reported they were white, with the remainder declining to state their race; 1 (11%) of the professionals reported being Hispanic/Latino. In addition, 10 (91%) of the professionals reported being married or living together with another as a couple. All professionals reported owning a phone and having a computer at home. Much like the parents, professionals reported high levels of computer use, with 9 (69%) reporting more than 20 hours per week and only 1 (8%) reporting 5 or less hours per week; 11 (85%) of the professionals reported having access to a computer at work.

Ease of Use

All agency supervisors and foster parents rated the ease of use of the system as very easy to use. When asked if they would recommend the system to other staff or parents, on a 7-point Likert-type scale from 1 = very difficult to 7 = very easy, all agency supervisors and foster parents rated the ease of use of the system as very easy to use. When asked if they would recommend the system to other staff or parents, on a 7-point Likert-type scale from 1 = very difficult to 7 = very easy, all agency supervisors and foster parents rated the ease of use of the system as very easy to use.
Likert-type scale from strongly recommend to strongly not recommend, all responses were strongly recommend (score of 7) or recommend (6). All individuals further reported a timesaving benefit on the PDR behavioral reports, either for entering data (parents) or for viewing summaries (consultants), relative to the typical PDR method (ie, PDR caller). Comments were overwhelmingly positive. Example comments included “I definitely enjoy this better than a caller who calls me at home! Thanks!” (parent); “The system seems very well designed and is easy to look at and find what you are looking for!” (parent); “It would be interesting to compare the data that we get from a live person asking questions” (staff); “The whole process is very simple to use” (staff); “Very good support, thanks!!!” and “I like doing PDR on my own time schedule.”

**ITFMS Utilization**

For both the PDR (parents) and Report (supervisor) functions, the Phase I trial was designed to last 1 week. Thus, submission of 7 PDRs via the Web-based or automated telephone PDR system indicated completion of the trial. All 20 parents completed the trial, some providing data for multiple children in the home. Reports were submitted for 28 foster children, and even though the trial was intended for week, a high number of parents continued on past the 7-day trial. Some parents enjoyed using the Web-based entry because it allowed them to give their daily reports at times convenient to them, rather than having to schedule a call with staff within their busy schedules. As many states require foster parents to demonstrate sources of income outside of child welfare system support payments, this flexibility is increasingly important. A total of 12 parents completed more than 14 PDRs, with 6 families completing at least 21. Utilization was particularly high among 2 parents, who completed 145 and 176 PDRs, respectively, on their children. A total of 667 PDRs were completed during the trial. In terms of supervisor program utilization, all supervisors reported using the Web-based PDR system to view weekly behavior summaries. In addition, 4 (36%) reported using Web-based viewing of meeting observations and 7 (64%) reported using the Web-based enrollment and administrative features.

**Satisfaction**

Of the 9 supervisors, 8 (89%) found the overall system very easy to use, with all 9 indicating the system was either fairly easy or very easy to use. Supervisors also rated the Web-based PDR system between fairly easy and very easy to use. Similarly, when using the Web-based viewing of observations feature, all 9 supervisors found it very easy or fairly easy to use. Of those who used the Web-based enrollment and administrative features, 6 (67%) found it very easy or easy to use, with only 1 individual indicating a neutral rating. Of the professionals, 7 (78%) rated the system as much easier than previous tracking methods they had used, with an additional 1 (11%) indicating it was easier and 1 (11%) indicating they were neutral about this method. All professionals indicated they would recommend this system to other programs or foster parents.

Foster parents also reported high levels of satisfaction. Using a 7-point scale from very easy to very difficult, 18 (93%) described the systems as easy or very easy to use. Regarding the system features, 19 (95%) of parents used the Web-based PDR feature and 2 (10%) reported using the automated telephone PDR system (the greater than 100% sum reflects parents who used both methods across the 7 days). All users reported the Web-based PDR was fairly easy, easy, or very easy to use. Only 1 user rated the automated telephone PDR system as fairly difficult. All parents rated the PDR system as somewhat easier, easier or much easier than the previously used tracking methods, and all parents indicated they would either recommend or strongly recommend this system to other foster parents.

**Quality of Video Observation**

Recording and viewing the videos of the clinical and foster parent meetings largely involved balancing factors such as frame size, image resolution, frame speed, and audio quality with the intent of making a viewable image that does not make file transfer prohibitive. As the meetings were scheduled for 2 hours and there were generally quite a few people involved, we attempted to push the limits of file size given the current technology and the information technology resources available at average community mental health centers. The research team worked with numerous microsocial coding schemes [21,22] and determined that the video recordings of clinical team and foster parent support group meetings that were made through the system were suitable for fidelity coding for ratings and fidelity checks. While the frame size and image quality would not be suitable for microsocial coding of facial expression and affect, it was reported to be more than suitable for MTFC fidelity coding. The inclusion of a broad-range array microphone during testing appeared to enhance the ability of the system to capture audio content from the numerous individuals in the confined meeting rooms.

With respect to the videos of clinical staff meetings that were recorded for observation, 4 MTFC consultants rated 3 video clips relative to audio and video quality on 5-point scales anchored by 1 = impossible, 3 = codeable, and 5 = easy to code. The video content was rated an average of 4.75 and the audio content an average 4.42. Consultants also indicated a dichotomous (yes/no) response as to whether each segment was codeable, with 100% reporting yes.

**Discussion**

We developed a user-friendly and secure Web-based system using state-of-the-art computer-based protocols for recording questionnaire and observational data generated by community-based MTFC staff and foster parents. We are greatly encouraged by the positive satisfaction and utilization results, and we believe these results provide a good evidence base for further evaluation in a randomized controlled trial in future research. Consistent with other studies, our study found that reducing cost and increasing convenience for the user were given as reasons for delivery over the Internet [23]. We believe that these positive results are due to following development guidelines described by other researchers. We followed the methodology used for the development of ClinicalTrials.com as delineated by McCray and colleagues [24]: (1) internal testing by the development team, (2) review by collaborators and consultants, (3) user testing with participants, and (4) measurement of participant Web accessibility. As well, we
adapted a development methodology outlined by Ritterband and colleagues [25]: (1) identify the problem area, (2) find an empirically supported intervention, (3) operationalize the treatment, (4) consider the legal issues, (5) design engaging components, (6) tailor them as appropriate, (7) incorporate feedback, (8) develop a Web-based program, and (9) evaluate the program. For future development work, we have high expectations, with Web technology being advanced by the advent of video recording and HTML5 and using these guidelines for development.

For many Internet-based mental health projects, most ethical considerations are limited to issues of security and confidentiality. In this study we followed all secure sockets layer security and institutional review board standards, yet the overall ethical considerations of whether to use technology in this application is still in question. Internet delivery overcomes isolation due to time, mobility, and geographical constraints, but it may not be a substitute for face-to-face contact [23]. For the foster parents’ report of child behavior, there are many anecdotal reports of assistance provided through person-to-person telephone communication using a live PDR caller. In future studies with a larger sample, we will investigate whether the lack of a live caller reduces the opportunity for person-to-person communication.

While the system was created for the specific requirements of MTFC, the usefulness of the system with other validated programs is clear (eg, the ability to provide quick access to securely transmitted clinical session information can help with the remote supervision of therapists from a variety of treatment models). In addition, while the scope of this pilot project called for a demonstration of the feasibility of the system, several foster parents did not want to return to being called for behavioral reports on their foster children, and they continued to enter the information on this Web-mediated system. Increasing the options for foster parents to complete these program requirements appears to have resulted in greater compliance and more consistent completion of the PDR for some foster care providers, a critical aspect for fidelity. These increases in behavioral data will allow program supervisors to more closely match interventions to the current presentation of the involved youth, and to match program reactions to the needs and stress experienced in the foster home, thereby increasing foster parent retention while reducing the response cost for complying with the program requirements. Given that fidelity of these empirically validated treatments has been shown to be related to the quality of their outcomes, it is critically important to develop innovative service delivery systems such as that developed herein that increase fidelity in the dissemination of these proven treatment approaches.
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Abstract

Background: Although more individuals are sharing their experiences with chronic pain or illness through blogging (writing an Internet web log), research on the psychosocial effects and motivating factors for initiating and maintaining a blog is lacking.

Objective: The objective was to examine via online questionnaire the perceived psychosocial and health benefits of blogging among patients who use this media to communicate their experience of chronic pain or illness.

Methods: A 34-item online questionnaire was created, tested, and promoted through online health/disease forums. The survey employed convenience sampling and was open from May 5 to July 2, 2011. Respondents provided information regarding demographics, health condition, initiation and upkeep of blogs, and dynamics of online communication. Qualitative data regarding respondents’ blogging experiences, expectations for blogging, and the perceived effects from blogging on the blogger’s health, interpersonal relationships, and quality of life were collected in the form of written narrative.

Results: Out of 372 respondents who started the survey, 230 completed the entire questionnaire. Demographic data showed survey respondents to be predominantly female (81.8%) and highly educated (97.2% > high school education and 39.6% with graduate school or professional degrees). A wide spectrum of chronic pain and illness diagnoses and comorbidities were represented. Respondents reported that initiating and maintaining an illness blog resulted in increased connection with others, decreased isolation, and provided an opportunity to tell their illness story. Blogging promoted accountability (to self and others) and created opportunities for making meaning and gaining insights from the experience of illness, which nurtured a sense of purpose and furthered their understanding of their illness.

Conclusions: Results suggest that blogging about chronic pain and illness may decrease a sense of isolation through the establishment of online connections with others and increases a sense of purpose to help others in similar situations. Further study involving a larger sample size, a wider range of education levels, and respondents with different types and magnitudes of illnesses will be needed to better elucidate the mechanism of the observed associations in this understudied area.

KEYWORDS
Blogging; narrative medicine; disease management; Internet; pain; chronic illness; survey; psychosocial support systems; holistic health; selfcare

Introduction
Chronic pain and illness are universal disorders. Globally, over 1.5 billion individuals suffer from chronic pain [1]. In the United States, 1 out of every 2 adults, or 133 million individuals, are living with at least one chronic disease [2], and 1 in 10 Americans live with severe chronic pain. Although we have made great strides in pain and disease management, chronic pain and illness remain costly health burdens and challenges for clinicians, patients, families, and society. In the United States alone, 25 million individuals report major limitations in daily living due to chronic disease [2]. Recent data suggest that 116 million US adults suffer from chronic pain creating an economic burden of $560 to $635 billion annually [1]. Advances in medical treatment allow many individuals to survive for a significant time with diseases that previously would have quickly resulted in death. Patients and families face challenges managing the physical as well as the social and emotional consequences of chronic pain and illness for extended lengths of time, often years or decades. To address this new paradigm of medical care for chronic conditions, it will become increasingly necessary for our health care system to identify and adopt effective interventions that could provide support to patients and families throughout their journey of diagnosis, treatment, and management.

Disciplines across the health care professions, including medicine, nursing, psychology, social work, and sociology, are actively engaged in understanding the psychosocial and emotional consequences of chronic pain and illness [3]. Methods of creating reflection, connection, and finding meaning and understanding through use of illness narratives are advocated for patients and family members. Extensive medical and social science research has examined the use of patient narratives as methods of telling the story of illness and health [4-8]. Review of the literature on expressive writing suggests there are psychological and physical benefits associated with patients engaging in the process of expressive writing [9-15]. In her book, Narrative Medicine: Honoring the Stories of Illness, Charon [16] describes the experience of patients and families as they enter the divide between the sick and the well, a separation that often feels huge and unbridgeable to those navigating a new way of being:

“Those divides between the sick and the well are unspeakably wide. Leveraged open by shame, rage, loss, and fear, these chasms can be unbridgeable. And yet, to get better, the patient needs to feel included among those who are not ill. The sick person needs to continue to be, somehow, the self he or she was before illness struck. For the sick patient to accept the care of well strangers, those strangers have to form a link, a passage between the sick and the healthy who tender care.”

Chronic pain and illness may have an isolating effect on individuals, changing their perceived roles in society and challenging their ability to find meaning in life and their illness. Creating connections between the world of the sick and world of the well can be important in the positive psychosocial functioning of individuals.

Individuals with chronic pain or illness may have various purposes in articulating illness narratives. Perceived benefits may be to acknowledge and validate the experience of pain and illness, express beliefs and values, create a temporal nature of the experience of disease, and make visible the often-invisible nature of pain. Communicating the experience of pain and illness may facilitate sharing between teller and listener, allow for reflection on the experience, and acknowledge the emotional and suffering component of pain. Bridging this chasm, as Charon suggests, may be an important part of finding a sense of wellness within illness.

Traditionally, communicating the experience of pain or illness was oral or written on paper. As Pennebaker [11] and others have suggested, expressing emotional or traumatic experiences with the written word through the process of expressive writing, may have therapeutic benefit for individuals. Although expressive writing in medicine has been researched over the past decades, the digital communication platform of the Internet has expanded the ability to express emotional experiences of pain or illness to a larger, real-time audience and for those experiences to not only to be expressed, but to be shared and commented on by others. Use of Internet-based tools such as blogs (web-based journals with user-generated content) allow this expression to take place.

The Pew Internet study found that 78% of adults in the United States are online [17]. A digital divide of Internet usage exists between individuals with and individuals without chronic disease. Internet users who report no chronic disease are more likely (81%) than those with one or more chronic illnesses (61%) to be online [18]. However, once online, having a chronic illness increases the likelihood of interacting through social media, such as blogs, to share knowledge with peers. When other demographic factors are controlled, having a chronic illness significantly increases the probability of contributing to a blog or online discussion [18]. For those with chronic disease who consume health information online, 37% responded that they read other’s commentaries or medical/health experiences on online newsgroups, websites, or blogs, and 6% have posted health comments to a blog. As a form of online community, blogs function as platforms for patients with chronic pain and illness to share information, practical advice, and emotional support [18]. However, research on their attitudes and perceived benefits of blogging has been lacking. By using tools such as blogs, patients and families may find a new way to bridge this divide between the sick and the well. Illness blogs may allow a patient to articulate his or her narrative with the advantage of online interaction with others—family, friends, and other
patients with similar health concerns. Illness blogs have similarities with traditional forms of illness narrative; however, features of blogs, in particular the ease of sharing or commenting, are dissimilar to illness narratives. Narrative writing has a long history of being self-initiated and directed, some of its recent attention has been its effectiveness as a directed activity, guided in part by health care professionals as a therapeutic intervention. No research to date has indicated whether illness narratives through blogging are potentially adaptable as such a therapeutic process.

The goal of this study was to explore the use of patient illness blogs as a means of communicating the experience of chronic illness and pain and to articulate their unique set of benefits and barriers. We surveyed current illness bloggers to understand their self-perceived psychosocial and health effects associated with the blogging activity. We hypothesized that communicating the experience of illness through blogging may provide perceived positive psychosocial benefits to some patients with chronic pain or illness.

Methods

As a primary step in the formulation of this project, a research theory in accordance with the discipline of nursing (the training of the first author) was identified. Nursing research has focused on the healing process within the context of the individual, environment, and community [19]. Nurse theorist Margaret Newman’s Health as an Expanding Consciousness was chosen as a framework for this study based on its assumption that health is not simply the absence of disease [20]. Further recognizing that health is an awareness or consciousness of the evolving interaction between the individual and his or her environment, and is possible regardless of presence or absence of disease. The theory states, “every person in every situation, no matter how disordered and hopeless it may seem, is part of the universal process of expanding consciousness—a process of becoming more of oneself, of finding a greater meaning in life, and of reaching new dimensions of connectedness with other people and the world” [20]. Newman’s theory defines this paradigm shift as moving away from only treatment of symptoms and moving toward recognition of pattern and connection by assisting individuals in viewing disease and disruption as part of a self-organizing dynamic process of health [21]. Theoretical constructs of finding greater meaning in life, reaching new dimensions of connectedness, and expanding views of illness and health were incorporated in the planning and development of a survey tool.

We developed a 34-item online questionnaire based on our theoretical constructs to examine the initiation, motivation, continuation, reinforcement, support, and process of blogging. We also queried our respondents on the impact of chronic illness and pain on their life and activities of daily living in the context of illness blogging and, if this changed over time, how it was manifested in their blogging. We asked how the illness or chronic pain impacted their life and queried them regarding their efforts at assisting other individuals as well as developing and maintaining support networks. Questions explored psychosocial themes of coping, isolation, connection, and support. Furthermore, we asked for respondents’ interactions with health care providers about their blogging and their recommendations to others about blogging. Multiple choice, matrix, and open-ended essay or comment questions were incorporated on one scrollable screen with the goal of optimizing the depth of responses. All respondents answered the same questionnaire; no adaptive design or timing was employed. Question order was not randomized because some questions followed directly from others. Respondents were also allowed to skip to the next question without providing an answer. The open survey was formatted with a web-based survey design tool, SurveyMonkey [22]. SurveyMonkey uses secure sockets layer (SSL) data encryption and it recognizes and prevents repeated access based on Internet protocol (IP) addresses. A draft questionnaire was reviewed and pretested by a sample of three bloggers who provided qualitative assessments, allowing for small refinements to the survey, and the resulting questionnaire was used (Appendix 1).

After receiving approval from the Tufts Medical Center Institutional Review Board (IRB), the recruitment script and URL survey link was circulated among online health forums and online illness support groups, developing a compounding “snowball” convenience sample from Boston-centric academic and social media contacts. The authors also circulated the request for participation on the social media sites Twitter, Facebook, WEGO Health [23] (forums included chronic pain, fibromyalgia, and health bloggers subgroups of WEGO Health), and LinkedIn (American Pain Society discussion list). The disseminated request was in the following format (or abbreviated to fit into social media formats): “Do you blog about your illness or do you know someone who does? Help researchers at Tufts University School of Medicine better understand patient blogging by participating in a short online survey. Please forward the survey link https://www.surveymonkey.com/s/TuftsPatientBloggingSurvey to your friends and colleagues.” Although not promoted in the requests, a drawing for a prize of two $25 online shopping gift certificates was promoted on the consent page, which also included information about the purpose of the study, approval from the IRB, and the investigators’ contact information. The survey remained open for participation from May 5 to July 2, 2011, resulting in 230 completed surveys by the end of the survey timeframe.

Quantitative responses to the questionnaires were tallied and tabulated; text responses were analyzed qualitatively in an iterative process, using grounded theory principles to develop primary and subthemes [24]. The first two authors (PKR and YSB) separately reviewed the narrative responses and agreed on primary and secondary themes within each question. Categorizations were reviewed, differences were discussed, and then they were re-sorted independently until agreement was reached. Quotations were selected to represent the core themes, excluding direct quotes containing specific details or identifying references. We adhered to the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) in reporting the results of this online questionnaire [25]. No weighting scheme was used.

http://www.jmir.org/2012/5/e143/
**Results**

**Response Statistics**
Out of the 526 submissions, 379 agreed to consent, 1 disagreed, and 146 did not answer the consent question. Out of the 379 consented submissions, 149 did not answer any questions but applied for the prize with an email address, and hence were excluded from the analysis. The effective sample size is 230 and the completion rate is 60.7% (230/379). Due to the open sample frame, no response rate was computed.

**Characteristics and Blogging Behaviors**
As part of the survey design, respondents were permitted to skip any question within the survey, so the number of responses varied by question. Table 1 shows the demographics of the participants.

Respondents identified the disease or conditions prompting the blog. The varied responses had common features of chronicity and potential for associated suffering and pain. Diseases represented included cancer (non-specified, ovarian, breast, and leukemia), fibromyalgia, non-specified chronic pain conditions, diabetes, Addison’s disease, bipolar disorder, celiac disease, trigeminal neuralgia, Parkinson’s disease, systemic lupus erythematosus (SLE), rheumatoid arthritis, Sjögren’s syndrome, schizophrenia, cystic fibrosis, cerebral palsy, as well as other chronic diseases and syndromes. Several respondents reported comorbidities, such as fibromyalgia and depression, bipolar disease and chronic pain, cerebral palsy and trigeminal neuralgia, breast cancer and chronic depression, and diabetes and clinical depression.

Table 2 shows blogging-specific behaviors of respondents. The survey asked questions regarding the initiation and maintenance of the participants’ blogs. Most bloggers (60.0%) had initiated their blogs on their own, and the majority of the blogs (87.8%) were public and searchable on the Internet. Although 64.1% of the bloggers used their own names in blogging, 35.8% chose to protect their identity by use of a pseudonym/pen name or by blogging anonymously. Although 89.7% of the respondents shared their blogs with friends and family members, less than half (42.1%) shared their blogs with their health care providers.

**Theme analysis**
Open-ended questions (with unlimited space in which to answer) explored respondents’ attitudes, motivations, and explanations. These narrative responses were qualitatively analyzed and grouped into primary themes according to the major ideas and concerns expressed.

The 57.9% of respondents who had not shared their blogs with their health care providers were asked why they made this choice. Their narrative answers provided information that was sorted into four primary themes: (1) negative concern (ie, respondent expressed concern that a negative outcome would result if the blog was shared), (2) perceived lack of provider interest and/or time to read the blog, (3) interest or intention to share the blog with their health care provider, and (4) desire to write freely about the illness experience.

In primary theme 1, negative concern, five subthemes were identified: (1) fear of provider judgment of patient feelings—concern of negative or pejorative judgment by the health care provider for the feelings expressed in the blog, (2) fear of provider judgment of patient behavior—concern that the provider would not approve of patient’s behaviors and/or lifestyle choices, (3) confidentiality/negative impact, (4) worry over self-editing, and (5) awkwardness in sharing negative opinions of health care provider and care (Table 3).

---

**Table 1.** Demographics of the survey participants (N = 230).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>172</td>
<td>81.5</td>
</tr>
<tr>
<td>Male</td>
<td>39</td>
<td>18.5</td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>19</td>
<td>9.0</td>
</tr>
<tr>
<td>26-39</td>
<td>71</td>
<td>33.8</td>
</tr>
<tr>
<td>40-55</td>
<td>89</td>
<td>42.4</td>
</tr>
<tr>
<td>56-65</td>
<td>25</td>
<td>11.9</td>
</tr>
<tr>
<td>66-75</td>
<td>6</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>3</td>
<td>1.4</td>
</tr>
<tr>
<td>Graduated high school or GED</td>
<td>3</td>
<td>1.4</td>
</tr>
<tr>
<td>Some college</td>
<td>36</td>
<td>17.0</td>
</tr>
<tr>
<td>Graduated college</td>
<td>86</td>
<td>40.6</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>84</td>
<td>39.6</td>
</tr>
</tbody>
</table>
Table 2. Blogging-related behaviors of the survey participants (N = 230).

<table>
<thead>
<tr>
<th>Blogging behavior</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Who suggested blogging? (multiple choices allowed)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No one</td>
<td>138</td>
<td>60.0</td>
</tr>
<tr>
<td>Family member</td>
<td>33</td>
<td>14.3</td>
</tr>
<tr>
<td>Friend</td>
<td>50</td>
<td>21.7</td>
</tr>
<tr>
<td>Work colleague</td>
<td>10</td>
<td>4.3</td>
</tr>
<tr>
<td>Support group</td>
<td>8</td>
<td>3.5</td>
</tr>
<tr>
<td>Health care provider</td>
<td>6</td>
<td>2.6</td>
</tr>
<tr>
<td><strong>When did you start blogging?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before 2007</td>
<td>40</td>
<td>17.5</td>
</tr>
<tr>
<td>2007</td>
<td>17</td>
<td>7.5</td>
</tr>
<tr>
<td>2008</td>
<td>26</td>
<td>11.4</td>
</tr>
<tr>
<td>2009</td>
<td>48</td>
<td>21.1</td>
</tr>
<tr>
<td>2010</td>
<td>65</td>
<td>28.5</td>
</tr>
<tr>
<td>2011</td>
<td>32</td>
<td>14.0</td>
</tr>
<tr>
<td><strong>Blog is...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open to public</td>
<td>194</td>
<td>87.8</td>
</tr>
<tr>
<td>Private, only individuals with password can access</td>
<td>27</td>
<td>12.2</td>
</tr>
<tr>
<td><strong>Blog is written under...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The author’s own name</td>
<td>143</td>
<td>64.1</td>
</tr>
<tr>
<td>A pen name or pseudonym</td>
<td>67</td>
<td>30.0</td>
</tr>
<tr>
<td>An anonymous identity</td>
<td>13</td>
<td>5.8</td>
</tr>
<tr>
<td><strong>Blogging frequency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than once a day</td>
<td>9</td>
<td>4.3</td>
</tr>
<tr>
<td>Once a day</td>
<td>19</td>
<td>9.0</td>
</tr>
<tr>
<td>A few times a week</td>
<td>91</td>
<td>38.6</td>
</tr>
<tr>
<td>Once a week</td>
<td>41</td>
<td>19.5</td>
</tr>
<tr>
<td>Every few weeks</td>
<td>35</td>
<td>16.7</td>
</tr>
<tr>
<td>Once a month or less</td>
<td>25</td>
<td>11.9</td>
</tr>
<tr>
<td><strong>Blogging frequency over time has...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased</td>
<td>75</td>
<td>33.5</td>
</tr>
<tr>
<td>Stayed the same</td>
<td>68</td>
<td>30.4</td>
</tr>
<tr>
<td>Decreased</td>
<td>81</td>
<td>36.2</td>
</tr>
<tr>
<td><strong>Have viewers ever left written comments?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>206</td>
<td>91.6</td>
</tr>
<tr>
<td>No</td>
<td>13</td>
<td>5.8</td>
</tr>
<tr>
<td>Not sure</td>
<td>6</td>
<td>2.7</td>
</tr>
<tr>
<td><strong>Blogging platform/hosting used</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blogger (by Google)</td>
<td>103</td>
<td>54.8</td>
</tr>
<tr>
<td>WordPress</td>
<td>71</td>
<td>37.8</td>
</tr>
<tr>
<td>CaringBridge</td>
<td>10</td>
<td>5.3</td>
</tr>
<tr>
<td>Others</td>
<td>4</td>
<td>2.1</td>
</tr>
<tr>
<td><strong>Do you read other people’s health/illness blogs?</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A minority of the bloggers (42.1%) had shared their blogs with their health care providers. The health care providers’ responses to the illness blogs varied from positive to negative. Patient’s perceptions of health care provider’s reactions upon sharing illness blogs were grouped into three primary themes: (1) positive response, (2) negative response, and (3) neutral or indeterminate response (Table 4).

Motivation to start an illness blog clustered around three main themes: (1) reflection, (2) communication, and (3) connection with others. Additional subthemes surrounding the primary theme, connection with others, were identified as: (1) loneliness/isolation and (2) sharing knowledge/education. A number of respondents mentioned being able to “talk openly” and not being “so alone” with their disease as a positive impact of blogging about their illness. The words “share” and “sharing” were used often in the respondents’ answers (Table 5).

When questioned whether blogging had made a difference in dealing with the challenges of chronic pain or illness, respondents indicated positive changes. Responses were grouped and the following themes identified: (1) reframing/ability to gain broader perspective on illness, (2) identifying patterns of illness, (3) providing an expressive outlet, (4) support/feedback, (5) accountability, and (6) helping to cope with illness. Respondents mentioned an ability to frame the impact of their illness differently and notice other aspects of their lives. Blogging provided an outlet of expression for some respondents, as well as a way to identify patterns of illness. Accountability was also a theme that was repeatedly mentioned, both accountability to one’s self—with the implied commitment to blog—and accountability to others. Respondents reported that their overall ability to cope with chronic illness and pain was impacted positively by blogging (Table 6). Support and feedback from others who posted comments were also important factors for many respondents.

Blog-posting frequency and blog content evolved over time for many respondents. The initial use of a blog as a communication device for updating friends and family about a medical condition often evolved to helping educate others with the same disease or transitioning into a method of advocacy, mentorship, support, connection, and resolution with self and others. Identified themes regarding blog-posting frequency were (1) sense of evolving purpose (with subthemes of mentoring and advocacy), (2) making meaning of one’s experience by understanding one’s illness more completely, and (3) resolution, indicating an endpoint or shift in one’s narrative (Table 7).
Table 3. Respondents’ reasons for not sharing their blogs with their health care providers.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 1.1: Negative concern</td>
<td></td>
</tr>
<tr>
<td>A. Fear of provider judgment of patient feelings</td>
<td>“I don’t trust doctors to respect my feelings and opinions.”</td>
</tr>
<tr>
<td></td>
<td>“I would feel awkward doing so.”</td>
</tr>
<tr>
<td>B. Fear of provider judgment of patient behavior</td>
<td>“Would be reluctant as they would probably disagree with my lifestyle choices.”</td>
</tr>
<tr>
<td>C. Privacy concern/negative impact</td>
<td>“Concern for personal privacy.”</td>
</tr>
<tr>
<td>D. Worry over self-editing</td>
<td>“I wonder if that would ever have a negative impact on my insurance rates or insurability.”</td>
</tr>
<tr>
<td>E. Awkwardness in sharing negative opinions of health care provider and care</td>
<td>“I might edit myself if I knew they were reading.”</td>
</tr>
<tr>
<td></td>
<td>“They think they know everything and they don’t and some of the blog is about them.”</td>
</tr>
<tr>
<td></td>
<td>“I did not share my blog with my doctor’s because I sometimes wrote about frustrations with the practice in general...and felt it might have been awkward to share.”</td>
</tr>
<tr>
<td>Theme 1.2: Lack of interest or time by health care provider to read patient blogs</td>
<td>“Doctors are not even close to interested in what I have to say, much less what I write!”</td>
</tr>
<tr>
<td></td>
<td>“They’ve never seemed interested when I casually mentioned blogs, so I never mentioned that I write one myself.”</td>
</tr>
<tr>
<td></td>
<td>“No, my doctor just provides medication and doesn’t discuss much with me.”</td>
</tr>
<tr>
<td>Theme 1.3: Intention to share</td>
<td>“I plan to the next visit with her. This was one idea we came up with to overcome my fears.”</td>
</tr>
<tr>
<td></td>
<td>“I never specifically talked about my blog because it never came up in conversation. I would if it came up or she asked about it.”</td>
</tr>
<tr>
<td></td>
<td>“It hasn’t really come up yet, but I suspect it will, the next time I visit.”</td>
</tr>
<tr>
<td>Theme 1.4: Desire to write freely about illness experience</td>
<td>“I want to be able to say whatever I want even about them.”</td>
</tr>
<tr>
<td></td>
<td>“The content on my blog is personal and very opinionated.”</td>
</tr>
<tr>
<td></td>
<td>“I wanted the freedom to post about my medical experiences without worrying about what my doctor would think.”</td>
</tr>
</tbody>
</table>

Sense of connection with others is an integral part of health and well-being for humans. Health as Expanding Consciousness theory posits that health is a dynamic quality in our evolving sense of interaction and connection with self and others, and a process of discovering meaning and understanding. Chronic illness and pain can separate an individual from their usual forms of interaction and meaning (ie, negative impact on quality of life measurements, such as work, family relationships, independence, and mobility) and new forms of interaction and meaning need to be cultivated in order to support positive psychosocial health. The primary themes of (1) helping others, (2) decreasing sense of isolation, (3) sharing of experiences, and (4) finding a sense of community and authentic voice within an individual’s co-existence with a chronic illness were articulated through many of the responses to the question: “Has writing or reading patient blogs changed your sense of connection with others?” (Table 8).

Although most of the respondents did recommend blogging for someone with a chronic illness, some did express that blogging necessitated a time commitment and may not be appropriate for everyone. Of those who did recommend blogging, their reasons for recommendation were grouped into themes of (1) gaining understanding/perspective of one’s chronic illness pattern, (2) emotional release, (3) decreased isolation, and (4) communication with others. A fifth theme of “would recommend with caveat” is also included (Table 9).

Privacy and disclosure, mental health issues, emotional vulnerability (discomfort/stress and anger were identified as subthemes), stage of disease (newly diagnosed), and stigma surrounding certain illnesses were the main themes of concern expressed when asked the question: “Are there circumstances when blogging should not be recommended?” The majority of those answering this question responded that there were circumstances when they would not recommend blogging to an individual (Table 10).
### Table 4. Responses from health care providers upon knowing about the blog.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 2.1: Positive response</td>
<td>“Some read it, some don’t because of regulations. They found it very helpful for people in the same situation.”</td>
</tr>
<tr>
<td></td>
<td>“Very well received.”</td>
</tr>
<tr>
<td></td>
<td>“Positively, as I have great health care providers.”</td>
</tr>
<tr>
<td>Theme 2.2: Negative response</td>
<td>“Absolutely no interest.”</td>
</tr>
<tr>
<td></td>
<td>“They don’t really like it. One clinic even forbid us to go there because of something I published in my blog.”</td>
</tr>
<tr>
<td>Theme 2.3: Neutral or indeterminate response</td>
<td>“I don’t know that he has ever visited, but I believe he thinks it is a good thing.”</td>
</tr>
<tr>
<td></td>
<td>“Seemed to be a ‘passing’ interest in it.”</td>
</tr>
</tbody>
</table>

### Table 5. Motivations for starting the blog.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 3.1: Reflection</td>
<td>“Mostly to sort out my thoughts.”</td>
</tr>
<tr>
<td></td>
<td>“I thought it’d help me deal with the pain, by releasing it emotionally.”</td>
</tr>
<tr>
<td></td>
<td>“The suicide of a friend.”</td>
</tr>
<tr>
<td>Theme 3.2: Communication</td>
<td>“I wanted a forum where I could talk honestly about the symptoms I was experiencing.”</td>
</tr>
<tr>
<td></td>
<td>“Need for support and to streamline communications.”</td>
</tr>
<tr>
<td></td>
<td>“I wanted to be able to share what was happening to me with friends and family but knew that I wouldn’t have the time/energy to communicate with everyone individually.”</td>
</tr>
<tr>
<td>Theme 3.3: Connection with others</td>
<td>A. Loneliness, isolation “Needing to find others who lived in chronic pain so I don’t feel so alone in my pain.”</td>
</tr>
<tr>
<td></td>
<td>“I felt alone and isolated. And then when I started getting comments I realized I was helping other people cope.”</td>
</tr>
<tr>
<td></td>
<td>“Share our reality with others.”</td>
</tr>
<tr>
<td>B. Education, knowledge sharing</td>
<td>“Goal is to contribute in whatever way I can to knowledge about chronic pain as a real disease with real physical consequences.”</td>
</tr>
<tr>
<td></td>
<td>“Share knowledge on health advocacy.”</td>
</tr>
<tr>
<td></td>
<td>“I blog to not only talk about things I am going thru but hopefully to help others as well.”</td>
</tr>
</tbody>
</table>
Table 6. Did blogging change how one deals with the challenges of chronic illness or pain?

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 4.1: Reframing/ability to gain broader perspective on illness</td>
<td>“Mostly the writing helps me see possibilities open to me. I am more active as a patient in the direction of my own care.”</td>
</tr>
<tr>
<td></td>
<td>“It has helped me to process information and be more objective, which is often helpful.”</td>
</tr>
<tr>
<td></td>
<td>“It helps me get perspective on my own situation in a way I didn’t expect.”</td>
</tr>
<tr>
<td>Theme 4.2: Identifying patterns of illness</td>
<td>“It has made me more aware of issues I had not considered. By keeping a log, I can pick up patterns I may have missed.”</td>
</tr>
<tr>
<td></td>
<td>“I find it easier to identify triggers and patterns.”</td>
</tr>
<tr>
<td>Theme 4.3: Expressive outlet</td>
<td>“It has become an online journal where I have an outlet to discuss what I am feeling, emotionally and physically and it has helped my friends and family be kept up to date on things.”</td>
</tr>
<tr>
<td></td>
<td>“Starting my blog has given me an outlet to express myself, and since I have started my blog I feel better about myself.”</td>
</tr>
<tr>
<td></td>
<td>“Much needed infusion of positive energy.”</td>
</tr>
<tr>
<td>Theme 4.4: Support and feedback</td>
<td>“It has made me enormously—processing and rationalizing, sharing and having feedback and support.”</td>
</tr>
<tr>
<td></td>
<td>“It made me feel more connected to people, especially when I met people on Twitter and Tumblr that I could talk to about my chronic illness.”</td>
</tr>
<tr>
<td></td>
<td>“I have met others with my condition or a similar one, learned about both ideas for coping with and the potential progression of my conditions, and developed great networks to connect people with common conditions.”</td>
</tr>
<tr>
<td></td>
<td>“It’s helped me realize that I’m not alone.”</td>
</tr>
<tr>
<td>Theme 4.5: Accountability</td>
<td>“I felt it made me more accountable to follow up on things with my doctors because I knew people would ask about them.”</td>
</tr>
<tr>
<td></td>
<td>“I am a much more informed patient and I’m also much more comfortable talking to others about diabetes. I no longer feel so isolated.”</td>
</tr>
<tr>
<td></td>
<td>“Writing a blog has made me more aware of my habits and also more accountable. Additionally, I have been able to look at the positive aspects of dealing with illness largely because of my blogging and the opportunities it has created for me.”</td>
</tr>
<tr>
<td>Theme 4.6: Ability to cope with illness</td>
<td>“Helped me cope with the anxiety.”</td>
</tr>
<tr>
<td></td>
<td>“It makes a positive impact on my ability to deal with my care.”</td>
</tr>
<tr>
<td></td>
<td>“It’s actually made me realize that my illness is impacting my life less than I had imagined.”</td>
</tr>
</tbody>
</table>

Table 7. Evolution of the objectives of blogging.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 5.1: Sense of evolving purpose</td>
<td>“As my knowledge has increased I have become more of a mentor to others.”</td>
</tr>
<tr>
<td></td>
<td>“Expanded the topics and added guest bloggers.”</td>
</tr>
<tr>
<td></td>
<td>“The desire to make something good out of the struggles that I had faced and was facing at that time.”</td>
</tr>
<tr>
<td>A. Mentoring</td>
<td>“It started out with just my personal stories and then I started sharing research and attempted to be an advocate.”</td>
</tr>
<tr>
<td></td>
<td>“My blog content has changed mostly as I have a desire to spread more awareness and create a message that others will better relate to and understand.”</td>
</tr>
<tr>
<td></td>
<td>“I take more of a patient advocacy stance.”</td>
</tr>
<tr>
<td>B. Advocacy</td>
<td>“As my networking has grown my knowledge has also grown but so has my understanding of my own disability.”</td>
</tr>
<tr>
<td></td>
<td>“I’ve come to terms with being ill, so there’s less ‘oh goodness it’s weird and scary encountering (insert fact of disabled life).’ I’ve become more political. And there’s more stuff without a disability angle.”</td>
</tr>
<tr>
<td></td>
<td>“I believe I’ve opened up and been more honest over time.”</td>
</tr>
<tr>
<td>Theme 5.2: Making meaning of the experience of illness/understanding illness</td>
<td>“I have taken my blog down now. Once I was over the worst of my medical issues I no longer felt it appropriate to continue it.”</td>
</tr>
<tr>
<td></td>
<td>“Not posting as much as I’m dealing with everything better.”</td>
</tr>
</tbody>
</table>
Table 8. Sense of connection cultivated through blogging.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| **Theme 6.1: Helping others** | “First I was helped, now I am helping...a reminder that I *am* part of the world.”  
“Cancer survivors are an amazing group, so eager to help each other.”  
“Reading about other breast cancer survivors is inspiring, sad, and makes me want to work harder to end this epidemic.” |
| **Theme 6.2: Decreased sense of isolation** | “By writing openly and in detail and having interaction with others it has enhanced my sense of interaction.”  
“It has helped me learn to talk to others about my issues more openly.”  
“I’m not alone! There are others out there who are in the same situation as me!” |
| **Theme 6.3: Shared experience** | “It helps me dealing with my own situation knowing that there are people in more or less the same situation.”  
“I feel there is a strong sense of understanding between people with a common disease as well as between people with different chronic disorders.”  
“It’s been wonderful connecting with others who really get what it’s like to live with chronic pain.” |
| **Theme 6.4: Sense of community** | “Enabled me to connect with others worldwide I would never have normally met. Enabled me to become closer to friends.”  
“There is a sense of ‘we’re all in this together’ with other bloggers who are faced with similar challenges, even if we face different illnesses; we often have a lot in common. It can be a great comfort.”  
“Realize that others are going through the same things as I am.” |

Table 9. Reasons of recommending blogging.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| **Theme 7.1: Gaining understanding/perspective** | “Great way to work things out. Forces you to think about what the impact of the illness is (or is not!) on your life.”  
“It takes stress away and avoids an endless story repetition to those interested.” |
| **Theme 7.2: Emotional release** | “It’s a good release of emotions and you can set the level of privacy on each post so you can choose who sees what!”  
“It helps to write down your feelings and what you are going through.”  
“I think, if nothing else, it is a good outlet and a healthy way to share your feelings.” |
| **Theme 7.3: Decreased isolation** | “Certainly to people who enjoy writing, though, and to people who are socially isolated, although never blog *just* about illness.”  
“Yes, eases sense of isolation helps in staying on top of treatment changes, enables conversations that the healthy do not want to have.” |
| **Theme 7.4: Communication with self or others** | “It can help to connect with others in a similar situation and also help you understand yourself and your illness more.”  
“Healthy communication of pain is never wrong.”  
“I think it can have an impact on helping others to ‘get it.’” |
| **Theme 7.5: Would recommend blogging with caveat** | “If they are comfortable doing it. Privacy concerns are the 800-lb gorilla in the room.”  
“Only if they want to, because it can be really demanding. But I would recommend it because it will help them to become more empowered, informed and confident.”  
“Maybe a private blog? Or a blog within an online fibromyalgia community to feel safer.” |
Table 10. Perceived situations in which blogging would not be recommended.

<table>
<thead>
<tr>
<th>Themes identified</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 8.1: Privacy/disclosure</td>
<td>“I would not recommend blogging for those who do not feel comfortable sharing personal information.”</td>
</tr>
<tr>
<td></td>
<td>“Those with privacy concerns, such as health insurance tied to employment, need to be cautious. Those who would be harmed by public disclosure or being found by search engines.”</td>
</tr>
<tr>
<td></td>
<td>“Anything published on the Internet stays there forever.”</td>
</tr>
<tr>
<td>Theme 8.2: Stage of disease (newly diagnosed)</td>
<td>“Maybe when still new to the diagnosis and searching for answers.”</td>
</tr>
<tr>
<td>Theme 8.3: Mental Illness</td>
<td>“If you are very unwell (mentally) and might say something that could ‘trigger’ someone else to do something harmful toward themselves or others, you should either not write until you are a bit better or censor what you write.”</td>
</tr>
<tr>
<td></td>
<td>“Anyone with a mental illness who cannot handle negative comments should not blog.”</td>
</tr>
<tr>
<td>Theme 8.4: Stigma of illness</td>
<td>“When people are uncomfortable talking about their conditions. There are also regional issues, stigmas to think about. If you don’t like being found with a Google search of the condition and your name, don’t blog.”</td>
</tr>
<tr>
<td>Theme 8.5: Emotional vulnerability</td>
<td></td>
</tr>
<tr>
<td>A. Discomfort/stress</td>
<td>“If it would make the person feel uncomfortable sharing medical information or if it would stress them out too much.”</td>
</tr>
<tr>
<td></td>
<td>“If it hurts someone else.”</td>
</tr>
<tr>
<td></td>
<td>“When patient is too weak or under strong emotional distress.”</td>
</tr>
<tr>
<td>B. Anger</td>
<td>“Don’t blog when angry. You’ll say things you’ll regret.”</td>
</tr>
<tr>
<td></td>
<td>“Express anger aimed at another individual.”</td>
</tr>
</tbody>
</table>

Discussion

This project contributes to formative research on illness blogging and provides information leading to a more thorough understanding of why individuals initiate and maintain an illness blog. This convenience sample of primarily well-educated women mirrors the population who are most engaged with social media; however, this is not fully representative of the overall online population with chronic disease, based on the Pew data [18]. The Pew Internet and American Life Project has found in their surveys of Internet and social networking usage in the United States that an adult with chronic illness is less likely to have Internet access compared to an adult without chronic illness (62% versus 81%) [18]. Approximately the same proportion of patients with and without chronic conditions either consume (57%) or generate (20%) online health information.

Overall, respondents provided information that illustrates how blogging assisted them in sharing, responding, reflecting, and evolving in their understanding and experience of their own health conditions and illness challenges. This evidence demonstrates how blogging may assist some patients in articulating and sharing their illness narratives. Although health care providers only suggested blogging to 6% of respondents, the positive elements identified by bloggers suggests therapeutic potential in this social media tool. Further research is needed to develop the exploratory data reported here and to explore patient characteristics, diagnoses, or conditions that might find such a process useful. Similar to evidence that journaling provides moderation of pain and increases self-management of chronic pain, it is possible that with further research, providers may be able to better identify safe and effective conditions for recommendation of illness blogging as well as understand methods to minimize negative effects of illness blogging. Continued research may find that development of blogging as a health care tool could be a beneficial intervention for some patients with chronic pain or illness.

Respondents provided longer, more reflective responses to the open-ended survey questions than expected, identifying perceived motivators and psychosocial benefits of blogging about one’s illness. Most bloggers started their blog on their own initiative, and this may suggest that this cohort already had strong illness coping strategies in place. A future research question to assess is whether introducing illness blogging by a health care provider would have a similar positive effect. Illness bloggers readily shared their blogs with friends and family, and the majority of the blogs were not password or otherwise protected from public view or search capabilities. In contrast to this open and public nature of illness blogging, a majority of respondents did not share their blogs with their health care providers. The perception that health care providers would be uninterested or lacked time, and had been hostile or were anticipated to be hostile toward the patient and/or the contents of the illness blog was expressed in a number of survey responses. Some respondents felt if their health care provider read or commented on their blog, it would stifle the free flow of emotions and ideas that blogging provides. This may be an issue to investigate further with health care providers as well as illness bloggers. The theme of accountability expressed by the bloggers was unanticipated, yet it is consistent with other responses of developing greater connections with others and deeper insight into one’s self through the reflective process of
blogging. The accountability expressed appeared to be a motivating factor resulting in a sense of responsibility, purpose, and attempting to validate and gain understanding of the experience of illness by the process of initiating and maintaining a blog.

The creation of online connections with others by commenting and reading others’ illness blogs supports the concepts framed by the theory of Health as Expanding Consciousness, which posits that individuals strive to regain a sense of health by connecting with self and others, and finding growth, meaning, and purpose in life experiences. The process of blogging allows for the creation of real-time sharing of experience with family and a community of others in similar situations; in contrast, traditional journal writing does not permit this same process. Several survey respondents did remark on the sense of being “less alone” and less isolated by their illness when engaging in the process of illness blogging.

Limitations of the study included a convenience sample resulting in a narrow demographic cohort of self-selected, highly educated, English speakers (the survey was not translated into languages other than English), who were predominantly women. This may have been due to active participation in the survey by online communities focused on breast cancer and fibromyalgia. A sample more closely representing the population with chronic illness and pain will need to be developed to further explore blogging issues, while accounting for evidence that education and income levels of bloggers tend to be higher than the general population [26]. Although women with chronic disease are proportionally more active in generating Internet content, such as blogs, further studies may want to include bloggers with more gender-neutral conditions, such as lung or colon cancer, heart disease, and diabetes. The matrix model of our survey design may have been a specific limitation because the question regarding the impact of their illness limited respondents’ ability to express if an item had both negative and positive impacts on their disease or illness which may have limited the ability of respondents to fully answer some questions. Financial aspects of illness were not addressed in this project; these might impact patients’ experiences and should be included in future studies.

Although there are limitations in this formative research, we believe this study adds to the growing body of knowledge on digital communication (blogging) and how it may play a role in addressing the needs of individuals living with chronic pain or illness. The project hypothesis, that communicating the experience of illness through blogging may provide positive psychosocial benefits to some patients with chronic pain or illness, appears to be supported. Larger studies that incorporate a comparison group in a longitudinal setting need to be undertaken to generalize the benefits to a wider population.

Given the data from respondents, further research in this area is indicated in several directions. There is limited literature examining the intersection between illness narratives and blogs. Based on this data, blogging appears to decrease a sense of isolation through the establishment of online connections with others and increases a sense of purpose by assisting others facing similar situations. Although blogging consumes time and energy for the blogger, illness blogging seems to facilitate a shared reflective experience through the process of reading, writing, and commenting on illness blogs. Both Charon [4] and Pennebaker [8] describe the benefits of telling and retelling of a narrative to come to greater understanding and meaning of the event. The experience of blogging enables the blogger to narrate their own health story in real time with evolving understanding and meaning. Qualitative analysis will assist in understanding how blogging further relates to expressive writing and narrative. Health as Expanding Consciousness theory suggests that humans are seeking a sense of meaning and purpose out of disorder and hopelessness [20]. These benefits may be harder to obtain in traditional journaling or illness narratives because of the lack of real-time communication and the broad reach offered by the use of the Internet.

It is noteworthy that illness bloggers perceive a lack of interest by the health care community in their blogs. This may be an area for further research within the health care community. As we have moved forward with medical advances supporting the ability to live longer, the numbers of people living with chronic disease and pain have increased. Improving the quality of life for people with chronic disease and pain requires greater recognition of not only the physical manifestations of pain and disease, but also their psychosocial manifestations. This new paradigm of health care includes living with illness for extended lengths of time and a need for the individual and family to create new ways of understanding and processing the dynamic health-illness continuum. Charon [16] states that it is essential to find ways to bridge the divide between illness and health, to reflect and seek understanding of what has happened, and often this can be facilitated by storytelling and narratives. The Health as Expanding Consciousness theory suggests a need for finding patterns and meaning, and a connection with one’s self and others are necessary tasks to complete in moving toward health. The words of a survey respondent, “First I was helped, now I am helping...a reminder that I am part of the world,” describe the experience process that bloggers in this project reported. Perhaps the process of communicating the experience of chronic illness and pain through blogging may be one method to assist in moving toward a more complete, holistic model of health and healing by allowing individuals with chronic illness and pain to regain a place in the world.
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