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Abstract

Background: Information technology can help individuals to change their health behaviors. This is due to its potential for dynamic and unbiased information processing enabling users to monitor their own progress and be informed about risks and opportunities specific to evolving contexts and motivations. However, in many behavior change interventions, information technology is underused by treating it as a passive medium focused on efficient transmission of information and a positive user experience.

Objective: To conduct an interdisciplinary literature review to determine the extent to which the active technological capabilities of dynamic and adaptive information processing are being applied in behavior change interventions and to identify their role in these interventions.

Methods: We defined key categories of active technology such as semantic information processing, pattern recognition, and adaptation. We conducted the literature search using keywords derived from the categories and included studies that indicated a significant role for an active technology in health-related behavior change. In the data extraction, we looked specifically for the following technology roles: (1) dynamic adaptive tailoring of messages depending on context, (2) interactive education, (3) support for client self-monitoring of behavior change progress, and (4) novel ways in which interventions are grounded in behavior change theories using active technology.

Results: The search returned 228 potentially relevant articles, of which 41 satisfied the inclusion criteria. We found that significant research was focused on dialog systems, embodied conversational agents, and activity recognition. The most covered health topic was physical activity. The majority of the studies were early-stage research. Only 6 were randomized controlled trials, of which 4 were positive for behavior change and 5 were positive for acceptability. Empathy and relational behavior were significant research themes in dialog systems for behavior change, with many pilot studies showing a preference for those features. We found few studies that focused on interactive education (3 studies) and self-monitoring (2 studies). Some recent research is emerging in dynamic tailoring (15 studies) and theoretically grounded ontologies for automated semantic processing (4 studies).

Conclusions: The potential capabilities and risks of active assistance technologies are not being fully explored in most current behavior change research. Designers of health behavior interventions need to consider the relevant informatics methods and algorithms more fully. There is also a need to analyze the possibilities that can result from interaction between different technology.
components. This requires deep interdisciplinary collaboration, for example, between health psychology, computer science, health informatics, cognitive science, and educational methodology.


**KEYWORDS**
Behavior change; consumer health informatics; health communication; health promotion; personalization

**Introduction**

Prevention, early intervention, and self-care are priorities for most health care systems around the world. Policy makers cannot, however, address these priorities solely through conventional clinical means. This is because citizens must make sustained health behavior changes, which are largely beyond the reach of the clinic [1].

Information technology has the potential to support behavior change [2]. However, in many behavior change interventions, technology is used as only a passive medium, where the main purpose is efficiency, communication, or a positive user experience. For example, an interactive website might provide different types of multimedia or a discussion forum, but the health information may be static. Even if the health content is tailored to a particular audience, the tailoring is determined a priori. Users navigate the website in the same way as they would navigate tailored print material, albeit often with greater ease. Processing of health content is not automated.

Furthermore, many interventional studies do not identify which aspects of technology contributed to the observed outcomes; the technologies are simply named in a general way (eg, mobile phones [3]). Recent reviews on technology-supported interventions [4-7] also did not explore the semantic processing potential of the technology. For example, Enwald and Huotari [5] defined “second generation” as “interactive media” and “third generation” as the use of “mobile and remote devices.”

In this paper we aim to review research on the active aspects of technologies to assist health behavior change. Our objectives were (1) to define key technological capabilities involving active information processing, (2) to determine through a literature review where these technologies are used in behavior change interventions or where they are clearly recognized as important for interventions, (3) to identify emerging themes involving novel uses of active technology that are cross-disciplinary, and (4) to identify any gaps in the research and propose future directions.

**Definition: Active Assistance**

We define active assistance technology as any technology involving automated processing of health or behavior change information that is ongoing as the user interacts with the technology. In other words, the technology continues to process the health-related information during interactive use and may adapt its responses. This contrasts with passive information technology such as storage devices, videos, and website design. It also contrasts with interactive systems that do not process information related to health or behavior change. For example, an interactive system can process user choices on presentation format (eg, video or text) and adapt to these choices during a session. However, this is not active assistance because the responses are not related to the semantic content of the health messages, only to their formatting.

In this way, the concept of active assistance draws attention to the distinction between semantic and nonsemantic information processing during an interactive session. This is important, because semantic processing entails a degree of delegation of health decision making to an automated system, which can free up human specialists. It also has more serious consequences if incorrect.

Furthermore, active assistance takes place in an environment in which citizens and experts participate actively in the behavior change intervention (combining push and pull). In other words, the role of the technology is not merely to deliver a fully expert-led intervention where users follow instructions with minimal understanding. Instead, the technology helps users to reflect and learn about the obstacles to successful behavior change. A desirable feature is that users should feel they have ownership or control of the intervention [8].

A concept related to active assistance is persuasive technology, which is “designed to change attitudes or behaviors of users through persuasion and social influence” [9]. Although many aspects of persuasion are relevant to active assistance, persuasive technology is not necessarily active in the way that we are defining it; passive techniques such as visualization and website design may suffice. However, some aspects of persuasion would benefit from active technology. In particular, the potential of the technology for unbiased information processing can help with self-monitoring and correction of inaccurate health beliefs, both of which are required in the persuasion model [10,11]. Similarly, many behavior change theories such as the transtheoretical model [12], social cognitive theory [13-15], and theory of planned behavior [16] imply the need for health education, accurate beliefs, and self-monitoring to effect behavior change and sustain it over the long term. Independently of persuasion and self-monitoring, automated information processing can also overcome some of the problems of self-report in measuring behavior change such as adherence [17].

In the context of these requirements, the following are key examples of active assistance technology that can support behavior change. The technologies may be used together or independently.

**Automated Reasoning Using an Explicit Knowledge Representation**

An example of this is that an interactive system might use knowledge-based reasoning about the user’s health and circumstances to determine how its responses should be tailored...
further to the particular individual. Since this process is dynamic, there is more potential for delivery of messages that are tailored to the user’s current environment and state of motivation than would be the case for static tailoring. Similarly, health education can involve answering specific health-related questions, on demand, using inference about what-if scenarios that the user wants to know about (nor necessarily personalized). Examples might include mobile or Web interfaces with dynamic personalization, intelligent reminding, natural-language dialog, or health-related games with an automated player.

**Automated Data Collection With Pattern Recognition (Smart Sensing)**

Automated sensing can overcome the limits of self-reported online diaries, which depend on memory. Recognition of patterns in online interactions, physical activities, or physiological states can provide useful self-monitoring information for users who are attempting to change their behavior, provided that it is displayed in a user-friendly way. This goes beyond the capability of automated reasoning because the system can acquire data and recognize events automatically without manual data input.

**Automated Adaptation Over Time**

Adaptation occurs in response to emerging patterns and contexts. This goes beyond automated reasoning and automated data collection because the system adapts its methods and decisions according to patterns that it has recognized. For example, an interactive system might learn to predict a user’s state of motivation based on his or her responses to prompts (without any additional sensing).

In each case, the algorithms need to be informed by health-related knowledge, either explicitly as a formal representation or implicitly in the form of assumptions built into their design.

**Background: Related Reviews**

Some previous literature reviews have addressed topics related to active assistance.

Webb et al [2] conducted a systematic review and meta-analysis of the effectiveness of Internet-based interventions. The review found that interventions grounded in behavior change theories are associated with increased effectiveness, with the theory of planned behavior having the largest positive effect. The review used a taxonomy of behavior change techniques and found that using a combination of these techniques tended to be more effective than using only one. Effectiveness was also increased by communication methods such as instant messaging. Although the review did not consider the role of active semantic processing, the findings that a combination of techniques is more effective suggest an increased necessity for such automated processing due to the added complexity of interventions that combine more than one technique.

Fry and Neff [18] reviewed the effectiveness of interventions using automated prompts and reminders, finding that more than half of those (11 out of 19 reviewed) showed positive results. The findings suggest that tailoring of prompts and making them more interactive can make them more effective. However, the review did not specify the role of the technology in determining the timing and content of prompts: whether these are manually designed in advance, or whether they can be adapted using automated methods.

Lustria et al [4] defined second-generation interventions as those that are tailored to individuals. The definition did not specify whether the tailoring is an ongoing automated adaptation process that happens during continued user interaction. However, the review has some interesting findings. Many tailored interventions have components for developing self-regulatory skills and self-monitoring. For example, the user can often keep online diaries and send them to an expert for analysis, who then provides feedback. Automation of some of the semantic analysis steps in this process would reduce the need for human expert involvement, thereby reducing costs. Similarly, Revere and Dunbar [19] conducted an earlier review (1996–1999), finding that tailored interventions tended to be effective but not enough evidence that tailoring was superior to generic interventions. The review mentioned the possibility of dynamic tailoring but did not focus on the distinction between dynamic and offline computer tailoring.

Bickmore and Giorgino [20] reviewed the technologies used in dialog systems and presented some examples that have been evaluated as effective. Similarly, Corkrey and Parkinson [21] reviewed interactive voice response systems from 1989 to 2000, finding a growing research area but few applications at that time.

For the purpose of building personalized health models, Fernandez-Luque et al [22] reviewed the research on extracting content from social networking sites (eg, blogs, forums, or search patterns). These techniques have relevance in behavior change interventions but are still at an early stage and present many ethical and technical challenges.

There have been no comprehensive reviews of active assistance technologies in health-related behavior change.

**Methods**

We conducted the literature review in accordance with the guidelines of the PRISMA statement [23] that are relevant to our objectives.

**Keyword Search and Databases**

We used the following strategy: <technology-related keywords> AND <health psychology-related keywords> AND health AND “behavior change”.

Technology- and psychology-related keywords were combinations of the following: [automated OR technology OR Internet OR “mobile phone” OR intelligent OR computer-based OR interactive OR agent-based OR adaptive OR “context-aware” OR “machine learning” OR “pattern recognition” OR robotic OR “virtual reality” OR semantic OR “knowledge-based” OR “decision support” OR ontology OR dialog OR “natural language”] AND [assistance OR intervention OR personalization OR persuasion OR adherence OR compliance OR motivation OR affective OR emotion OR reminder OR prompt].
We conducted some preliminary searches on a wide range of databases including CINAHL, EMBASE, Inspc, ISI Web of Science, PsycINFO, and ScienceDirect. However, we found that Google Scholar had a wide enough coverage to allow it to be used instead of these databases. This is consistent with recent empirical studies such as those of Howland et al [24] and Walters [25]. Therefore, we decided to use only Google Scholar and PubMed. The date range was January 2005 to January 2012. Only articles written in English were included.

Inclusion and Exclusion Criteria
We used the definition of active assistance above. The studies should have included at least one of the three active assistance technologies listed and have been intended for interactive use by clients or patients attempting to change their behavior. Studies may have described a new technology or design to be used in behavior change interventions, or they may have reported an evaluation of an actual intervention using the technology. Qualitative studies are necessary to evaluate usability and acceptability of active technology. Similarly, prototypes and works in progress help to provide an overview of the current research concepts and their maturity.

We excluded the following kinds of study: (1) interventions merely delivered using the Internet, CD-ROM, or other medium, where the technology only facilitates transmission of information from expert to user, (2) feedback, in which there is no automated processing of personal health-related information—for example, receiving emails from a human counselor would be excluded, (3) tailored-offline interventions, in which the computer processing is used by health professionals to tailor the intervention before or after the user interacts with the technology—this is the case where the semantic content processing is not part of the interactivity with the client (although a health professional may have interactive access), (4) simple data collection or preprogrammed reminding without any pattern recognition or inference (eg, pedometers); interventions where the semantic content of reminder messages were configured by the client were also excluded for this reason—for example, the planning tool of Souretti et al [26] is a passive technology and therefore excluded, (5) fixed games or simulations, in which there is no automated player with semantic processing capability, and (6) general guidelines or research roadmaps in which different options are discussed.

Data Extraction
We divided studies into the following categories: (1) quantitative and qualitative evaluations of interventions using active technology, (2) pilot studies of new technology, and (3) prototypes or designs that are being developed or tested.

For each study, we asked the following questions. What kind of active technology was used? Was it effective? What was the role of the technology in the intervention? Was it theoretically grounded?

Active Technology Types
We looked for one or more of the following types of automated content processing, based on capabilities of the active assistance technologies outlined above: (1) automated data collection with pattern recognition, (2) context-sensitive alerts, reminders, and recommendations, (3) knowledge-based reasoning or inference (semantic representation, ontology, decision support, decision algorithm, and automated planning), (4) dialog systems with natural-language processing, (5) simulation or game with an intelligent agent, and (6) online adaptation to build user models and personalization (adaptive websites or interfaces, and user profiling).

In addition to our predefined categories, we identified new technology themes and author keywords describing the technology.

Effectiveness Evaluations
For those studies with evaluations of effectiveness, we asked the following questions. First, what was being evaluated? This could be acceptability or usability (self-reported positive or negative attitude); treatment adherence or technology engagement (observed); self-reported behavior change; or objectively measured behavior change (eg, step counts). Second, what method of evaluation was used (eg, randomized controlled trial [RCT] or qualitative study)? Third, were findings summarized, to give an indication of the maturity of the technology, and any advantages or new problems that it introduces?

Role of Active Technology in Interventions
It is important to understand the role of the active technology in the intervention.

We used the following three functions (defined above): (1) dynamic tailoring, (2) interactive education to support participations in their own care and disease prevention, and (3) support for self-monitoring in a way that overcomes biases of self-report.

In particular, we looked for an association of an active technology type with a purpose. For example, pattern recognition and context awareness may be used to support dynamic tailoring. Similarly, for unbiased self-monitoring, the technology needs to provide automated data collection, pattern recognition, and representation of the results in a visual format that can be easily understood.

Theoretical Grounding
We included here any behavior change theories mentioned by the authors as having a role in the technology design. In addition, we asked whether the study proposed any novel ways of connecting active technology with behavior change theories, and whether the active technology allows new possibilities that would not be available with static technology.

Results
Following a review of title and abstracts, the search identified 228 potentially relevant articles. Of these, 41 satisfied the inclusion criteria after a full-text review. Table 1 lists the data extraction contents for intervention and active technology themes [27-67], along with any effectiveness evaluations. Table 2 [27-67] shows the extent to which our previously defined technology roles appeared in the studies (dynamic tailoring,
interactive education, and self-monitoring support). Also included are any behavior change theories informing the technology design or usage.

In Table 1, we used the following notation to give an approximate summary of evidence for studies with effectiveness evaluations: \(\text{<weight of study>: <effect>}\). Weight of study was scored as 5 (RCT with at least one objective measure, long-term), 4 (RCT with at least one objective measure, short-term), 3 (RCT with self-report only, long-term), 2 (RCT with self-report only, short-term), or 1 (qualitative or pilot study). Effect was scored as + (positive), (negative), or +/- (mixed or insignificant).

For example, a study with objective measures over the long term, but not showing a significant effect, would be summarized as 5: +/-.

We used the same summarized notation if some measures were positive and others negative or insignificant. Details are in the findings column.
<table>
<thead>
<tr>
<th>Reference and project or intervention name</th>
<th>Health topic / study population</th>
<th>Technology themes</th>
<th>Type of study</th>
<th>Main findings</th>
<th>Evidence summary (if applicable)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bickmore &amp; Picard 2005 [29] (FitTrack)</td>
<td>Physical activity / healthy adults</td>
<td>ECA&lt;sup&gt;b&lt;/sup&gt;; relational agent.</td>
<td>RCT (n = 101; 30 days). Measures: acceptability (self-report) + PA&lt;sup&gt;d&lt;/sup&gt; (pedometer). Groups: relational agent, non-relational agent and control.</td>
<td>Positive acceptance; increased PA during intervention but reduced PA after follow-up. Relational agent more liked. Dialog repetitiveness annoying.</td>
<td>4: +/-</td>
</tr>
<tr>
<td>Bickmore et al 2005 [30] (FitTrack)</td>
<td>PA / older adults</td>
<td>ECA: relational agent.</td>
<td>RCT (n = 21; 2 months), to test acceptability (usage history) + PA (pedometer) + loneliness (self-report). Groups: relational vs control (usual care).</td>
<td>Positive acceptance and significant increase in PA during intervention. No significant decrease in loneliness.</td>
<td>4: +/-</td>
</tr>
<tr>
<td>Bickmore &amp; Sidner 2006 [31]</td>
<td>General behavior change / adults</td>
<td>Making dialog more robust by linking with ontologies for behavior change theories (TTM&lt;sup&gt;e&lt;/sup&gt;, MI&lt;sup&gt;f&lt;/sup&gt;).</td>
<td>Prototype.</td>
<td>Not an empirical study.</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Bickmore et al 2009 [33]</td>
<td>Compliance / low health-literate patients (hospital discharge)</td>
<td>ECA: virtual nurse with relational behaviors and empathy.</td>
<td>Self-report usability tests: 2 tests: nonpatients (n = 30) + patients (n = 19) with 47% low literacy. Both groups tested with relational vs non-relational agent.</td>
<td>Both tests: relational preferred. Overall ECA acceptance. ECA allows more time and sense of control than human face-to-face communication.</td>
<td>1: +</td>
</tr>
<tr>
<td>Bickmore et al 2010 [34]</td>
<td>Medication adherence, PA / schizophrenia patients</td>
<td>ECA: simple concrete communication. Authors counter ethical criticism of ECA for mental health.</td>
<td>Pilot evaluation (n = 20; 31 days) to test acceptability (self-report) + adherence + PA (no control).</td>
<td>Positive acceptance. Adherence + PA high. ECA provides simplified conversation, less confusing than human face-to-face.</td>
<td>1: +</td>
</tr>
<tr>
<td>Bickmore et al 2011 [35]</td>
<td>2 domains: exercise and diet / adults</td>
<td>Semantic ontology for behaviors and theories (TTM, MI); semantic models of user, data, and intervention.</td>
<td>Qualitative study (n = 8) on acceptability of ECA health counselor based on reusable ontology.</td>
<td>Positive acceptance, but limited evaluation.</td>
<td>1: +</td>
</tr>
<tr>
<td>Bickmore et al 2010 [36]</td>
<td>Physical activity / adults</td>
<td>ECA: promoting long-term use; avoid repetitive dialog. Introduce variability + storytelling.</td>
<td>2 RCTs: 1. Variability (n = 24, 100 days); variable vs nonvariable; 2. Story(n = 26, 30 days): first-person story vs third-person story. Measures: usage + step count + self-reported satisfaction.</td>
<td>1. Variability: more system usage, but less exercise. 2. Story: first person had more usage than third person, but less exercise. Self-reported satisfaction high for test conditions.</td>
<td>4: +/-</td>
</tr>
<tr>
<td>Reference and project or intervention name</td>
<td>Health topic / study population</td>
<td>Technology themes</td>
<td>Type of study</td>
<td>Main findings</td>
<td>Evidence summary (if applicable)*</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------</td>
<td>-------------------</td>
<td>---------------</td>
<td>---------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Buttussi &amp; Chittaro 2008 [38] (MOPET)</td>
<td>Physical activity / adults</td>
<td>ECA; context-aware sensing; user model.</td>
<td>Prototype.</td>
<td>Initial qualitative evaluation positive (n = 12).</td>
<td>1: +</td>
</tr>
<tr>
<td>Consolvo et al 2008 [39] (UbiFit)</td>
<td>Physical activity / adults</td>
<td>Graphic display with &quot;garden&quot; metaphor; mobile sensing device with inference; interactive app (edit or add to journal).</td>
<td>RCT: 3-month field experiment (n = 28): full system (10) vs no mobile sensing device (9) vs no display (9). Measures: (1) sensed activities + self-report; (2) qualitative analysis on user experience.</td>
<td>System with display led to more exercise than without display. User experience positive: more self-awareness, which motivated exercise.</td>
<td>4: +</td>
</tr>
<tr>
<td>De Rosis et al 2006 [40]</td>
<td>Diet / adults</td>
<td>ECA: recognize user’s emotional state, social attitude, and TTM stage during dialog; dynamically update user model during dialog.</td>
<td>Prototype: raters label emotional states, TTM stages, and social attitudes in test dialogs (WOZ$^2$ and corpus).</td>
<td>Labeling of emotions by raters used to guide design of dialog system.</td>
<td>Not an intervention evaluation</td>
</tr>
<tr>
<td>Farzanfar et al 2007 [41]</td>
<td>Treatment adherence, suicide prevention / depressed adults</td>
<td>Telephone agent: monitoring + self-care management.</td>
<td>Preliminary qualitative trial (n = 15), 4 weeks. Modifications made in response.</td>
<td>Dialog was helpful for adherence, but sounded artificial and insensitive, particularly in suicide risk. Users prefer more human-like agent with empathy and understanding of serious issues. (For suicide, hotline preferred). Authors’ conclusion: anthropomorphism is not valid (people do not attribute human qualities to machines—only in metaphor).</td>
<td>1: +/-</td>
</tr>
<tr>
<td>Hakulinen et al 2008 [42] (COM-PANIONS project)</td>
<td>PA / adults</td>
<td>Mobile companion; semantic ontology of user environment for PA planning.</td>
<td>Prototype.</td>
<td>Not an empirical study.</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Hartmann et al 2007 [43]</td>
<td>Improve patient questions to physician / adults with asthma</td>
<td>Educational website to suggest questions, encourage patient involvement in care, prevent more serious illness.</td>
<td>Pilot study (n = 37) record usage experiences.</td>
<td>Positive self-report: (1) improved relations, (2) more active involvement.</td>
<td>1: +</td>
</tr>
<tr>
<td>Jin 2010 [45]</td>
<td>Stress management / college students</td>
<td>Education-entertainment / health belief, self-efficacy; educational interactive test (game) for responses to stress scenarios. Agent gives educational messages.</td>
<td>RCT: (n = 60). Effectiveness of virtual agent on student’s intent/mood. Interactive test with agent (test) vs no agent (control) vs no test (true control).</td>
<td>Positive self-report on enjoyment and educational value for agent condition. Interactive test improves stress management self-efficacy (over true control, without test).</td>
<td>2: +</td>
</tr>
<tr>
<td>Reference and project or intervention name</td>
<td>Health topic / study population</td>
<td>Technology themes</td>
<td>Type of study</td>
<td>Main findings</td>
<td>Evidence summary (if applicable)</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>---------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Klein et al 2011 [47] (eMate)</td>
<td>Adherence / diabetic patients</td>
<td>Automated reasoning based on COMBI model (combines different theories) ensures dynamic tailored messages depending on user’s context and state of mind.</td>
<td>Prototype: computational model of behavior change (mobile + website).</td>
<td>Not an empirical study.</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Konovalov et al 2010 [48] (GATE)</td>
<td>Mental health promotion / military service personnel</td>
<td>Blog analysis to understand moods and emotions (combat experience): GATE algorithm + ontology.</td>
<td>Design and pilot study for technology: compare algorithm with expert opinion.</td>
<td>Precision of algorithm: 0.9, recall: 0.75; F score: 0.82.</td>
<td>Not an intervention evaluation.</td>
</tr>
<tr>
<td>Lee et al 2010 [49]</td>
<td>Health promotion / older adults</td>
<td>Telehealth: action-based behavior model (1) increase user’s awareness of health, (2) set goals, (3) educate user in how to achieve goal, (4) remind, (5) reward + assess.</td>
<td>Design: overcome limits of sensing only; need high-level assessment information with models of persuasion to determine whether behavior changed.</td>
<td>Not an empirical study.</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Looije et al 2010 [52] (SuperAssist)</td>
<td>Adherence / older adults</td>
<td>ECA (robot cat), MI, persuasion.</td>
<td>Pilot study (n = 24): physical ECA (n = 12) vs virtual (n = 12). Each group experienced text, social ECA, and nonsocial ECA.</td>
<td>90% acceptance. Social ECA preferred over nonsocial ECA; half preferred text interface over social ECA (“conscientious” personality type). Virtual ECA more “empathic” than physical.</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Mazzotta et al 2007 [54] (PORTIA)</td>
<td>Healthy eating / adults</td>
<td>Persuasion agent: tailoring of messages based on inferred personality traits and likely motivations of user.</td>
<td>Prototype of dialog design, based on corpus analysis of persuasive dialogs produced by participants in role-playing scenarios.</td>
<td>Corpus analysis found that persuasion is most often based on nonrational arguments and positive framing.</td>
<td>Not an intervention evaluation</td>
</tr>
</tbody>
</table>
| Reference and project or intervention name | Health topic / study population | Technology themes | Type of study | Main findings | Evidence summary (if applicable)
---|---|---|---|---|---
Munguia Tapia 2008 [55] | Obesity / adults | Sensors and algorithms for activity recognition and energy expenditure estimate. | Prototype. | Activity recognition most accurate if simple examples are given; high variability is difficult (eg, housework). Energy estimate more accurate for simple activities and with multiple body sensors. | Not an intervention evaluation |
Nguyen & Massthoft 2008 [56] | General behavior change / adults | Persuasive dialog, MI. | Acceptability test (n = 41): is MI dialog more persuasive than argumentation? Questionnaire + qualitative analysis in comments. | Self-report positive: persuasiveness, likeability scores higher for MI than for 2 types of argumentation. | 1: + |
Smith et al 2008 [60] | Healthy lifestyle / adults | ECA; collaborative planning, update planned activities through ongoing dialog. | Prototype with technical evaluation. | Approach is feasible, although dialog error rate is still high. | Not applicable |
Spring et al 2010 [62] (Make Better Choices–MBC) | Obesity / adults | PDA: find optimal advice for exercise; goal thermometers; “in the moment” decision support/multiple theories, including self-regulation. | Study design. | Design of a trial only. | Not applicable |
Turunen et al 2011 [64] (COMPANIONS project) | Health and fitness / adults | Home and mobile health and fitness companion. | Pilot study (n = 20): feasibility of complex dialogues in home and mobile scenarios. | System behaves robustly in realistic experimental scenarios, but word error rates are still high. | 1 + |
<table>
<thead>
<tr>
<th>Reference and project or intervention name</th>
<th>Health topic / study population</th>
<th>Technology themes</th>
<th>Type of study</th>
<th>Main findings</th>
<th>Evidence summary (if applicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>van der Putten et al 2011 [66] (SERA projet-Social Engagement with Robots and Agents)</td>
<td>PA / older adults</td>
<td>Social robot; health advisor.</td>
<td>Pilot study (n = 6). Video recording of interactions in homes. Iteratively modify setup based on results of previous session.</td>
<td>3 iterations, variable interactions, and satisfaction reports. Positive for motivation but some frustration over lack of control of dialog and too much time taken up.</td>
<td>1: +/-</td>
</tr>
<tr>
<td>Watson et al 2012 [67]</td>
<td>PA / overweight adults</td>
<td>ECA: virtual coach</td>
<td>RCT (n = 70; 12 weeks); primary measure: step count; secondary: weight + self-reported satisfaction, self-efficacy, PA recall, and PA stage of change. Groups: virtual coach vs control (no coach: website + pedometer only).</td>
<td>Average step count for intervention group remained constant over 12 weeks while control group dropped. Repeated measures analysis of variance showed significant difference in step count change between intervention and control. No significant difference in secondary measures; acceptance mixed.</td>
<td>4: +/-</td>
</tr>
</tbody>
</table>

\(^a\) <weight of study>: <effect>: weight of study was scored as 5 (randomized controlled trial [RCT] with at least one objective measure, long-term), 4 (RCT with at least one objective measure, short-term), 3 (RCT with self-report only, long-term), 2 (RCT with self-report only, short-term), or 1 (qualitative or pilot study). Effect was scored as + (positive), (negative), or +/- (mixed or insignificant).

\(^b\) Embodied conversational agent.

\(^c\) Randomized controlled trial.

\(^d\) Physical activity.

\(^e\) Transtheoretical model.

\(^f\) Motivational interviewing.

\(^g\) Wizard of Oz study, where humans pretend to be dialog agents to understand the likely responses to an automated agent.

\(^h\) Computerized behavior intervention.

\(^i\) Personal digital assistant.
<table>
<thead>
<tr>
<th>Reference and project or intervention name</th>
<th>Active technology type</th>
<th>Dynamic tailoring</th>
<th>Interactive education</th>
<th>Self-monitoring</th>
<th>Theoretical grounding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ananthanarayan &amp; Siek 2010 [27] (HealthSense)</td>
<td>Inference; pattern recognition</td>
<td>Not specified</td>
<td>Yes, but details not given</td>
<td>Yes; provide awareness of physical activity</td>
<td>General awareness only; no specific theory mentioned</td>
</tr>
<tr>
<td>Arteaga et al 2009 [28]</td>
<td>Dialog; pattern recognition</td>
<td>Not specified. Static tailoring only</td>
<td>No</td>
<td>Not specified</td>
<td>Big 5 personality theory; technology acceptance model; theory of planned behavior, theory of meaning behavior</td>
</tr>
<tr>
<td>Bickmore &amp; Picard 2005 [29] (FitTrack)</td>
<td>Dialog</td>
<td>Not specified</td>
<td>No; passive educational content only</td>
<td>Very basic, pedometer steps only</td>
<td>Relational agents</td>
</tr>
<tr>
<td>Bickmore et al 2005 [30] (FitTrack)</td>
<td>Dialog</td>
<td>Not specified</td>
<td>No; passive educational content only</td>
<td>Progress charts only</td>
<td>Relational agents</td>
</tr>
<tr>
<td>Bickmore &amp; Sidner 2006 [31]</td>
<td>Inference; dialog</td>
<td>Not specified, but possible</td>
<td>No</td>
<td>Progress charts only</td>
<td>TTM&lt;sup&gt;a&lt;/sup&gt;, MI&lt;sup&gt;b&lt;/sup&gt;; link with agent reasoning and ontology</td>
</tr>
<tr>
<td>Bickmore et al 2009 [32]</td>
<td>Pattern recognition</td>
<td>Not specified in detail</td>
<td>No</td>
<td>No</td>
<td>Relational agents</td>
</tr>
<tr>
<td>Bickmore et al 2009 [33]</td>
<td>Dialog</td>
<td>Not specified in detail, only mentioned as a property of dialog systems in general</td>
<td>Yes, support low health-literacy patients</td>
<td>No</td>
<td>Relational agents</td>
</tr>
<tr>
<td>Bickmore et al 2010 [34]</td>
<td>Dialog</td>
<td>Not specified in detail</td>
<td>No</td>
<td>Not considered usable by schizophrenia patients</td>
<td>Relational agents</td>
</tr>
<tr>
<td>Bickmore et al 2011 [35]</td>
<td>Inference; dialog; user models</td>
<td>Not specified; fixed tailoring only mentioned</td>
<td>No, but mentioned in a generic way</td>
<td>No</td>
<td>TTM, MI encoded in ontology for agent reasoning and user model</td>
</tr>
<tr>
<td>Bickmore et al 2010 [36]</td>
<td>Dialog</td>
<td>Not specified</td>
<td>No</td>
<td>Charts only</td>
<td>Relational agents</td>
</tr>
<tr>
<td>Bieber et al 2009 [37] (DiaTrace)</td>
<td>Physical activity recognition, mobile phones</td>
<td>Not specified</td>
<td>No</td>
<td>No</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Buttussi &amp; Chittaro 2008 [38] (MOPET)</td>
<td>Pattern recognition; adaptation; user model</td>
<td>Yes, due to context awareness</td>
<td>No</td>
<td>Not mentioned, but possible</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Consolvo et al 2008 [39] (UbiFit)</td>
<td>Activity recognition; inference</td>
<td>Not specified</td>
<td>No</td>
<td>Yes; visual display</td>
<td>No</td>
</tr>
<tr>
<td>De Rosis et al 2006 [40]</td>
<td>Dialog; user modeling, adaptation</td>
<td>Yes, due to adaptation</td>
<td>No</td>
<td>No</td>
<td>TTM</td>
</tr>
<tr>
<td>Farzanfar et al 2007 [41]</td>
<td>Dialog; pillbox sensors + adherence data analysis—linked to dialog system</td>
<td>Not specified, although possible</td>
<td>Yes, telephone instructions but limited interactivity</td>
<td>No</td>
<td>Self-efficacy theory, MI</td>
</tr>
<tr>
<td>Hakulinen et al 2008 [42] (COMPANIONS project)</td>
<td>Dialog; automated planning; knowledge-based inference</td>
<td>Not specified, although possible</td>
<td>No</td>
<td>No</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Hartmann et al 2007 [43]</td>
<td>Inference: evidence-based decision rules</td>
<td>Not specified in detail, but possible</td>
<td>Yes, but limited</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hayes et al 2009 [44]</td>
<td>Context-aware reminders; activity recognition; rule-based inference</td>
<td>Yes, decision to prompt based on recognized activity pattern</td>
<td>No</td>
<td>Not mentioned, but possible to include</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Jin 2010 [45]</td>
<td>Virtual agent in game</td>
<td>Not specified</td>
<td>Yes, education-entertainment</td>
<td>No</td>
<td>Health belief model, self-efficacy</td>
</tr>
<tr>
<td>Reference and project or intervention name</td>
<td>Active technology type</td>
<td>Dynamic tailoring</td>
<td>Interactive education</td>
<td>Self-monitoring</td>
<td>Theoretical grounding</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>------------------------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>-----------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Kaipainen et al 2011 [46]</td>
<td>Context awareness, pattern recognition, inference, planning, user modeling</td>
<td>Yes, messages tailored to changing context of user</td>
<td>Not a main focus</td>
<td>Not mentioned, but possible to include</td>
<td>Hybrid approach including self-efficacy and social influence</td>
</tr>
<tr>
<td>Klein et al 2011 [47] (eMate)</td>
<td>Knowledge-based reasoning; user models</td>
<td>Yes, automated reasoning based on COMBI model ensures dynamic tailored messages depending on user's context and state of mind</td>
<td>No</td>
<td>No</td>
<td>COMBI model includes aspects of TTM, health belief model, social cognitive theory, self-regulation theories, attitude formation theory, and relapse prevention model; interaction based on MI</td>
</tr>
<tr>
<td>Konovalov et al 2010 [48]</td>
<td>Pattern recognition; inference</td>
<td>No, but could be used in an intervention with dynamic tailoring</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lee et al 2010 [49]</td>
<td>Pattern recognition; user modeling (profiling), including mental states</td>
<td>Not specified, but planned</td>
<td>Not specified, but planned</td>
<td>Not specified, but planned</td>
<td>Action-based behavior model: (1) increase user's awareness of health; (2) set goals; (3) educate user in how to achieve goal; (4) remind; (5) reward + assess</td>
</tr>
<tr>
<td>Levin &amp; Levin 2006 [50]</td>
<td>Voice recognition; semantic representation; dialog</td>
<td>Not specified, but personalization of dialog possible</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lisetti &amp; Wagner 2008 [51] (ABLE)</td>
<td>Dialog system considered</td>
<td>Not specified, but possible</td>
<td>No</td>
<td>No</td>
<td>MI</td>
</tr>
<tr>
<td>Looije et al 2010 [52] (SuperAssist)</td>
<td>Dialog</td>
<td>Not specified, but possible</td>
<td>No</td>
<td>No</td>
<td>MI</td>
</tr>
<tr>
<td>Maier et al 2010 [53] (SEMPER)</td>
<td>Text mining; ontologies; machine learning; semantic search</td>
<td>Yes, personalized search results based on user profile built automatically</td>
<td>Yes, information portal</td>
<td>No</td>
<td>MI</td>
</tr>
<tr>
<td>Mazzotta et al 2007 [54] (PORTIA)</td>
<td>Dialog, user model</td>
<td>Yes, tailoring of persuasion messages based on inferred personality traits and likely motivations of user</td>
<td>No</td>
<td>No</td>
<td>Persuasion theories, argumentation</td>
</tr>
<tr>
<td>Munguia Tapia 2008 [55]</td>
<td>Activity recognition; energy estimate</td>
<td>No, but possible in an intervention</td>
<td>No</td>
<td>No, but possible in an intervention</td>
<td>No</td>
</tr>
<tr>
<td>Nguyen &amp; Masthoff 2008 [56]</td>
<td>Dialog</td>
<td>Not specified</td>
<td>No</td>
<td>No</td>
<td>MI-based dialog design</td>
</tr>
<tr>
<td>Oddsson et al 2009 [57] (SKOTEE)</td>
<td>Intelligent reminding</td>
<td>Yes, part of robotic companion</td>
<td>No</td>
<td>Not mentioned, but possible to include</td>
<td>No</td>
</tr>
<tr>
<td>Op den Akker et al 2011 [58]</td>
<td>Pattern recognition, machine learning, context awareness, user modeling</td>
<td>Yes, messages are tailored based on user model and context</td>
<td>No</td>
<td>Not mentioned</td>
<td>No</td>
</tr>
<tr>
<td>Rojas-Barahona &amp; Giorgino 2009 [59] (AdaRTE)</td>
<td>Dialog; adaptation</td>
<td>Yes, dialog can be adapted according to patient answers</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Smith et al 2008 [60] (COMPANIONS)</td>
<td>Dialog control; inference; automated planning</td>
<td>Yes, update planned activities through ongoing dialog</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Reference and project or intervention name</td>
<td>Active technology type</td>
<td>Dynamic tailoring</td>
<td>Interactive education</td>
<td>Self-monitoring</td>
<td>Theoretical grounding</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>-----------------------</td>
<td>------------------</td>
<td>----------------------</td>
<td>----------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Sorbi et al 2007 [61]</td>
<td>Adaptation, automated personalized feedback</td>
<td>Yes, tailored messages depending on current experience</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Spring et al 2010 (Make Better Choices–MBC) [62]</td>
<td>Decision support; coaching algorithms. (PDA)</td>
<td>Not specified, but possible</td>
<td>Yes, PDA allows this but not described in detail</td>
<td>No, although some theories mentioned</td>
<td></td>
</tr>
<tr>
<td>Tiwari et al 2011 [63]</td>
<td>Robot, dialog</td>
<td>Not specified in detail, but dynamic adaptation is a required feature in the design</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Turunen et al 2011 [64] (COMPANIONS project)</td>
<td>Dialog; inference; automated panning</td>
<td>Yes, adaptive dialog, collaborative planning</td>
<td>No</td>
<td>No, but possible to include</td>
<td>No</td>
</tr>
<tr>
<td>Uribe et al 2011 [65]</td>
<td>Knowledge-based inference</td>
<td>Yes, reminders based on inferred mental state</td>
<td>No</td>
<td>Yes, implied in the design but not described in detail</td>
<td>TTM incorporated in ontology</td>
</tr>
<tr>
<td>van der Putten et al 2011 [66] (SERA project–Social Engagement with Robots and Agents)</td>
<td>Robot, dialog</td>
<td>Not mentioned</td>
<td>No</td>
<td>No</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Watson et al 2012 [67]</td>
<td>Dialog</td>
<td>Yes, dialog utterances tailored according to user progress with system</td>
<td>Not specified in detail</td>
<td>Not specified in detail</td>
<td>Relational agents</td>
</tr>
</tbody>
</table>

Emerging Technology Themes

From Table 1, it is clear that dialog systems were used widely in interventions using active technology (19 studies). Of these, embodied conversational agents (ECA) were components of 8 studies. ECAs are visual (embodied) characters that can conduct conversation with a user. They are agents in the sense that they can sense and respond to their environment [68]. The agent’s environment might include a virtual game environment, the text inputs of a user, physical behavior data, or all three of these. Similarly, its responses might include conversational output, actions within the virtual environment, or effects on the real environment in the case of a robotic system [52,57,66]. Within the ECA context, motivation and empathy were central themes in 6 studies.

Ecological momentary assessment [69]) is a process of capturing the momentary experiences of participants—for example, using online diaries for the purposes of research. Not only are the participants’ environmental and behavioral circumstances recorded but so are their mental states. These can include, for example, their current goals, beliefs, mood, and emotions. Ecological momentary interventions [70]) are based on ecological momentary assessment. Levin and Levin [50] conducted a feasibility study on pain monitoring and recommended management using interactive voice response. Sorbi et al [61], in their pilot study, obtained a positive result for migraine attack prevention based on experience sampling using random mobile calls. Randomization overcomes memory bias. Another study that has relevance for the automation of ecological momentary assessment is the semantic analysis of blogs describing combat experience [48].

Effectiveness Evaluations

Most studies (18) were prototypes or design concepts. A total of 17 were feasibility or usability studies. Only 6 were RCTs measuring effectiveness for behavior change [29,30,36,39,45,67]. All of those also included a qualitative self-report of user experience. Bickmore and Picard [29] reported mixed results for an agent-based dialog system (FitTrack), with short-term improvement in physical activity during the intervention but reduced activity after follow-up. Interacting with an agent led initially to more physical activity than the control (nonagent) for sedentary participants (45 out of 101). Users enjoyed interacting with the relational agent more than with the nonrelational agent, but there was no significant difference in physical activity between the two agent conditions (both increased during the intervention). Additionally, users found the agent’s repetitiveness to be annoying. The authors suggested that long-term interaction with the agent might prevent the drop in physical activity. Bickmore et al [30]
reported positive acceptance and increased physical activity for FitTrack with older adults (n = 21) over 2 months, but there was no significant decrease in loneliness.

The study of Bickmore et al. [36] involved mechanisms for reducing the repetitiveness of a dialog system and enabling it to tell stories. The effect on long-term user engagement was positive, but the effect on actual behavior was negative. The authors proposed several explanations, such as increased enjoyment during interaction inhibiting activity. Their most recent research [67] reported a positive effect (n = 70) for sustained step count over 12 weeks, but there were mixed effects for satisfaction and motivation.

The study of Consolvo et al. [39] involved a personalized display of the results of an activity recognition system and reported a positive effect on actual behavior and user experience (detailed below).

Jin [45] reported a positive effect of a virtual agent on stress management self-efficacy and enjoyment (n = 60).

**Qualitative Studies**

In qualitative pilot studies (17 studies), agents with empathy and social behavior tended to be preferred over nonsocial agents. In particular, Farzanfar et al. [41] found that depressed adults needed more empathy and that they found the system to be insensitive in a suicide-risk situation. There were some results that were not predicted in advance. Bickmore et al. [34] studied a system to support medication adherence for mental health patients. Participants found communication with the agent to be simpler than human face-to-face communication because they could slow down the interaction and give a greater sense of control. Bickmore et al. [33] reported similar effects for low-health-literacy patients.

**Role of Active Technology**

**Dynamic Tailoring and User Modeling**

A total of 15 studies emphasized dynamic tailoring. Of these, 10 were prototypes, 1 was an RCT [67] (detailed above), and 4 were pilot studies. The studies of Buttussi and Chittaro [38], Hayas et al. [44], and Turunen et al. [64] were positive but had limited evaluations. Sorbi et al. [61] studied migraine prevention using ecological momentary interventions with positive acceptance, although too many calls could be annoying. Dynamic tailoring is particularly associated with user models that are generated or refined automatically. Common themes are context-aware activity recognition and intelligent reminding. Although all active assistance technology (as defined above) potentially has the capability for dynamic tailoring, we did not find this to be a major topic in most studies.

**Interactive Education**

Three studies [43,45,54] were directly concerned with health education. Hartmann et al. [43] conducted a pilot study of a system to help people with asthma to participate in their own care by suggesting questions for them to ask their physicians using evidence-based decision rules. Jin's [45] RCT tested the effect of an agent within an educational game environment on student stress management. The result was positive for self-reported stress management (n = 60).

Maier et al. [53] developed a prototype for patient self-management for work-related disorders and alcohol reduction. One component was an information portal for training and health literacy, which was integrated with the Semantic Web.

**Self-monitoring**

Two studies on physical activity were concerned with accurate self-monitoring and visualization. Consolvo et al. [39] conducted an RCT with positive results for a physical activity-awareness system for adults. The intervention (UbiFit) combined activity recognition with a visualization of the types of exercise that the system recognized. The visualization used a garden metaphor, where a particular type of flower represented a physical activity category (such as walking, cardiovascular, or strength). The user was awarded a flower when a physical activity was observed, eventually producing a varied garden (with a butterfly for completing the goal). Users had the opportunity to challenge and edit the system's inferences about their activities. Using the system made a positive difference to actual exercise behavior, with the visual display having a larger positive effect. The RCT involved 28 participants, with 10 assigned to the full system, 9 assigned to activity recognition only, and 9 assigned to a manual diary with display only.

Ananthanarayan and Siek [27] reported a design concept (HealthSense) to promote teenage physical activity, based on the principles of Consolvo et al. [39] but aimed specifically at young people.

**Theoretical Grounding**

Behavior change models were used in 14 studies. Motivational interviewing [71] was the most widely used (8 studies). Of these, 5 were dialog systems, in which motivational interviewing was used as a general philosophy for dialog design [35,41,47,51,52]. Other behavior change theories that guided the designs were the transtheoretical model [31,35,40,47,65], self-efficacy [41,45], theory of planned behavior [28], and the health belief model [45].

**Theoretically Grounded Ontologies**

An important novel development in theoretically grounded active assistance is the incorporation of behavior change theories into the ontologies used in knowledge-based reasoning and dialog design (5 studies). The prototype in Bickmore and Sidner's study [31] and their follow-up pilot study [35] used ontologies for automated reasoning about the behavior change process. One of these ontologies is theory-neutral, while another is based on the transtheoretical model, enabling reasoning about the different stages. Similarly, De Rosi et al. [40], Klein et al. [47], and Uribe et al. [65] incorporated aspects of the transtheoretical model and other theories into an ontology for dynamic tailoring of messages, depending on the inferred mental state of the user.
Discussion

The results show that significant research has been focused on dialog systems, ECAs, and activity recognition. There was also some work on ecological momentary intervention and intelligent context-aware prompting. The most covered health topic is physical activity. Most studies were still at an early stage, either prototype work in progress or pilot studies. Only 6 were RCTs, of which 4 were positive for behavior change and 5 were positive for acceptability.

The studies on dialog and ECA systems showed that empathy and relational behavior are significant research themes in behavior change, with many pilot studies showing preference for those features. The effect on actual behavior also tended to be positive. Too much interaction, however, might interrupt and inhibit positive health behaviors. So there is a need for careful consideration of the frequency and duration of interactive sessions in context.

Ecological momentary intervention is an opportunity for generating models from captured user experiences in the user’s own language (eg, from social networking sites) and for integrating these models with expert knowledge. Such models can include the mental states and emotions of the user, particularly if they are used in conjunction with theoretically grounded ontologies [35]. Outside the behavior change domain, recent developments in mental health management have used models of this sort [72-74].

We found relatively few studies explicitly focusing on the functions of active technology that we selected above: dynamic tailoring, interactive education, and self-monitoring. Although some interventions may have included these functions implicitly, it seems that many studies did not recognize the role of a particular technology in enabling or improving these aspects.

Implications for Future Research

Links with Cognitive Science and Computer Science

Behavior change research needs to be informed by a deep understanding of algorithms and techniques that can support interventions. For this purpose, interdisciplinary collaboration with computer science and cognitive science is needed. In particular, behavior change technology has some parallels with educational technology. In educational systems, an intelligent tutor builds a model of the learner based on his or her performance and responses to questions (eg, what concepts does this person find difficult?) [75]. This model is then opened up for inspection so that the user can see how the system has represented his or her progress and misconceptions [76-80]. The open model supports the user’s self-awareness, which is also an essential component of many behavior change theories. In behavior change research, we found only 1 study [45] that was aware of educational technology research.

Making users aware of the models can draw their attention to emotions and environmental circumstances (ecology) that are associated with negative behavior outcomes. Similarly, opening up models and giving users more control may enable users to spot any serious misunderstanding by an agent or dialog system, thus avoiding the problem of users blindly following incorrect instructions. In some educational systems [81], users can persuade the automated tutor to change the model, because users are experts in their own experience (although not in the factual topics they are learning). This general principle of patient (or nonexpert) participation in health information and management is a current research topic in health informatics [82-86].

Alternatives to Dialog and ECA

Most studies on active assistance technologies in behavior change are based on natural-language dialog and ECA. We did not find many alternatives to these approaches that could be used if natural language or the ECA format is not suitable or preferable. For example, users might interact with adaptive interfaces where the users’ actions are interpreted semantically as if they were dialog responses. Many of the core principles, such as model-based reasoning, activity recognition, and context-aware reminders, can be effective with different forms of interface.

Need for Dependable Systems

Studies on ECA and dialog systems are mostly focused on relational behavior and enjoyment of usage. If ECA systems are to be deployed in areas such as mental health and low health literacy [33,34] they will need to be validated as safe, effective, efficient, and acceptable to patients or clients. Such validation, for example in the European Union, may have to meet criteria usually applied to medical devices. This parsimonious approach makes it difficult to reflect realistic complexity—for example, the detection of emerging health problems based on subtle content of a conversation that a human expert would be able to detect. Sometimes, important decisions might be supported by ECA systems that fall outside of their validated uses. For example, errors might happen due to unexpected behavior of an algorithm. There is a need for research on making the systems robust in unplanned scenarios.

Need for Integrated Semantic Systems

Most studies in behavior change were focused on one or two technologies (eg, dialog and activity recognition) without specifying how the components can interact to infer further information. For example, coordination between activity recognition and content analysis of online diary entries might determine the circumstances in which relapses tend to occur, and tailor messages accordingly. Similarly, reliable automated decision making requires an interactive system to be connected with diverse specialist knowledge sources that can be requested on demand. More research is needed on how the components of an active assistance system are coordinated together and how they may be connected with the Semantic Web and other health informatics resources (eg, risk modeling).

Limits of This Review

Articles not indexed in Google Scholar or PubMed would have been missed—most scholarly publications, however, are captured by Google Scholar. The review required the mention of “health” and “behavior change” in the articles. We did not include gray literature such as white papers and unpublished reports. We selected the date range (2005–2012) to focus on
The review required specific mention of a key technology. There may be some interventions that use active technologies, but the studies did not mention this. Similarly, some studies mentioning only general intelligent technology were excluded from the full-text review because they could not be categorized. This may be a limitation because included studies need to involve significant interdisciplinary communication between technology specialists and health specialists. On the other hand, it may be a strength, as such communication is important for understanding a particular technology in context.

Since we limited the search to behavior change, it is also possible that many of the technologies are being applied in other areas of health informatics. For example, we found some prototypes early in the date range (2006–2007) but found no subsequent study relating to behavior change. In these cases, citation searching sometimes revealed further development of the techniques and algorithms, but no application in the health domain.

Conclusion
The potential of active technologies for dynamic and unbiased information processing is not being fully exploited in current health behavior change research. Most research has focused on specialist areas, such as dialog and ECA systems, and has been largely restricted to the study of persuasive dialog in respect of relational behavior and motivation of behavior change.

In addition to the potential benefits of active technologies, there is a need for a thorough understanding of the potential risks. Expected benefits such as that of dynamic tailoring of the content and presentation of information can be measured using established evaluation methods (eg, [87,88]). Risks such as misinformation due to the unexpected behavior of an algorithm may be more difficult to uncover. It is important to study realistically complex scenarios of the uses of active assistance systems. Such studies need to reveal how the system components interact to produce information, and how these components might in turn interact with wider systems such as the Semantic Web, clinical records, and personal health records. Wider still, we note that many health behaviors are socially mediated; therefore, active assistance research needs to bridge cognitive and sociotechnical aspects in order to deliver maximum public health benefit.

To exploit the full potential of active assistance technology, health behavior change researchers need a deep understanding of how the different components of information systems might change the intervention—its safety, effectiveness, efficiency, and acceptability. This requires more collaboration between disciplines such as health psychology, computer science, cognitive science, health informatics, medical sociology, and public health and health promotion.
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This issue of the Journal of Medical Internet Research (JMIR) brings together nine papers selected from presentations at the 5th International Conference of the International Society for Research on Internet Interventions (ISRII) held in Sydney, Australia in 2011. The papers highlight the depth and diversity of our field and reflect some of the current major research themes, including issues of stigma, new modes of intervention delivery, tailoring, the role of support, mechanisms of change, target audience considerations, new theoretical approaches, and further grounding in models and frameworks. The field is pushing beyond efficacy trials to better understand when, how, and why Internet interventions work. As was true of many of the presentations at ISRII, this set of papers makes a substantive contribution to our field's understanding of how to reduce mental and behavioral health problems (for example, depression, anxiety, smoking), improve mental health literacy and knowledge, and encourage help-seeking. In the remaining paragraphs, we summarize several key points on how each paper contributes to the broader research picture in these areas, suggesting future paths of research.

Stigmatizing attitudes and beliefs towards mental health disorders is a significant problem in the community, with mental health stigma associated with poor help-seeking behavior and treatment adherence. A number of effective programs have been developed to address mental health stigma in the community. These have included programs aimed at challenging stereotypes and increasing knowledge through education and/or personal contact with a person with a mental health problem [1, 2]. The paper by Gulliver et al. [3] presents the efficacy of two brief online interventions to promote help-seeking behavior in elite athletes, with the study suggesting that an online mental health literacy intervention can reduce depression and anxiety stigma. Online interventions such as this one have the potential to reach a broad audience and may be a cost-effective way of reducing stigma in the community. The paper by Farrer and colleagues [4] further supports the effectiveness of online interventions in reducing depression stigma, finding significantly lower levels of stigma amongst participants completing an online cognitive behavior therapy (CBT) program for depression.

Kauer et al. [5] continued the field's investigation of using technology to treat depression, but examined the use of mobile phone self-monitoring in a group of adolescents with mild depressive symptoms. The authors found that self-monitoring increased emotional self-awareness which in turn mediated decreases in depressive symptoms. Monitoring symptoms and activities by means of mobile phone technology is likely to become even more common in research given increased use of smart phones in daily life. Smart phones are also extending the reach of these interventions to patient groups with historically limited Internet access.

Tailored Internet interventions are also being more readily developed and studied. Rather than offering the same intervention to all users, harnessing the full capabilities of the technology allows these interventions to be tailored to specific user characteristics (for example, symptom level, age). Silfvernagel et al. [6] report data from a controlled trial in which individually tailored, guided cognitive-behavior therapy was tested for persons with panic symptoms. Findings suggest that...
tailoring the Internet intervention to this patient population was feasible and efficacious, adding to the previous promising findings with large effect sizes [7, 8].

The role of support in Internet interventions has been discussed over the years, with considerable debate about whether support is necessary to achieve optimal outcomes, and, if so, at what cost [7, 9-14]. Support can be provided via multiple formats (for example, personalized emails, texts, phone calls) and can occur at various points in the intervention. Three papers in this special edition address the issue of support by exploring whether clinician delivered, clinician guided, guided or self-guided interventions are equally effective, as well as for whom and when (see [4, 6, 15]). The trial by Farrer et al. was conducted in a national helpline setting and compared outcomes among participants who received: 1) web-based CBT for depression; 2) web-based CBT plus telephone tracking; 3) weekly telephone tracking only; or 3) neither web CBT nor telephone tracking. In this study, telephone support during the actual treatment did not affect outcome, indicating that the temporal aspects of support and contact need to be further investigated [4]. In the Silfvernagel et al. paper [6] mentioned above, the tailored intervention for panic used online therapist guidance to support users. Overall, the role of support and better definitions of precisely what support entails, warrants further evaluation.

Anderson and colleagues [15] examined a therapist guided Internet intervention in which adolescents and children with anxiety disorders, as well as their parents, were included. Borrowing a concept from traditional face-to-face psychotherapy, the authors investigated the role of working alliance, a term to describe the collaboration between a patient and a therapist. In line with previous studies on adult patients [16, 17], high ratings of working alliance were found, even equivalent to what was observed in clinic-based treatment. Alliance also predicted adherence and outcome for the adolescents but not for the younger children. The findings from this study highlight the importance of investigating differences and similarities between traditional and Internet interventions, as well as the importance of examining mechanisms of change within Internet interventions.

The use of Internet interventions as a means of addressing problematic behaviors, including substance use, is now well established. A review by Riper and colleagues [18] found that even a single session achieves effects of a similar magnitude to that found for in-person brief alcohol interventions [19] with multi-session interventions producing significantly larger effects. However, much of the research in this field has utilized university samples that can be expected to have higher levels of computer literacy than the general community [20], leaving the effectiveness of Internet interventions in larger populations open to question. The paper by Muñoz et al. addresses this issue, at least in the context of the cessation of smoking [21]. Having demonstrated the efficacy of the combined Spanish / English language San Francisco Stop Smoking Internet site, the resource was opened to the general public (aged 18 or over). With participants from more than 150 counties, the observed quit rate at 12 months (45%) was higher than the baseline trial and incurred minimal costs. High rates of substance use frequently co-occur with other mental health problems [22]. Although, there have been interventions developed specifically addressing those with comorbid alcohol and depression [23], the paper by Farrer et al. [4] shows significant short-term reductions in hazardous alcohol use as a secondary effect of an intervention for depression.

An alternative approach to smoking cessation is through the use of online social networks. Popular components of Web-Assisted Tobacco Interventions (WATIs) are social support networks or discussion boards [24]. The paper by van Mierlo and colleagues [24] provides an analysis of the categories of users who post to discussion boards on WATIs. Similar typographies of users were found from a publicly funded resource (Smokers Helpline Online) and from a social enterprise site (StopSmokingCenter.net). Of particular interest was the finding that a sub-group (termed “superusers”) who represented less than 1% of registrants accounted for 35-45% of all posts. An earlier review noted the paucity of evidence for the effectiveness of Internet Support Groups [25]. The findings by the van Mierlo team highlight a particular group for specific research attention in the future, given their likely impact on the tone and outcomes of discussion boards.

Another theme within Internet intervention research is consideration of the target audience; in this special issue, some papers evaluate treatment interventions targeted at symptomatic individuals (see [5, 6, 15]) and others examine the value of public health interventions (see [21, 26]), including in the novel area of online social networks (see [24]). Within Internet-delivered interventions, the major approach remains cognitive behavioral therapy (see [5, 6, 15]), but research is also being conducted with different theoretical approaches, including positive psychology (see [26]). The field is also examining its grounding within various theoretical frameworks, and the paper written by Hilgart and colleagues proposes using a proven methodology (instructional design models) to guide the planning, development, and implementation of Internet interventions [27].

In conclusion, this theme issue demonstrates the breadth of research being conducted within the International Society for Research on Internet Interventions. It shows how rapidly the field is moving forward, pushing beyond initial feasibility and efficacy trials to more nuanced questions, such as the testing of different levels of support, various technologies, potential mechanisms of change, and implementation on a public health scale. The field is well grounded in theoretical models of behavior change, but is calling for more theory-based intervention planning, design, and development. The rich array of research questions and investigations in this special edition shows the field is advancing to not only raising questions for specific populations or specific intervention types, but instead raising research questions for the field as a whole. The papers clearly suggest new lines of research for the future and show the promise of this emerging field.
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Abstract

Background: Distributing a multiple computer-tailored smoking cessation intervention through the Internet has several advantages for both provider and receiver. Most important, a large audience of smokers can be reached while a highly individualized and personal form of feedback can be maintained. However, such a smoking cessation program has yet to be developed and implemented in the Netherlands.

Objective: To investigate the effects of a Web-based multiple computer-tailored smoking cessation program on smoking cessation outcomes in a sample of Dutch adult smokers.

Methods: Smokers were recruited from December 2009 to June 2010 by advertising our study in the mass media and on the Internet. Those interested and motivated to quit smoking within 6 months (N = 1123) were randomly assigned to either the experimental (n = 552) or control group (n = 571). Respondents in the experimental group received the fully automated Web-based smoking cessation program, while respondents in the control group received no intervention. After 6 weeks and after 6 months, we assessed the effect of the intervention on self-reported 24-hour point prevalence abstinence, 7-day point prevalence abstinence, and prolonged abstinence using logistic regression analyses.

Results: Of the 1123 respondents, 449 (40.0%) completed the 6-week follow-up questionnaire and 291 (25.9%) completed the 6-month follow-up questionnaire. We used a negative scenario to replace missing values. That is, we considered respondents lost to follow-up to still be smoking. The computer-tailored program appeared to have significantly increased 24-hour point prevalence abstinence (odds ratio [OR] 1.85, 95% confidence interval [CI] 1.30–2.65), 7-day point prevalence abstinence (OR 2.17, 95% CI 1.44–3.27), and prolonged abstinence (OR 1.99, 95% CI 1.28–3.09) rates reported after 6 weeks. After 6 months, however, no intervention effects could be identified. Results from complete-case analyses were similar.

Conclusions: The results presented suggest that the Web-based computer-tailored smoking cessation program had a significant effect on abstinence reported after a 6-week period. At the 6-month follow-up, however, no intervention effects could be identified. This might be explained by the replacement of missing values on the primary outcome measures due to attrition using a negative scenario. While results were similar when using a less conservative scenario (ie, complete-case analyses), the results should still be interpreted with caution. Further research should aim at identifying strategies that will prevent high attrition in the first place and, subsequently, to identify the best strategies for dealing with missing data when studies have high attrition rates.

Trial Registration: Dutch Trial Register NTR1351; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=1351 (Archived by WebCite at http://www.webcitation.org/67egSTWrz)

(J Med Internet Res 2012;14(3):e82) doi:10.2196/jmir.1812
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Smoking cessation; Web-based intervention; computer tailoring; iterative feedback; intervention; randomized controlled trial

Introduction
Worldwide, the smoking of tobacco is the most preventable cause of illness and premature death [1]. Therefore, many interventions have been developed aimed at helping smokers to quit. One strategy that has shown both short- and long-term efficacy in changing smoking behavior is computer tailoring [2-7]. The content of a computer-tailored intervention is adapted to the specific characteristics of a particular individual. This has been shown to attract and keep an individual’s attention [8,9], resulting in a more thorough processing of information [10].

A single tailored feedback message has already proven to be effective in promoting abstinence from smoking [11], but when tailored information is provided on multiple occasions the impact of the intervention can be increased even more [2,12]. In addition, a recent meta-analysis found that dynamically tailored interventions (ie, iterative assessments and feedback) resulted in greater changes in health behavior than statically tailored interventions [13]. As this effect could not be explained solely by the increased number of overall contacts that dynamic tailoring necessitates [13], a computer-tailoring approach may be warranted that consists not only of multiple feedback moments but also of feedback messages that are iterative: the feedback that respondents receive later on during the intervention should not only concern the respondent’s present state, but also refer to the changes respondents have made since their enrollment in the program.

The Internet has been discovered to be a popular gateway for delivering health behavior change interventions in general [14] and computer-tailored and smoking cessation interventions in particular [15,16]. Using the Internet to provide such programs may have several advantages for both provider and receiver: it is highly accessible [17,18], it has the potential to reach a large audience at minimal cost, and participants can take part at any time that is most convenient to them. Furthermore, the behavioral feedback given in computer-tailoring programs can still be highly individualized and personal [19]. Moreover, smokers might not succeed the first time they try to quit [20], and seeking help online relatively anonymously may prevent them from feelings of failure and embarrassment, negative feelings that have been shown to be related to a higher temptation to smoke [21] and poorer abstinence outcomes [22].

Although a key element of computer tailoring is that the intervention materials are adapted to specific respondent characteristics, some smokers might benefit more than others from particular smoking cessation interventions. For example, the level of nicotine dependence has previously been suggested to moderate the effectiveness of smoking cessation interventions [23]. Moreover, a study among nicotine patch users identified several participant characteristics moderating the effectiveness of a Web-based computer-tailored intervention [24]. It has therefore been recommended, especially with computer-tailored interventions using new media technologies such as the Internet, to investigate which participant characteristics are associated with effectiveness [4].

As Web-based multiple tailored smoking cessation feedback has not yet been offered to the Dutch general public outside scientific studies, our research group developed a Web-based multiple computer-tailored smoking cessation program and offered Dutch adult smokers the opportunity to participate in this program. The present study investigated the effectiveness of this program on smoking cessation outcomes reported after 6 weeks and 6 months. To imitate a natural situation in which smokers who do not participate in a smoking cessation program do not receive the intervention, the control group did not receive any of the intervention’s components. Nevertheless, both the intervention and control group were free to use other smoking cessation aids during the study period. In addition, we investigated whether the effect of the intervention was different for specific subgroups of smokers and whether we could detect a dose–response relationship between the number of feedback messages received and abstinence at the last follow-up.

Methods
Intervention
The Web-based multiple computer-tailored smoking cessation program was based on a previously developed effective single computer-tailored intervention [6], while the I-Change model served as the theoretical framework [25]. While filling out the online baseline questionnaire, all respondents were asked to set a quit date within the next 4 weeks. Respondents in both intervention arms were prompted by email to fill in an online follow-up questionnaire 2 days after their set quit date, and after 6 weeks and 6 months. By clicking on a link provided in this email, respondents could start filling out their next follow-up questionnaire immediately, by logging into the system. One email reminder was sent each time that, 1 week after receiving the first invitation, a respondent had still not filled out the particular questionnaire he or she was invited to complete. While respondents in the control group filled out only the questions, for those in the intervention group questions were directly succeeded by relevant online feedback in order to maintain the respondent’s attention and to improve retention rates. Iterative and item-based feedback messages were tailored to several respondent characteristics [25]: gender, cognitive variables (attitude, social influence, and self-efficacy), intention to quit smoking, goal and relapse prevention strategies (action and coping plans), and smoking behavior. When the questionnaire was completed, feedback messages were combined into one personalized feedback letter. In addition to being able to read the feedback letters on the computer screen, respondents were also sent the feedback letters by email, which allowed for the letters to be printed. The 4- to 5-page feedback letters respondents received at baseline and after 6 weeks consisted of seven components: (1) introduction, including specific feedback on the respondent’s smoking behavior and on his or her intention to quit smoking or to maintain nonsmoking, (2) feedback on the respondent’s attitude (perceived advantages [pros] and disadvantages [cons]) toward smoking and quitting smoking, (3) feedback on perceived social influence (not) to smoke, (4)
feedback on the respondent’s reported self-efficacy to refrain from smoking in specific situations, including suggestions on how to cope with these situations, (5) feedback on the extent to which respondents were planning to undertake specific actions (action plans) while preparing their quit attempt, (6) feedback on how to cope with certain difficult situations (coping plans), including the formulation of personal plans in the shape of if–then statements [26], and (7) ending. As we wanted to minimize the burden of filling out a questionnaire by smokers who had recently quit, the feedback letter that respondents received 2 days after the set quit date consisted of only 1 page, giving feedback on smoking (cessation) behavior and relapse prevention strategies. Figure 1 shows an example of exemplary items regarding the pros of smoking cessation. Figure 2 shows an example of a tailored feedback message.

All respondents in the experimental condition received at least one tailored feedback letter (ie, at baseline). At the 6-week follow-up, respondents could have received at most two tailored feedback letters (ie, at baseline and 2 days after their set quit date), and at the 6-month follow-up, they could have received a maximum of three tailored feedback letters (ie, at baseline, 2 days after their set quit date, and at the 6-week follow-up).

Figure 1. Screenshot of items regarding the pros of smoking cessation.

Figure 2. Screenshot of personal advice regarding the pros of smoking cessation.

Recruitment and Procedure
This study was approved by the Medical Ethics Committee of Maastricht University and the University Hospital Maastricht (MEC 08-3-037; NL22692.068.08), and is registered with the Dutch Trial Register (NTR1351). A full description of the study protocol is provided elsewhere [27].

We recruited adult smokers from December 2009 to June 2010 by advertising our study in the mass media and on the Internet. We sent several press releases to regional newspapers in the Netherlands. Most of these newspapers subsequently mentioned our study on their website, included an item about the project in the print version of their newspaper, or mentioned our study on their local radio station or television channel, or both. We also used a Dutch online social network website (Hyves) and several online smoking cessation forums to disseminate our recruitment text. In addition, we advertised our study in a free national newspaper obtainable at all Dutch train stations and several other public places throughout the Netherlands.

After 12 months, we expected a 10% point prevalence abstinence rate in the control condition. Based on results from previous projects, we expected the multiple tailoring program to lead to a 20% point prevalence abstinence rate. To be able to detect this difference significantly (alpha = 5%, beta = 10%), according to a 2-tailed Fisher exact test, 281 respondents per arm were required at the end of the trial (562 respondents in
total) [28]. Allowing for 50% attrition over the trial period, 1124 respondents needed to be included at baseline.

Interested smokers could sign up for the study on the study website (http://www.persoonlijkstopadvies.nl) and were eligible to participate if they were 18 years of age or older, were motivated to quit smoking within 6 months, and had access to the Internet. On the study website, participants were informed that the study was financed by the Dutch Cancer Society and conducted by researchers from Maastricht University in cooperation with the Dutch Expert Center on Tobacco Control (STIVORO). Additionally, the website included information about the objectives of the study, the randomization procedure and the incentive provided when respondents completed all questionnaires (ie, a €10 voucher). Respondents could choose their own username and password and were informed that no one but the research team was able to retrieve these passwords. As respondents had to report their email address when signing up for the study, we could easily flag respondents with multiple identities and remove them from further analyses. After providing online informed consent, participants were randomly assigned to the intervention group or the control group by a computer software randomization device, allocating approximately 50% of all respondents to each group. Blinding of respondents was not possible, as they had to take notice of whether they were receiving tailored feedback.

Measurements
All questionnaires used in the present study were previously used and tested among Dutch smoking adults and were self-administered online [6,28,29].

Baseline Measurement
We measured six demographic variables: age, gender (1 = male, 2 = female), educational level (1 = low: primary school/basic vocational school, 2 = medium: secondary vocational school/high school degree, 3 = high: higher vocational school/college degree/university degree), nationality (1 = Dutch, 2 = non-Dutch), and the occurrence of cardiovascular and respiratory diseases (1 = no, 2 = yes).

Exclusion criteria were based on current smoking behavior and motivation to quit smoking: current smoking behavior was measured by 1 item asking whether the respondent had smoked during the past 7 days (1 = no, 2 = yes). Motivation to quit smoking was measured by an adapted version of the Stage of Change algorithm [30]. We asked respondents to state within what time span they intended to quit smoking (1 = not within 6 months, 2 = within 6 months, 3 = within 1 month, 4 = I have quit, but no longer than 6 months, 5 = I have quit for longer than 6 months). Respondents who indicated that they had not smoked during the past 7 days, who were not willing to quit within 6 months, or who had quit already were excluded from further participation.

We measured overall tobacco consumption using five open-ended questions regarding the number of cigarettes, hand-rolled cigarettes, cigars, cigarillos, and pipes smoked per day. Subsequently, the answers on these five questions were converted into an overall score for tobacco consumption (expressed as number of cigarettes), whereby 1 hand-rolled cigarette or cigarillo equaled 1 cigarette and 1 cigar equaled 4 cigarettes [31]. As no concrete guidelines were available for the number of cigarettes that would equal 1 pipe, we conservatively considered 1 pipe to equal 1 cigarette.

We measured addiction level by the abbreviated Fagerström Test for Nicotine Dependence (0 = not addicted, 10 = highly addicted) [32].

We assessed the number of past quit attempts with 1 item, asking the respondents how often they had tried to quit smoking in the past.

Follow-up Measurement
At the 6-week and 6-month follow-ups, we assessed prolonged abstinence by 1 item asking whether the respondent had refrained from smoking since the previous measurement (1 = no, 2 = yes). At the 6-week follow-up, prolonged abstinence referred to abstinence since the questionnaire that respondents received 2 days after their set quit date (ie, at least 2 weeks of abstinence). At the 6-month follow-up, this measure referred to abstinence since the 6-week follow-up (ie, 4.5 months of abstinence). In addition, at both follow-ups we assessed 24-hour and 7-day point prevalence abstinence, each by 1 item asking whether the respondent had refrained from smoking during the past 24 hours or 7 days (1 = no, 2 = yes).

Statistical Analyses
First, we conducted descriptive analyses to determine the sample’s characteristics. To check for differences between the intervention and control groups, we conducted 2-sided t tests and chi-square tests. Additionally, to determine whether selective dropout had occurred, we compared those remaining in the study versus those lost to follow-up after 6 weeks and 6 months using 2-sided t tests and chi-square tests.

Second, we conducted logistic regression analyses to determine whether the intervention had an effect on the outcome measures assessed after follow-up periods of 6 weeks and 6 months. A negative scenario was used to replace missing values. That is, respondents lost to follow-up were considered to still be smoking. To test the robustness of the results, these analyses were also conducted with complete cases only.

Third, to determine whether the effect of the intervention was different for specific subgroups of smokers, we investigated whether we could identify interaction effects between the study condition and baseline demographic or behavioral measures using logistic regression analyses.

Data were analyzed using SPSS 17.0 (IBM Corporation, Somers, NY, USA). The significance level used was P < .05.

Results
Sample Characteristics
Figure 3 shows the flow of respondents from enrollment in the study to allocation to the experimental and control conditions, retention, and whether they were included in the analysis. Of the 1257 respondents assessed for eligibility, 33 (3%) declined to participate, 32 (3%) were nonsmokers at baseline, and 69 (6%) were not motivated to quit within 6 months. Ultimately,
1123 (89.34%) respondents were randomly assigned to either the experimental (n = 552) or control (n = 571) group and completed the baseline questionnaire. Of the 1123 respondents included, 449 (40.0%) completed the 6-week follow-up questionnaire and 291 (25.9%) completed the questionnaire at the 6-month follow-up.

Respondents included in the analyses had a mean age of 49.5 years; 535 (47.6%) were male; and 513 (45.7%) had a medium level of education. Respondents in the experimental group significantly differed from those in the control condition in their level of education ($\chi^2 = 6.11, P = .047$). Therefore, educational level was included in subsequent analyses as a potential confounder. As no data concerning level of education were missing for any of the respondents, we included all 1123 in further analyses. Table 1 shows the baseline characteristics of the overall sample and of the experimental and control groups separately.

### Table 1. Baseline sample characteristics of Dutch smoking adults (N = 1123) recruited from December 2009 to June 2010.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall sample (N = 1123)</th>
<th>Experimental group (n = 552)</th>
<th>Control group (n = 571)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.5 (32.5)</td>
<td>48.4 (12.2)</td>
<td>48.8 (12.3)</td>
</tr>
<tr>
<td>Male, % (n)</td>
<td>47.6% (535)</td>
<td>45.8% (253)</td>
<td>49.4% (282)</td>
</tr>
<tr>
<td>Educational level, % (n)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>21.2% (238)</td>
<td>19.6% (108)</td>
<td>22.8% (130)</td>
</tr>
<tr>
<td>Medium</td>
<td>45.7% (513)</td>
<td>43.8% (242)</td>
<td>47.5% (271)</td>
</tr>
<tr>
<td>Low</td>
<td>33.1% (372)</td>
<td>36.6% (202)</td>
<td>29.8% (170)</td>
</tr>
<tr>
<td>Dutch, % (n)</td>
<td>97.7% (1097)</td>
<td>97.8% (540)</td>
<td>97.5% (557)</td>
</tr>
<tr>
<td>With cardiovascular diseases, % (n)</td>
<td>9.4% (106)</td>
<td>11.1% (61)</td>
<td>7.9% (45)</td>
</tr>
<tr>
<td>With respiratory diseases, % (n)</td>
<td>14.3% (161)</td>
<td>12.5% (69)</td>
<td>16.1% (92)</td>
</tr>
<tr>
<td>Number of cigarettes smoked/day, mean (SD)</td>
<td>20.6 (12.4)</td>
<td>20.8 (13.7)</td>
<td>20.4 (11.0)</td>
</tr>
<tr>
<td>FTND$^a$ score (range 1–10), mean (SD)</td>
<td>5.1 (2.5)</td>
<td>5.0 (2.5)</td>
<td>5.2 (2.4)</td>
</tr>
<tr>
<td>Number of previous quit attempts, mean (SD)</td>
<td>5.4 (17.5)</td>
<td>5.1 (10.1)</td>
<td>5.7 (22.4)</td>
</tr>
</tbody>
</table>

$^a$ Fagerström Test for Nicotine Dependence.

As Table 2 shows, no differences were found with regard to baseline characteristics between respondents followed up and respondents lost to follow-up after a 6-week period. After 6 months, however, respondents lost to follow-up were significantly younger ($P = .02$) and significantly more addicted ($P = .01$) than those who remained in the study.
Table 2. Comparison between respondents followed up and respondents lost to follow-up after 6 weeks and 6 months.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>6-week follow-up</th>
<th>6-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Followed up (n = 449)</td>
<td>Lost to follow-up (n = 674)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.1 (12.2)</td>
<td>49.4 (12.6)</td>
</tr>
<tr>
<td>Male, % (n)</td>
<td>45.5% (200)</td>
<td>49.7% (335)</td>
</tr>
<tr>
<td>In experimental condition, % (n)</td>
<td>49.9% (224)</td>
<td>48.7% (328)</td>
</tr>
</tbody>
</table>

**Educational level, % (n)**

<table>
<thead>
<tr>
<th></th>
<th>Followed up (n = 381)</th>
<th>Lost to follow-up (n = 266)</th>
<th>Followed up (n = 328)</th>
<th>Lost to follow-up (n = 214)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>45.8% (381)</td>
<td>45.5% (307)</td>
<td>45.2% (132)</td>
<td>45.8% (381)</td>
</tr>
<tr>
<td>Medium</td>
<td>45.2% (266)</td>
<td>31.8% (214)</td>
<td>36.3% (106)</td>
<td>32.0% (266)</td>
</tr>
<tr>
<td>Low</td>
<td>97.8% (266)</td>
<td>97.3% (214)</td>
<td>97.3% (214)</td>
<td>97.8% (214)</td>
</tr>
</tbody>
</table>

**With cardiovascular diseases, % (n)**

<table>
<thead>
<tr>
<th></th>
<th>Followed up (n = 54)</th>
<th>Lost to follow-up (n = 31)</th>
<th>Followed up (n = 144)</th>
<th>Lost to follow-up (n = 158)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12% (54)</td>
<td>8% (54)</td>
<td>17% (93)</td>
<td>14% (93)</td>
</tr>
</tbody>
</table>

**With respiratory diseases, % (n)**

<table>
<thead>
<tr>
<th></th>
<th>Followed up (n = 68)</th>
<th>Lost to follow-up (n = 93)</th>
<th>Followed up (n = 307)</th>
<th>Lost to follow-up (n = 214)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15% (68)</td>
<td>14% (93)</td>
<td>17% (93)</td>
<td>13.5% (112)</td>
</tr>
</tbody>
</table>

**Number of cigarettes smoked/day, mean (SD)**

<table>
<thead>
<tr>
<th></th>
<th>Followed up (n = 12.1)</th>
<th>Lost to follow-up (n = 6.1)</th>
<th>Followed up (n = 13.4)</th>
<th>Lost to follow-up (n = 9.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>19.8 (12.1)</td>
<td>17.8 (6.1)</td>
<td>19.5 (11.4)</td>
<td>21.0 (12.7)</td>
</tr>
</tbody>
</table>

**FTND<sup>a</sup> score (range 1–10), mean (SD)**

<table>
<thead>
<tr>
<th></th>
<th>Followed up (n = 2.3)</th>
<th>Lost to follow-up (n = 2.3)</th>
<th>Followed up (n = 4.7)</th>
<th>Lost to follow-up (n = 4.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.8 (2.3)</td>
<td>4.6 (2.3)</td>
<td>4.7 (2.3)*</td>
<td>5.2 (2.5)*</td>
</tr>
</tbody>
</table>

**Number of previous quit attempts, mean (SD)**

<table>
<thead>
<tr>
<th></th>
<th>Followed up (n = 10.6)</th>
<th>Lost to follow-up (n = 5.9)</th>
<th>Followed up (n = 10.0)</th>
<th>Lost to follow-up (n = 5.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.0 (10.6)</td>
<td>5.5 (5.9)</td>
<td>5.1 (10.0)</td>
<td>5.6 (19.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Fagerström Test for Nicotine Dependence.

*P < .05.

Figure 3. Flow of respondents from enrollment in the study to allocation to the experimental and control conditions, retention, and whether they were included in the analysis.

**Effect of the Intervention on Abstinence**

Of the 552 respondents in the intervention group, 91 (17%) reported that they had refrained from smoking during the past 24 hours, 74 (13%) reported that they had not smoked during the past 7 days, and 60 (11%) reported that they had not smoked since the previous measurement 2 days after their quit date. In the control group (n = 571) these numbers were 55 (10%), 38 (7%), and 33 (6%), respectively. The intervention had a...
significant effect on all outcome measures, even when controlling for the baseline difference between the intervention and control groups with regard to their level of education (Table 3). Significantly more respondents in the intervention group than in the control group reported having been abstinent for the past 24 hours, the past 7 days, or since the previous measurement. Results from complete-case analyses were similar (Multimedia Appendix 1).

After 6 months, a total of 51 (9%) respondents in the intervention group reported having refrained from smoking during the past 24 hours, 45 (8%) reported not having smoked during the past 7 days, and 23 (4%) reported not having smoked since the previous measurement. In the control group these numbers were 36 (6%), 34 (6%), and 19 (3%), respectively. Table 4 shows that no significant intervention effects were found with regard to all outcome measures reported at the 6-month follow-up. The complete-case analyses yielded similar results, though they were slightly more positive regarding 24-hour point prevalence abstinence (Multimedia Appendix 1).

We investigated interaction effects between condition and baseline demographic or behavioral measures, although none of these turned out to have a significant influence on any of the abstinence measures reported after 6 weeks or 6 months (data not reported).

### Table 3. Effects of the Web-based smoking cessation intervention on several behavioral outcomes at 6-week follow-up among Dutch adult smokers (N = 1123) recruited from December 2009 to June 2010.

<table>
<thead>
<tr>
<th>Model</th>
<th>24-hour ppa&lt;sup&gt;a&lt;/sup&gt;</th>
<th>7-day ppa</th>
<th>Prolonged abstinence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>95% CI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>P value</td>
</tr>
<tr>
<td>Intervention&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.85</td>
<td>1.30–2.65</td>
<td>.001*</td>
</tr>
<tr>
<td>Intervention&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.81</td>
<td>1.26–2.59</td>
<td>.001*</td>
</tr>
<tr>
<td>Medium education&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.81</td>
<td>0.51–1.32</td>
<td>.42</td>
</tr>
<tr>
<td>High education&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.29</td>
<td>0.81–2.08</td>
<td>.29</td>
</tr>
</tbody>
</table>

<sup>a</sup> Point prevalence abstinence.  
<sup>b</sup> Odds ratio.  
<sup>c</sup> Confidence interval.  
<sup>d</sup> Control group is the reference category.  
<sup>e</sup> Low education is the reference category.  
*P < .05.

### Table 4. Effects of the Web-based smoking cessation intervention on several behavioral outcomes at 6-month follow-up among Dutch adult smokers (N = 1123) recruited from December 2009 to June 2010.

<table>
<thead>
<tr>
<th>Model</th>
<th>24-hour ppa&lt;sup&gt;a&lt;/sup&gt;</th>
<th>7-day ppa</th>
<th>Prolonged abstinence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>95% CI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>P value</td>
</tr>
<tr>
<td>Intervention&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.51</td>
<td>0.97–2.35</td>
<td>.07</td>
</tr>
<tr>
<td>Intervention&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.47</td>
<td>0.94–2.30</td>
<td>.09</td>
</tr>
<tr>
<td>Medium education&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.88</td>
<td>0.48–1.62</td>
<td>.69</td>
</tr>
<tr>
<td>High education&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.38</td>
<td>0.76–2.52</td>
<td>.29</td>
</tr>
</tbody>
</table>

<sup>a</sup> Point prevalence abstinence.  
<sup>b</sup> Odds ratio.  
<sup>c</sup> Confidence interval.  
<sup>d</sup> Control group is the reference category.  
<sup>e</sup> Low education is the reference category.

### Discussion

#### Main Findings

In the present study we investigated the effects of a multiple computer-tailored smoking cessation program delivered through the Internet. The results presented suggest significant effects of the intervention on short-term abstinence: at the 6-week follow-up, respondents who received the intervention were more likely to report being abstinent for the past 24 hours, for the past 7 days, and since the previous measurement (i.e., 2 days after their quit date) than those who did not receive the
intervention. Despite incorporating goal and relapse prevention strategies (action and coping plans), however, we found no effect of the intervention on abstinence measures assessed after 6 months.

A potential explanation for not finding any suggestion of intervention effects on long-term abstinence might be that more than 70% of the values on the primary outcome measures had to be replaced, as our study had relatively high levels of attrition, as have many previously developed Web-based interventions [16,33-37]. In line with the Russell standard [37], we chose a negative scenario to replace missing values (ie, we considered respondents lost to follow-up to still be smoking). Although this is a recommended analysis when having to deal with dropout [37], replacing more than 70% of the values on the primary outcome measures might increase the chances of making a type II error [34,38]. This may have resulted in an underestimation of the intervention’s effectiveness for those who continued to use it [34]. On the other hand, analyses with complete cases only are likely to increase the chances of a type I error, which would have resulted in unjustified conclusions in favor of the intervention studied. Although in our study the results from both types of analyses were congruent with each other, the possibilities of errors should be kept in mind when interpreting the results presented. To prevent these problems from occurring in the first place, it is of utmost importance to identify strategies that will ensure the sustained use of Web-based interventions. Previously, several suggestions have been made to prevent attrition, such as ensuring high levels of motivation to quit, providing prompts or reminders, preventing self-control depletion, for example, by having respondents form implementation intentions [36] and providing incentives of at least €10 [39]. In addition, a recent review showed that interventions that combined several of these strategies were most effective at facilitating exposure to Web-based interventions [40]. While we took all of the strategies mentioned into account, attrition rates in this study remained high. Evidently, more research is needed to identify strategies that will prevent smokers from dropping out of Web-based behavior change interventions. Qualitative research among respondents lost to follow-up might further illuminate the main reasons why these respondents discontinued a Web-based intervention. In a recent study conducted among problem drinkers, the most common reasons for not completing a Web-based intervention were personal reasons unrelated to the Web-based intervention, followed by dissatisfaction with the intervention and satisfaction with the improvement in their condition [41]. Based on the identification of the reasons for discontinuation, novel strategies to prevent attrition need to be developed and tested. In addition, more research is needed to identify strategies for dealing with missing data due to high attrition rates. A recent study comparing six different approaches to missing data concluded that multiple imputation might yield the most valid results [33]. However, as the assumption that respondents who drop out should be considered to still be smoking is well established and a still-recommended strategy in smoking cessation research [37], in the present study we opted for this strategy.

Another possible explanation for the lack of intervention effects on long-term abstinence may be that Web-based smoking cessation programs are not sufficiently tailored and adapted to the long-term wishes of recent ex-smokers to prevent relapse to smoking. Respondents received feedback only at fixed points in time; it was not possible to obtain additional personal feedback or support at times when smokers might have needed it most. The integration of ecological momentary assessment, by collecting real-time data through, for example, palmtops, personal digital assistants, or electronic diaries, might be promising. Studies using palmtop computers showed that a decrease in self-efficacy, an increase in positive smoking outcome expectancies, and an increase in negative affect predicted the occurrence of a lapse to smoking on the next day [42,43]. Integrating ecological momentary assessment into a Web-based intervention might enable us to monitor fluctuations in factors such as self-efficacy and negative affect and, as a consequence, enable us to adapt intervention materials to the needs of recent ex-smokers and, ultimately, to prevent lapses and relapse. In addition, the finding that those lost to follow-up were significantly more addicted to nicotine than those who remained in the study supports the idea that insufficient attention was paid to dealing with withdrawal symptoms. Although, in line with current guidelines [44], we advised smokers who reported smoking more than 10 cigarettes per day to use smoking cessation medication, we did not assess whether these smokers did in fact use such medication during their quit attempt. Even though the Web-based intervention provided information on physical withdrawal symptoms and how to deal with these symptoms, all feedback messages targeted cognitions. As a consequence, solely reading these messages might not have decreased physical withdrawal symptoms. As addiction has been shown to be the most important predictor of a quit attempt’s success [45,46], it may be possible to obtain higher success rates when Web-based smoking cessation interventions are combined with smoking cessation medication aimed at reducing physical withdrawal symptoms. Varenicline, for instance, has been shown to attenuate physical withdrawal symptoms and to prevent relapse to smoking [47,48].

We found no support for different intervention effects for specific subgroups of smokers. Based on the results, it could thus be argued that the intervention was equally effective for all smokers who participated in the program. However, respondents who dropped out of the study were relatively more addicted and relatively younger than those who remained in the study, which is in line with previous research [49,50]. A potential explanation might be that younger people have not yet experienced any smoking-related health effects and are, compared with older people who are more often confronted with chronic diseases, less internally motivated to invest time in health behavior change interventions [51].

**Study Strengths and Limitations**

Major strengths of the present study were the large sample of smokers who initiated participation in the smoking cessation program and the relatively long follow-up period. However, as mentioned previously, the study had relatively high dropout rates. In the present study, we applied several strategies previously suggested to prevent attrition [36,39]: using motivation to quit as an inclusion criterion, sending two reminder emails for each follow-up questionnaire, encouraging
respondents to formulate coping plans in the form of implementation intentions, and providing respondents with a €10 voucher for completing all follow-up questionnaires. Despite the actions taken, however, attrition rates remained high. A second limitation is that we could conduct no appropriate dose–response analysis. Insufficient data were available for participants who received one, two, or three letters and who also provided 6-month follow-up data. Of the respondents in the intervention group who provided 6-month follow-up data (n = 144), almost 80% (n = 115) received the highest dose of three feedback letters, which resulted in insufficient variation in the doses received to conduct this analysis. As previously stated, we found a significant dose–response relationship between the number of feedback moments and smoking abstinence [13]. We therefore recommend that future studies conduct a dose–response analysis to determine whether this effect can be replicated. Finally, we were unable to use continued abstinence as an outcome measure, as all respondents were asked to set a quit date within 4 weeks from filling out the baseline questionnaire and were not obliged to quit immediately. According to the Russell standard, however, continued abstinence may classify too many successes as failures due to its strict criteria [37]. As we used prolonged abstinence instead, we were still able to assess a long period of abstinence (ie, at least 4.5 months).

Conclusions

This Web-based computer-tailored smoking cessation program had a significant effect on abstinence measured after a 6-week follow-up period. However, this effect had entirely disappeared after 6 months. To prevent relapse, future studies should focus on the possibility of applying an ecological momentary assessment or combining the present Web-based intervention with the use of smoking cessation medication. Moreover, further research should aim at identifying strategies to prevent smokers from dropping out of Web-based smoking cessation interventions. As complete-case analyses and the replacement of missing values using a negative scenario both have their limitations, alternative strategies should be identified and tested.
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Abstract

Background: Regular walking is a recommended but underused self-management strategy for individuals with type 2 diabetes mellitus (T2DM).

Objective: To test the impact of a simulation-based intervention on the beliefs, intentions, knowledge, and walking behavior of individuals with T2DM. We compared two versions of a brief narrated simulation. The experimental manipulation included two components: the presentation of the expected effect of walking on the glucose curve; and the completion of an action plan for walking over the next week. Primary hypotheses were (1) intervention participants’ walking (minutes/week) would increase more than control participants’ walking, and (2) change in outcome expectancies (beliefs) would be a function of the discrepancy between prior beliefs and those presented in the simulation. Secondary hypotheses were that, overall, behavioral intentions to walk in the coming week and diabetes-related knowledge would increase in both groups.

Methods: Individuals were randomly assigned to condition. Preintervention measures included self-reported physical activity (International Physical Activity Questionnaire [IPAQ] 7-day), theory of planned behavior-related beliefs, and knowledge (Diabetes Knowledge Test). During the narrated simulation we measured individuals’ outcome expectancies regarding the effect of exercise on glucose with a novel drawing task. Postsimulation measures included theory of planned behavior beliefs, knowledge, and qualitative impressions of the narrated simulation. The IPAQ 7-day was readministered by phone 1 week later. We used a linear model that accounted for baseline walking to test the main hypothesis regarding walking. Discrepancy scores were calculated between the presented outcome and individuals’ prior expectations (beliefs) measured by the drawing task. A linear model with an interaction between intervention status and the discrepancy score was used to test the hypothesis regarding change in outcome expectancy. Pre–post changes in intention and knowledge were tested using paired t tests.

Results: Of 65 participants, 33 were in the intervention group and 32 in the control group. We excluded 2 participants from analysis due to being extreme outliers in baseline walking. After adjustment for baseline difference in age and intentions between groups, intervention participants increased walking by 61.0 minutes/week (SE 30.5, t58 = 1.9, P = .05) more than controls. The proposed interaction between the presented outcome and the individual’s prior beliefs was supported: after adjustment for baseline differences in age and intentions between groups, the coefficient for the interaction was –.25, (SE 0.07, t57 = –3.2, P < .01). On average participants in both groups improved significantly from baseline in intentions (mean difference 0.66, t62 = 4.5, P < .001) and knowledge (mean difference 0.38, t62 = 2.4, P = .02).
Conclusions: This study suggests that a brief, Internet-ready, simulation-based intervention can improve knowledge, beliefs, intentions, and short-term behavior in individuals with T2DM.
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Introduction

Type 2 diabetes mellitus (T2DM) affects approximately 24 million people in the United States, and is associated with significant morbidity and early mortality [1]. Regular physical activity has been shown to improve glycemic control [2,3], reduce blood pressure [4], reduce lipids [4], and improve cardiopulmonary fitness in individuals with T2DM [5]. These intermediate outcomes have been associated with diabetes-related morbidity and mortality [6]. Although physical activity is considered one of the three pillars of diabetes self-management [7], most people with T2DM do not perform sufficient amounts [8].

There are many reasons why individuals with T2DM may not perform an appropriate self-management behavior such as being active. In this study we used a brief, narrated simulation to address two factors that we believe are amenable to an informatics intervention: inaccurate mental models of the effects of behavior on the disease [9-11] and difficulties in translating good intentions into action [12].

Glucose Curves

The intervention in this study was based on simulated glucose curves. Glucose curves represent an individual’s variation in plasma glucose through a day. Prior work suggests that glucose curves may be useful as an interface for educational and motivational interventions. Small trials of participants with type 1 diabetes have shown that classroom education using simulated glucose curves positively affects knowledge [13], the frequency of hypoglycemic events [14], and hemoglobin A1c [14]. In T2DM, interviews with individuals before and after viewing their own glucose curves suggest that viewing the curves appears to provide individuals with a greater understanding of the daily variation in glucose (particularly postprandial peaks) and may result in greater intention to perform self-care activities, including to be more physically active [15]. We believe glucose curves offer value because they provide contextual information that individual self-monitored glucose values do not provide.

Theory of Planned Behavior

According to the theory of planned behavior, an individual’s intention to perform a behavior is a function of their beliefs. In this study we focused on a particular type of belief: outcome expectancies. Outcome expectancies are an individual’s belief regarding the likely outcome of a given behavior. The intervention version of our simulation demonstrates the expected change in the glucose curve with both a single walk and regular walking over time.

Prior work has shown that outcome expectancies are related to self-care behaviors in individuals with T2DM [16-19] and that individuals with T2DM generally have low outcome expectancies regarding the effect of exercise on blood glucose [19]. We are not aware of studies that have attempted to change outcome expectancies in this population. In general, interventions targeted at outcome expectancies related to physical activity have shown limited efficacy in most populations [20].

Implementation Intentions

While the beliefs included in the theory of planned behavior have been shown to predict the intentions of individuals with T2DM to be physically active [16], changes in behavioral intention are only moderately predictive of actual changes in behavior [21]. Implementation intentions are if–then plans linking specific cues in the environment to a desired behavior. Implementation intentions have been found to be strongly effective in translating intentions into action [12,22]. Recent evidence suggests that individuals who mentally simulate the behavior as they create the implementation intention are even more successful in acting on their intentions [23,24].

The intervention version of our simulation guided participants through writing an action plan for walking while concurrently mentally simulating the planned behavior. In this plan participants indicated where, when, with whom, and for how long they would walk for each day in the next week.

Our hypotheses in this trial were that (1) individuals viewing the intervention version of the narrated simulation would report more walking in the subsequent week than control participants would, and (2) changes in outcome expectancies for intervention participants would vary as a function of the discrepancy between the effect presented in the simulation and the individual’s prior beliefs. Finally, we hypothesized that, overall, both groups would increase their behavioral intentions to walk in the subsequent week and their diabetes-related knowledge.

Methods

Participants

We recruited participants between March 2010 and August 2011 at the George E. Whalen Department of Veterans Affairs Medical Center (Salt Lake City, UT, USA) in primary care clinics, diabetes education and weight management classes, a biweekly diabetes exercise group at the University of Utah, a community diabetes health fair, and via an email to a diabetes-related listserv.

Our inclusion criteria were that participants be between 30 and 70 years of age, have a diagnosis of T2DM, and be able to speak English fluently. Participants with a diagnosis of dementia or severe mental disease, using insulin, or having microvascular or macrovascular complications of diabetes were excluded. The
rationale for these last two criteria was 2-fold: first, the content of the narrated simulation is geared toward individuals taking oral medications, and second, we wanted to minimize the risk of walking-induced hypoglycemia, foot ulceration, or a cardiac event. Initial recruitment efforts were exclusively among veterans at the Salt Lake City Veterans Administration Healthcare System, aged 40–60 years; however, due to slow recruitment, in June 2010 we expanded recruitment to the larger community and a wider age range.

**Settings**

The study was conducted in a location convenient to the participant. These locations included the Salt Lake City VA library, a room adjacent to the exercise room at the diabetes exercise group, a table at a diabetes health fair, a meeting room at a public library, and a private office. All meetings were between the principal investigator (BG) and individual participants.

**Description of the Simulation**

The narrated simulation is based on simulated glucose curves [25]. Concepts are presented using the curves without numbers, supplemented by simple icons. A voiceover and music soundtrack accompany the narrated simulation (see Multimedia Appendix 1 and Multimedia Appendix 2 for the intervention and control simulations). Table 1 lists the concepts addressed in the narrated simulation and the time used to explain each concept.

Participants were shown one of two versions of the simulation. The intervention version and the control version were identical through the first 8 minutes and 30 seconds (Figure 1).

<table>
<thead>
<tr>
<th>Concept</th>
<th>Timing (minutes and seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is the glucose curve?</td>
<td>1:40</td>
</tr>
<tr>
<td>When is blood sugar highest and when is it lowest?</td>
<td>0:20</td>
</tr>
<tr>
<td>How do meals affect the glucose curve?</td>
<td>0:30</td>
</tr>
<tr>
<td>What is the dawn phenomenon?</td>
<td>0:30</td>
</tr>
<tr>
<td>What is the safe range of blood sugar?</td>
<td>0:40</td>
</tr>
<tr>
<td>What is hemoglobin A1c?</td>
<td>0:15</td>
</tr>
<tr>
<td>How does the blood sugar curve change (over years) as A1c increases?</td>
<td>1:40</td>
</tr>
<tr>
<td>Why is high blood sugar bad for you? (Includes photographs of individuals with microvascular complications)</td>
<td>1:40</td>
</tr>
<tr>
<td>How are changes in A1c associated with complications?</td>
<td>0:20</td>
</tr>
<tr>
<td>What can you do today to control your blood sugar?</td>
<td>0:35</td>
</tr>
</tbody>
</table>
Figure 1. Procedures in the simulation for the intervention and control groups. Boxes with a gray background show intervention-specific components. Duration is in minutes and seconds.

### Drawing Tasks

At this point in the narrated simulation, participants were shown a glucose curve of an individual “who has had diabetes for a few years,” and the voiceover asked them to imagine that the curve was their glucose curve from yesterday. Using a paper copy of the curve on the screen (Figure 2), participants were asked to draw what they thought the curve would have looked like if they had gone for a “30-minute walk yesterday an hour after breakfast.” As a second drawing task participants were shown the same curve of an individual “who has had diabetes...”
for a few years,” asked to imagine that it was their curve from yesterday, and asked to draw what they thought the curve would have looked like if they had been walking 5 days a week for 30 minutes each for the past 3 months. The purpose of these two drawing tasks was to capture the individual’s outcome expectancy regarding the change in glucose with a single walk and the change in hemoglobin A1c with regular walking. The advantage of this method is that it allowed us to measure the individuals’ outcome expectancy across three dimensions: the magnitude, direction, and duration of change in the curve.

Figure 2. Simulated glucose curve used in the drawing task.

Difference Between Control and Intervention Conditions

The control version of the narrated simulation ended after the two drawing tasks. In the intervention version of the narrated simulation, after completing each drawing task, viewers were shown the expected change in the curve. They were then guided by the voiceover to complete a paper plan of their walking over the next week: how many days they would walk, on which days they would walk, how long each walk would be, in what location they would walk, at what time of day, with whom, and any preparatory actions they would take to facilitate the plan (e.g., put walking shoes in their car) (Figure 3). As participants completed the paper plan, the voiceover guided them to mentally simulate the plan. These procedures were specifically designed to facilitate the formation of implementation intentions in the minds of the participants.
Motivational Components of Both Versions of the Simulation

We hypothesized that two components of the simulation might increase behavioral intentions for both groups. First, in the elicitation of individual’s outcome expectancies via the drawing task, the potential outcome of exercise is framed as an upward counterfactual (how could things have been better: “what would have happened if you had exercised”). This was done based on theory [26] and evidence indicating that upward counterfactual thinking facilitates behavioral intentions [27]. Second, the narrated simulation presented the long-term outcomes of being sedentary to both groups (“here is how the glucose curve changes over years if you don’t eat right and exercise regularly”). We included this component based on Williams and colleagues’ suggestion that the construct of outcome expectancy in physical activity research should incorporate both the positive effects of increased activity and the negative effects of being sedentary [20]. We included these components because we wanted to maximize intentions in the intervention group prior to their writing the action plan for walking in the next week; this was based on prior evidence that implementation intentions are most effective when intentions are strong [28]. We did not manipulate these constructs across conditions in this study because our goal was to experimentally determine the effect of the combination of presenting potential outcomes and action planning on behavior.

Procedures

After obtaining informed consent from the participants, we collected the following measures: (1) demographic information (Table 1), (2) a 10-item version of the Diabetes Numeracy Test [29], (3) a 14-item questionnaire that measures constructs from the theory of planned behavior; this was developed in pilot testing using procedures described by Azjen [30] (see Multimedia Appendix 3 for the complete questionnaire), (4) the short telephone version of the International Physical Activity Questionnaire (IPAQ), a validated self-reported measure of physical activity over the last 7 days [31], and (5) the 14-item Diabetes Knowledge Test [32] and the 5-item ABC test [33], both tests of diabetes-specific knowledge.

Participants then watched the narrated simulation on a laptop computer while wearing headphones. During the narrated simulation, all participants completed the two drawing tasks described above. To minimize demand effects, the investigator left the room while participants watched the animation; most questionnaires were administered by paper. However, since the IPAQ was going to be readministered by phone a week later, this questionnaire was administered orally by the investigator during the in-person meeting.

After participants watched the narrated simulation, the 14-item theory of planned behavior-related questionnaire and both diabetes-related knowledge tests were repeated. In addition, to measure the degree to which participants felt that the information in the animation was personally relevant, participants answered...
two 7-point Likert-type questions: “I think the glucose curves in the movie were related to my diabetes” and “I think the complications shown in the movie could happen to me.”

To conclude the in-person meeting, we asked participants about their qualitative impressions of the narrated simulation: what they liked and did not like, if there were parts of the simulation they found confusing, and if there were concepts they would like to see presented in this manner that were not included in the narrated simulation. These questions were administered orally.

We contacted participants by phone 1 week later and readministered the IPAQ measure of physical activity over the last 7 days [31]. This was followed by a questionnaire asking whether the participant thought about the glucose curves in the week since watching the narrated simulation and, if so, whether they thought about them before, during, or after eating, exercising, or testing their glucose. The purpose behind these last questions was exploratory for future work with this intervention.

Analysis

We performed all analyses using R version 2.10.0, freely available statistical computing software [34]. We excluded 2 individuals from this analysis: 1 control participant who reported walking 35 hours/week at baseline and 1 intervention participant who reported walking 18 hours/week; these individuals’ baseline walking times were ≥2.5 standard deviations above the mean. In addition, including these individuals would have overestimated the effect of the intervention in our main hypotheses.

To test our primary hypothesis (that the intervention version of the narrated simulation would more positively affect individuals’ walking), we used a linear model with intervention status and preanimation walking (minutes/week) as the covariates. We adjusted for significant between-group differences in age and preanimation walking times were ≥2.5 standard deviations above the mean. In addition, including these individuals would have overestimated the effect of the intervention in our main hypotheses.

To test our second hypothesis (that among intervention participants change in outcome expectancies [beliefs] would be a function of the discrepancy between prior beliefs and those presented in the narrated simulation), we first needed to calculate the change in outcome expectancy and then calculate a score reflecting the discrepancy between the presented outcome and the individual’s expected outcome. Once these scores were calculated, we used a linear model with an interaction between the discrepancy score and intervention status as a covariate after adjusting for age and baseline intent.

Outcome expectancies were measured using the following questions on the theory of planned behavior questionnaire: “Walking for at least 30 minutes will lower my blood sugar;” and “Walking for at least 30 minutes/day, 5 days a week over the next 3 months will lower my hemoglobin A1c.” Participants agreed or disagreed on a 7-point Likert scale (see Multimedia Appendix 3). As suggested by Azjen, for each of the pre- and post-theory of planned behavior measures, the individual’s score for these two questions was averaged to reflect the overall construct of outcome expectancy [30]. A change score was calculated by subtracting the preintervention measure of outcome expectancy from the postintervention measure.

We calculated the outcome expectancy discrepancy score by measuring the difference between the presented change in the glucose curve and the individual’s outcome expectancy elicited in the drawing task. We scored each dimension of the individual’s outcome expectancy (direction, duration, and magnitude) according to whether the individual’s outcome expectation was negative, neutral, or positive. For example, if the decrease in the individual’s drawn curve was greater in magnitude than the decrease in the presented curve (positive expectancy), this dimension was scored 1. If the magnitude of the participant’s expectation was the same as the presented curve, the score was 0 (accurate understanding). If the drawn magnitude was less than the presented curve, the participant was scored –1 (negative expectancy). Since the direction of the change in the curve could only increase or decrease, individuals were scored 1 if their drawing reflected a decrease (a positive expectancy and accurate understanding) and –1 if their drawing reflected an increase in blood glucose postexercise (negative expectancy). The discrepancy score used in the regression is the sum of all the dimension scores for both drawing tasks with a possible range of –6 to 6. Figure 4 is a histogram of the distribution of discrepancy scores.

To test our secondary hypotheses (that, overall, both versions of the narrated simulation would positively affect behavioral intentions and knowledge), we used paired t tests to compare presimulation versus postsimulation measures. Finally, we conducted an exploratory analysis to inform future work by examining participants’ responses to the qualitative questions of what they liked and did not like in the narrated simulation, what they found confusing, and what they would like to see in future versions for recurrent themes. We also examined the proportion of individuals who reported thinking about the glucose curves in the next week and the context in which they reported thinking about them.
Results

Description of the Sample

Table 2 presents the baseline characteristics of the intervention and control groups. The randomization resulted in equal groups on all measures with the exception of age; the average age of the control group was slightly higher than that of the intervention group; in addition, a near-significant difference existed in baseline intentions regarding walking in the intervention group.
Table 2. Baseline characteristics of control and intervention groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n = 33)</th>
<th>Control group (n = 32)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n a</strong></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Male</td>
<td>20</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>13</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Veterans, n a</td>
<td>10</td>
<td>12</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Age (years), median (range)b</strong></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>56 (.34–70)</td>
<td>61 (36–70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Years since diagnosis, median (range)b</strong></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>7 (.02–20)</td>
<td>8.5 (.12–19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hemoglobin A1c, median (range)b</strong></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>7.0 (5.6–11.8)</td>
<td>6.9 (6.1–10.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes numeracy (scale of 0–10), median (range)b</strong></td>
<td>8 (1–10)</td>
<td>8 (2–10)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Frequency of self-monitoring (times/week), median (range)b</strong></td>
<td>5 (0.1–21)</td>
<td>2.75 (0–21)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Have email?, n a</strong></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>29</td>
<td>29</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of non-job email use (x/week), median (range)b</strong></td>
<td>14 (0–14)</td>
<td>14 (0–14)</td>
<td>.65</td>
</tr>
<tr>
<td><strong>Have a personal health record?, n a</strong></td>
<td></td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nonwalking physical activity (metabolic equivalents x minutes/week), median (range)b</strong></td>
<td>960 (0–8820)</td>
<td>512 (0–8640)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Walking (minutes/week), median (range)b</strong></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>90 (0–1080)</td>
<td>145 (0–2100)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge (Diabetes Knowledge Test, scale of 0–14), median (range)b</strong></td>
<td>12 (5–14)</td>
<td>12 (6–14)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Behavioral intention (scale of 1–7), median (range)b</strong></td>
<td>5 (1–7)</td>
<td>6 (1–7)</td>
<td>.08</td>
</tr>
</tbody>
</table>

a Chi-square test.
b Kruskal-Wallis test.

Hypothesis 1

Our first and most clinically significant hypothesis was supported: intervention participants increased walking time more than control participants. After taking into account baseline walking and adjusting for age and baseline behavioral intent, the mean effect of the intervention was an increase of 61.0 minutes (SE 30.5, t58 = 1.9, P = .05). Neither age (coef = −1.2, SE 1.9, t58 = −.6, P = .5) nor baseline behavior intent (coef = 3.6, SE 9.5, t58 = 0.3, P = .7) was a significant predictor of the change in walking. Figure 5 presents the change in walking by intervention status.
Hypothesis 2

Our second hypothesis was supported: among intervention participants, the discrepancy between the individuals’ prior beliefs and the presented outcomes was associated with their change in outcome expectancy. The coefficient for the interaction between intervention status and discrepancy score was –.25 (SE .07, $t_{57} = –3.2, P < .01$), indicating that on average, after viewing the simulation, the beliefs of individuals with negative baseline beliefs became more positive while the beliefs of those with overly optimistic baseline beliefs became more negative.

Hypotheses 3 and 4

Our secondary hypotheses were also supported: both groups increased behavioral intentions, mean difference 0.66 on a scale of 7 ($t_{62} = 4.5, P < .001$), and knowledge, mean difference 0.38 on a scale of 14 ($t_{62} = 2.4, P = .02$). Table 3 summarizes hypotheses 1 and 2 and their results. Table 4 summarizes hypotheses 3 and 4 and their results. Table 5 presents the means and standard deviations for all outcome measures.
Table 3. Summary of hypotheses and results.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Model</th>
<th>Coefficient</th>
<th>SE</th>
<th>t value</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking will increase more in intervention participants</td>
<td>Linear model regressing postintervention walking on intervention status, preintervention walking adjusted for age and preintervention intent</td>
<td>61.0</td>
<td>30.5</td>
<td>1.9</td>
<td>58</td>
<td>.05</td>
</tr>
<tr>
<td>Among intervention participants, change in outcome expectancy will be a function of the discrepancy between prior beliefs and the presented outcome</td>
<td>Linear model regressing the change in outcome expectancy on an interaction term between intervention status and discrepancy score, adjusted for age and preintervention intent</td>
<td>-25</td>
<td>.07</td>
<td>-3.213</td>
<td>57</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

Table 4. Summary of hypotheses and results

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Model</th>
<th>Mean difference</th>
<th>t value</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both group will increase in behavioral intention</td>
<td>Paired t test comparing postintervention versus preintervention measure</td>
<td>0.66</td>
<td>4.5</td>
<td>62</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Both groups will increase in diabetes-related knowledge</td>
<td>Paired t test comparing postintervention versus preintervention measure</td>
<td>0.38</td>
<td>2.4</td>
<td>62</td>
<td>.02</td>
</tr>
</tbody>
</table>

Table 5. Means (SD) for all outcome measures pre- and postintervention.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Intervention status</th>
<th>Pre intervention</th>
<th>Postintervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking (minutes)</td>
<td>Intervention</td>
<td>182.9 (245)</td>
<td>230.3 (262)</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>203.5 (203)</td>
<td>185.6 (193)</td>
</tr>
<tr>
<td>Outcome expectancy (scale 1–7)</td>
<td>Intervention</td>
<td>6.07 (1.1)</td>
<td>6.56 (.82)</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>6.37 (.89)</td>
<td>6.69 (.55)</td>
</tr>
<tr>
<td>Behavioral intent (scale 1–7)</td>
<td>Intervention</td>
<td>4.79 (1.62)</td>
<td>5.62 (1.80)</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>5.53 (1.60)</td>
<td>6.03 (1.24)</td>
</tr>
<tr>
<td>Knowledge (scale 1–14)</td>
<td>Intervention</td>
<td>11.15 (2.3)</td>
<td>11.71 (2.14)</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>11.29 (1.95)</td>
<td>11.48 (2.18)</td>
</tr>
</tbody>
</table>

Qualitative Themes

We coded responses to qualitative questions into general themes and determined the proportion of each theme. When asked “What were the things that you liked about the simulation?” 31/65 of participants’ responses were coded as informative: these included comments such as “I thought the simulation was very clear” and “I think it was better than what I got in diabetes education.” Other themes that emerged were surprise: 11/65 participants commented that they were surprised at the effect of walking on the glucose curve. A third theme was complications: 7/65 participants reported liking the inclusion of pictures of individuals with complications; as 1 participant said, she felt that this was “important for people to see what might happen to them.” Finally, 5 participants reported that they had not seen or thought of glucose as a curve before, and 4 participants reported that they were previously unaware of the dawn phenomenon.

When asked “Were there parts of the simulation you found confusing or that brought up questions in your mind?” most participants (59/65) answered “No.” Of those who provided specific feedback, 3 reported finding the drawing task confusing and 2 reported not understanding the meaning of the curves.

When asked “Are there things that were not in the simulation that you would like to see in a simulation like this?” 9 participants commented they would like to see the effect of different foods on the glucose curve, 5 wanted more information about how the disease progresses over time and whether it is reversible, 4 commented that they would like to see numbers on the curves, 3 commented that they would like to see more answers to the test questions addressed in the narrated simulation (not all the questions on the knowledge tests were addressed in the simulation), 2 commented that they would like to see the effect of insulin, and 2 control participants wanted to see the effect of exercise on the curve.
Although there was a small difference in the proportion of individuals who reported thinking about the glucose curves in the week following the simulation by condition (27/33 intervention participants, 22/32 controls), this difference was not significant ($\chi^2 = .88, P = .35$). When asked whether they thought about the glucose curves in the context of specific self-management behaviors, the proportions of all participants were as follows: when exercising (38/65), eating (35/65), and testing their blood sugar (30/65). There was no difference between groups in the incidence of thinking about the glucose curves in these contexts.

**Discussion**

This study had two main findings. First, intervention participants who completed an action plan for walking in the next week reported significantly more walking in the subsequent week than control participants. This finding is congruent with a large number of both laboratory and clinical studies that have found a positive impact of implementation intentions and action plans [12]. Our use of an action plan with simultaneous mental simulation of the plan is not novel. However, prior studies used a healthy university student population [23,24]; this study used an older diabetic population.

Our second main finding was that intervention participants’ beliefs changed in accordance with the discrepancy between their prior beliefs and the outcomes presented in the simulation. The idea that computerized simulations could change outcome expectancies was suggested by Bandura in 1999 [35] and is in line with his earlier work demonstrating that individuals’ beliefs change as a result of their observations of the effects of their own and others’ behaviors [36]. We are unaware of any studies that have translated these ideas into a patient-facing intervention. We believe this finding suggests that computerized simulations could be used much more broadly to change individuals’ health-related beliefs.

We are aware of only one other study involving glucose curves to promote physical activity among individuals with T2DM. Allen et al randomly assigned 52 individuals to one-on-one educational sessions [37]. The intervention session incorporated glucose curves to demonstrate the effect of physical activity on glucose. The session also included discussing the benefits of increased activity, assessing the individual’s barriers to physical activity and self-efficacy for exercise, and providing an appropriate exercise prescription. The control session mentioned the area under the curve between the individual’s curve and the curve drawn on paper in this study, but a computer-based version of the drawing task could easily calculate this difference.

**Implications for Translation**

The results of this study highlight the potential for the translation of specific evidence from the psychology literature into the design of informatics-based behavioral interventions. We used an action planning intervention to facilitate subsequent action in intervention participants. This technique holds great promise to facilitate health-related behaviors, particularly in mobile phone-based interventions. In fact, recent evidence has shown that sending text message reminders of planned actions further facilitates the desired action [38]. We also presented potential outcomes as upward counterfactuals (how things might have been better) to maximize participants’ behavioral intentions. This framing of information might be more widely used in consumer health informatics to increase user motivation; however, since we did not experimentally test this component of our intervention, further work is needed to test this idea.

**Strengths**

This study has several strengths. First, we employed prior findings in the psychological literature to design a brief, self-contained intervention and conducted a hypothesis-driven test of the efficacy of components of the intervention. Second, our use of glucose curves for both the presentation and elicitation of outcomes allowed for the measurement of individuals’ outcome expectancies across three dimensions: the magnitude, duration, and direction of the effect. We believe this method is superior to the more common Likert scale measures of belief, and that a computer-based version of this drawing task could further improve upon the discrepancy score used in this study. A limitation of the discrepancy score used in this study is that it does not account for differences in the magnitude and duration of the individual’s expectation (a larger discrepancy reflects a more inaccurate belief than a smaller discrepancy). A better measure of the discrepancy would be the difference in the area under the curve between the individual’s curve and the presented outcome. This was not feasible using the complex curves drawn on paper in this study, but a computer-based version of the drawing task could easily calculate this difference.

**Limitations**

This study has limitations. First, our primary outcome measure, physical activity, was measured by self-report. Since all participants used the same measure, we do not believe this undermines the results; however, the true magnitude of the effect of our intervention on subsequent physical activity needs to be determined with objective measures in future work. Additionally, some of our participants did not represent the target population for this intervention: some participants possessed adequate diabetes-related numeracy, had positive outcome expectancies and intentions for exercise, were
knowledgeable about their disease, and were already physically active. We plan to address this issue in the future by integrating the intervention into diabetes education classes in target populations, particularly groups with newly diagnosed T2DM and low diabetes numeracy. The third limitation of this study was that the tests used to measure knowledge were not well aligned with the simulation’s presentation of content. We developed the simulation around gists we considered important based on theory [39], our clinical experience, and pilot work. Available measures of diabetes-related knowledge, including those used in this study, measure an individual’s knowledge of facts. Instruments measuring conceptual understanding of diabetes self-management are not available. In future work, simple simulations such as those used in this study could serve as a method to both teach and test understanding of diabetes-related concepts. A final limitation of this study is that, while we attempted to minimize the interaction between the investigator and the participant, some interaction was necessary (eg, the administration of the IPAQ). Further work is needed to determine the effectiveness of an entirely computer-based version of the intervention.

Future Research
The next generation of this intervention will test the effectiveness of personalizing the feedback provided in an interactive phone-based intervention. A phone-based intervention may facilitate integration of the simulation into the user’s daily life, may be easier to access than traditional diabetes education, which reaches a limited population [40], and might be less costly than an in-person intervention [41]. Recently, Fisher et al [42] and Polonsky et al [43] reported on an in-person intervention called the Structured Test Protocol. The core of this intervention was the estimation of the individual’s glucose curves using 7-point glucose monitoring for 3 days. In their study, estimated curves facilitated shared decision making between patient and provider, resulting in a greater improvement in hemoglobin A1c, diabetes self-efficacy, autonomous motivation for diabetes care, and a more positive attitude toward self-monitoring of glucose than usual care [42]. This protocol concentrates the timing of self-monitoring but does not require a net increase in the volume of glucose monitoring [43], and therefore may be a cost-neutral and minimally invasive method to tailor the curves presented in the simulation. We hypothesize that the personalization of the presented curves, in combination with the personalization of the predicted effect of exercise (a subject of current research), may result in greater effectiveness of the intervention.

Conclusion
In this study we tested a simple form of a computer-based simulation. Participants’ outcome expectancies changed in accordance with the discrepancy between their prior beliefs and the presented outcomes. In combination with action planning, the simulation positively affected short-term behavior.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Intervention simulation.

[MOV File, 36MB - jmir_v14i3e71_app1.mov ]

Multimedia Appendix 2
Control simulation.

[MOV File, 32MB - jmir_v14i3e71_app2.mov ]

Multimedia Appendix 3
Theory of Planned Behavior Questionnaire.

[PDF File (Adobe PDF File), 51KB - jmir_v14i3e71_app3.pdf ]

References


Abbreviations

IPAQ: International Physical Activity Questionnaire
T2DM: type 2 diabetes mellitus
Short-term Effects of a Smoking Prevention Website in American Indian Youth

Deborah J Bowen, Patricia Nez Henderson, Jessica Harvill, and Dedra Buchwald

School of Public Health, Boston University, Boston, MA, United States
Black Hills Center for American Indian Health, Rapid City, SD, United States
State of Alaska Department of Health and Social Services, Section of Chronic Disease, Anchorage, AK, United States
University of Washington School of Medicine, Partnerships for Native Health, Seattle, WA, United States

Corresponding Author:
Deborah J Bowen, PhD
School of Public Health
Boston University
801 Massachusetts Avenue
Boston, MA, 02118
United States
Phone: 1 617 638 5205
Fax: 1 617 638 4483
Email: dbo@bu.edu

Abstract

Background: The rate of smoking commercial tobacco products among American Indian youth is double the rate for white youth. Interventions are needed to reduce this disparity.

Objective: To test the feasibility of a Web-based intervention to influence attitudes toward and intentions about smoking cigarettes among American Indian youth who attended a Native summer camp in the Northern Plains.

Methods: The study website, the SmokingZine, was originally developed and tested in Canadian youth, then adapted to be appropriate for American Indian youth. We conducted a randomized controlled trial to test the influence of exposure to the adapted SmokingZine website on smoking attitudes and behaviors among American Indian youth 12–18 years of age. Participants assigned to the intervention group were given access to the website for 1 hour per day during their camp experience and asked to sign in to the site and use it. Control group participants were not given access to the site.

Results: A total of 52% of intervention youth signed in to the website at least once. Among nonsmokers, intentions to try a cigarette declined from 16% to 0%, and increased from 8% to 25% in the control group (P < .05). Compared with the control group, youth in the intervention group were more likely to help others quit (21 percentage point change in intervention versus no change in control; P < .05) and had less positive attitudes about the drug effects of smoking (−0.19 change in intervention versus 0.67 in control; P < .05).

Conclusion: These data indicate that SmokingZine needs more long-term, rigorous investigation as a way to keep American Indian youth from becoming regular smokers. Because the intervention group could use computers only 1 hour per day, increasing access might result in more visits and a greater effect of the website on smoking behaviors.

(J Med Internet Res 2012;14(3):e81) doi:10.2196/jmir.1682
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Introduction

Smoking tobacco is responsible for more premature morbidity and mortality in the United States than any other behavioral risk factor [1]. Nationally, rates of smoking, as well as other forms of tobacco use, such as chewing tobacco, are substantially higher among American Indians than white people [2,3] and have not followed the downward trend observed over the past decade in the general US population [4,5]. Of particular concern, a recent report from the US Surgeon General on tobacco use among racial and ethnic minority people in the United States indicated that smoking rates among American Indian youth are
double that of their white counterparts [4] and remain high even compared with their peers in other racial and ethnic minority groups [4].

High rates of smoking among American Indian youth may be due, in part, to the sovereign status of federally recognized tribes. Because tribal lands are often not subject to state tobacco control policies, American Indian youth have access to tobacco products at a very early age. Early initiation often leads to addiction and long-term abuse of tobacco [6,7], which in turn contribute to cardiovascular disease and lung cancer, the leading causes of death in the American Indian population [6,7]. Although these worrisome data highlight the need to develop or identify successful programs to both prevent and reduce smoking among American Indian youth, a Medline search conducted before initiating this project produced no adequately evaluated programs that targeted Native youth.

Increasing attention has focused on using the Web for smoking cessation support, including delivery of information, discussion groups, cognitive behavioral treatment, and self-help materials [8-14]. The SmokingZine website was originally developed explicitly for testing in urban Canadian youth [15]. Since 1995, the TeenNet project [14,16] at the University of Toronto has pioneered a combination of website development, community mobilization, and action research involving young people from diverse backgrounds in all stages of program design, development, and dissemination. In 2002, TeenNet began a randomized controlled trial of SmokingZine involving more than 1400 smoking and nonsmoking adolescents from participating Toronto-area high schools [8]. SmokingZine was both the largest randomized trial of an eHealth intervention for behavior change and one of the largest studies on adolescent smoking cessation [8,11]. In another clinical trial, the same intervention was efficacious in reducing smoking among middle-school youth in public schools [15].

Because of the success of the SmokingZine trial with youth from diverse backgrounds, adapting and testing this program for Native youth seemed promising. Because young people use the Web for health information [10], we conducted a randomized controlled study of this Web-based youth smoking prevention and cessation resource, SmokingZine [8,11], among American Indians 12–18 years of age attending summer camp in South Dakota. The outcomes of interest to our study were short-term smoking behaviors, attitudes about smoking, and usability of the Web tool [12]. Our findings are intended to identify issues for a full-scale efficacy study of the SmokingZine intervention in a larger sample.

Methods

Overview

We conducted a small randomized feasibility trial in one geographical site to test the 1-month effects of a Web-based intervention on smoking behaviors among American Indian youth 12–18 years of age. All participants completed a baseline survey and were then randomly assigned to one of two conditions: intervention (50%) or control. Intervention participants were asked to sign in to the website and use it, and were provided with regular access to the site during their camp experience. Control participants were not given access to the site. All participants completed a follow-up survey 1 month after randomization. We assessed and compared smoking behavior in both groups. In addition, we assessed attitudes and social behaviors that could be expected to change as a result of the intervention exposure. All control participants received access to the intervention after completion of the study. This study is reported in line with CONSORT requirements, and a flow chart and checklist were included in the review of the manuscript. We did not register this trial prospectively, as it was a feasibility trial, not a fully powered randomized trial.

Setting and Participants

Each year more than 150 American Indian 6th to 12th graders from across South Dakota are selected to participate in a 6-week residential summer enrichment program in Rapid City, South Dakota. All nine Indian reservations located in South Dakota participate in the program, whose goal is to prepare students for success in college. During the 6 weeks, students attend classes in mathematics, science, English, computer use, and life skills. All camp attendees were eligible for this study, with a target sample size of 100 youth, based on a sample size calculation with power of 80% and a moderate effect size in intentions to smoke in the future.

Recruitment and Consent Procedures

Working closely with the director of the summer program, we arranged to insert an informational sheet about the study into all correspondence mailed to the 164 selected students before the program started. During registration, our research staff set up an informational booth in the lobby of the students’ dormitory to describe the program to students and their parents. For students interested in participating, a consent form was read to both parents and students. A total of 113 students provided consent, completed the baseline assessment described below, and were randomly assigned to the intervention or control arm. Randomization was completed by assigning each consented and assessed youth to a study identification number that had been preassigned to either intervention or control status. Field staff were unaware of the preassignment.

Intervention

Although it has a small cessation focus, the Web-based SmokingZine is primarily a smoking prevention intervention. It consists of a series of smoking educational modules that include culturally relevant contexts (a summer powwow) and images relevant to Native youth (eg, eagles, feathers, drums, and outdoor scenes). Our methods for developing and culturally adapting SmokingZine for use in this study have been previously published [16]. Briefly, we conducted talking circles with Native youth to ascertain their knowledge and attitudes about tobacco use, their opinions of SmokingZine, and their recommendations for changes. Talking circle participants provided useful information on the differences between ceremonial and commercial tobacco use, as well as their personal patterns and motivations regarding tobacco use. They also offered guidance on changes to the site that would make it more fun to use and more culturally appropriate. Examples of suggestions are

http://www.jmir.org/2012/3/e81/
replacing urban images with images of outdoor settings familiar
to diverse Native youth, and replacing images of a shopping
classic with images of a powwow. The research team made
changes based on participants’ suggestions.

After randomization, control group participants were told that
they would receive information about smoking at the end of the
6-week program. Intervention youth were given usernames and
passwords to access the SmokingZine site and were instructed
to use it as much as they wanted. Our intent was for the
intervention participants to visit the site multiple times, with
each visit lasting 10–20 minutes. The use of unique usernames
and passwords enabled the research team to broadly track usage
patterns of each participant over time. The research assistant
maintained a list that linked each username to an identification
number printed on the study questionnaire, enabling us to link
site usage to baseline and follow-up data.

Each day of the 6-week program, students had 1 hour of
computer time. Those in the intervention were encouraged to
visit the SmokingZine site during this time. On the initial visit,
the research assistant helped participants navigate to the site.
Once participants signed in to the site, they were asked about
their current smoking status. Then, based on their response,
they were guided to educational modules about smoking
prevention or cessation. The underlying message of these
modules reinforced the values of nonsmokers and created a set
of conditions to enhance smokers’ motivation and commitment
to change. Toward the end of each session, modules helped
smokers identify goals for behavior change and explore barriers
to change, as well as providing advice and strategies where
appropriate. During subsequent sessions, participants received
additional information about smoking prevention or cessation.

Assessments
All intervention and control youth were asked to complete a
30-minute paper-and-pencil survey on current smoking habits,
intentions to smoke, and attitudes about smoking, both
immediately after randomization and again 1 month later.
We also approached youth who did not complete the entire survey
to provide us with smoking outcomes only, to maximize
response to a minimal outcome dataset.

The 87-item survey, called A Smoking Prevention Interactive
Experience (ASPIRE) instrument, consisted of
sociodemographic items, several scales, and individual items.
Many of the items were derived from existing instruments, and
others were created specifically for an interactive, multimedia
smoking prevention and cessation curriculum for culturally
diverse high-school students [9]. Attitudes were measured by
a series of questions asking for the opinions of youth on various
smoking-related issues. The primary outcome of this feasibility
study was short-term smoking behaviors; secondary outcomes
were attitudes about smoking and intentions to smoke.

At baseline, on the basis of questionnaire answers, students
were categorized as current smokers (smoke every other week,
smoke less than a pack a week, smoke a pack a week, smoke
more than a pack a week, smoke a pack a day, or smoke more
than a pack a day), former smokers (used to smoke regularly
but quit), or nonsmokers, including never-smokers (never
smoked even part of a cigarette) and experimenters (only
smoked part of a cigarette or smoked only a few times).

Analyses
We compared baseline demographic data between intervention
and control participants, using t tests for continuous variables
and chi-square tests for proportions to confirm that
randomization was accomplished. We also examined website
usage data for intervention participants to assess patterns and
frequency of use.

Next, we examined changes in survey responses from baseline
to 1-month follow-up in key smoking and related outcomes.
We focused these analyses on selected intermediate outcomes
of long-term smoking prevention, such as short-term smoking
behavior changes, intentions to smoke in the future, and social
actions that participants could take regarding smoking. We
compared each of these variables from baseline to follow-up
between intervention and control participants. Relatively few
participants were missing at follow-up and, therefore, we used
no imputation method.

We also performed a factor analysis on the attitude questions
in the ASPIRE instrument to determine whether we could
identify any groupings of questions for analysis. We identified
three clusters, based on factor loadings of greater than 0.5,
independent of loading on other factors. These were social issues
(3 items, eg, “Kids who smoke have more friends”), effect
(3 items, eg, “Smoking cigarettes relieves tension”), and
negative effects (9 items, eg, “Cigarette smoking is addictive”).
We averaged the items in each cluster to form a score for each
area. We then compared responses to attitudinal scores between
intervention and control youth from baseline to follow-up.

Results
The study team invited 164 young people to participate, and
recruited and randomized 113 (68.9%). The mean age of
participants in the intervention and control arms did not differ
(mean of 14.8 vs 14.4 years). Of the 113 who completed the
baseline measures, we were able to collect smoking follow-up
data on 102 (90.3%). The intervention and control groups did
not differ in the proportion who provided follow-up data (n =
49, 92% versus n = 44, 90%). Likewise, baseline demographic
data and smoking behavior were similar between youth who
completed and those who did not complete the follow-up
assessment.

In terms of use, 10 (52%) intervention youth signed in to the
website at least once. Of these, 39 (80%) used the site only once,
and 5 (20%) used it 2 or more times. Overall, intervention users
rated the site positively on the survey: 16 (33%) rated it as very
useful and 27 (54%) rated it as somewhat useful. A large
proportion of intervention users indicated that use of the site
made them think very differently 22 (44%) or somewhat
differently 19 (38%) about smoking. Finally, most of the
intervention users indicated that use of the site would be very
much (36, 74%) or somewhat (3, 11%) keep them from smoking in
the future.
Table 1 presents the characteristics of the 113 participants randomly assigned in the study. Baseline demographic characteristics did not differ across the intervention and control groups. Most participants reported their ethnic status as Native American (95/113, 84%), with a preponderance of girls over boys (69, 61%), and a majority with at least one smoking parent (75, 66%).

Table 1. Characteristics of American Indian youth participating in a feasibility trial of the SmokingZine website.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n = 64, n (%))</th>
<th>Control group (n = 49, n (%))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>34 (53%)</td>
<td>35 (71%)</td>
<td>&gt;.22</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian</td>
<td>58 (91%)</td>
<td>37 (76%)</td>
<td>&gt;.86</td>
</tr>
<tr>
<td>White</td>
<td>2 (3%)</td>
<td>7 (14%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4 (6%)</td>
<td>5 (10%)</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>&gt;.35</td>
</tr>
<tr>
<td>£13</td>
<td>7 (11%)</td>
<td>6 (21%)</td>
<td></td>
</tr>
<tr>
<td>14–26</td>
<td>57 (89%)</td>
<td>43 (88%)</td>
<td></td>
</tr>
<tr>
<td>≥27</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Household size</td>
<td></td>
<td></td>
<td>&gt;.31</td>
</tr>
<tr>
<td>£5</td>
<td>31 (48%)</td>
<td>28 (57%)</td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>33 (51%)</td>
<td>21 (43%)</td>
<td></td>
</tr>
<tr>
<td>Mother smokes</td>
<td></td>
<td></td>
<td>&gt;.18</td>
</tr>
<tr>
<td>Yes</td>
<td>28 (45%)</td>
<td>30 (61%)</td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>16 (26%)</td>
<td>13 (27%)</td>
<td></td>
</tr>
<tr>
<td>Quit smoking</td>
<td>16 (26%)</td>
<td>6 (12%)</td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td>2 (3%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Father smokes</td>
<td></td>
<td></td>
<td>&gt;.40</td>
</tr>
<tr>
<td>Yes</td>
<td>25 (40%)</td>
<td>16 (33%)</td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>16 (25%)</td>
<td>14 (29%)</td>
<td></td>
</tr>
<tr>
<td>Quit smoking</td>
<td>15 (24%)</td>
<td>10 (21%)</td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td>7 (11%)</td>
<td>7 (15%)</td>
<td></td>
</tr>
<tr>
<td>Parental marital status</td>
<td></td>
<td></td>
<td>&gt;.71</td>
</tr>
<tr>
<td>Married</td>
<td>27 (42%)</td>
<td>22 (45%)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>15 (23%)</td>
<td>12 (25%)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>12 (19%)</td>
<td>7 (14%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>7 (11%)</td>
<td>5 (10%)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (2%)</td>
<td>1 (2%)</td>
<td></td>
</tr>
<tr>
<td>One or both deceased</td>
<td>2 (3%)</td>
<td>2 (4%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 presents data on smoking status and intent for the intervention and control groups at baseline and 1-month follow-up. Differences including smokers and former smokers were not tested statistically due to small sample sizes. Rates of current smoking at baseline among all youth were relatively low: almost 80% were never-smokers. The proportions of youth in the never, current, and former categories of smoking did not change from baseline to follow-up. The number of intervention youth who reported helping someone quit smoking increased over time. In contrast, the number in the control group did not change (6 versus 0, P < .05). Likewise, among nonsmokers, the number who intended to try a cigarette in the intervention group declined from 7 to 0 and increased from 3 to 8 in the control group (P < .05). Finally, the other smoking-related variables did not differ across the intervention and control groups.

a Percentages are computed with 1–2 missing values excluded; sum of percentages may not total 100% due to rounding.
Table 2. Effects of exposure to the SmokingZine intervention on smoking-related variables.\(^a\)

<table>
<thead>
<tr>
<th>Question</th>
<th>Intervention group</th>
<th>Control group</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline (n = 64), n (%)</td>
<td>Baseline (n = 49), n (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Follow-up (n = 59), n (%)</td>
<td>Follow-up (n = 44), n (%)</td>
<td></td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>51 (85%)</td>
<td>38 (83%)</td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>5 (8%)</td>
<td>2 (4%)</td>
<td></td>
</tr>
<tr>
<td>Former smoker</td>
<td>4 (6%)</td>
<td>6 (13%)</td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>All youth ... Tried to help someone quit smoking</td>
<td></td>
<td></td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Yes</td>
<td>46 (70%)</td>
<td>28 (58%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>20 (30%)</td>
<td>20 (42%)</td>
<td></td>
</tr>
<tr>
<td>Former smokers ... At any time during the next year, do you think you will smoke?</td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>Yes</td>
<td>1 (10%)</td>
<td>6 (100%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9 (90%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Nonsmokers ... In the next year, do you think you will try smoking a cigarette?</td>
<td></td>
<td></td>
<td>&lt;.02</td>
</tr>
<tr>
<td>Yes</td>
<td>7 (16%)</td>
<td>3 (8%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>37 (84%)</td>
<td>34 (92%)</td>
<td></td>
</tr>
<tr>
<td>Never-smokers ... If one of your best friends offered you a cigarette, would you smoke it?</td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Yes</td>
<td>1 (2%)</td>
<td>1 (3%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>43 (98%)</td>
<td>36 (97%)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Percentages were computed with 1–3 missing values excluded; sum may not total 100% due to rounding.

Table 3 presents data on the attitudinal changes from baseline to follow-up in both the intervention and control groups. Scores for the drug effects and negative effects clusters (described above), but not for social issues, changed significantly from baseline to follow-up in the intervention group but not in the control group, in a direction consistent with the intended effects. Intervention youth felt less positively than the control youth about the drug effects and more negatively about the adverse effects of tobacco.

Table 3. Key short-term attitudes (range 1–4) related to smoking for the intervention and control groups.\(^a\)

<table>
<thead>
<tr>
<th>Attitude cluster</th>
<th>Intervention group (n = 64)</th>
<th>Comparison group (n = 44)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Social issues</td>
<td>1.32</td>
<td>0.18</td>
<td>1.20</td>
</tr>
<tr>
<td>Baseline</td>
<td>1.11</td>
<td>0.27</td>
<td>1.31</td>
</tr>
<tr>
<td>Drug effects</td>
<td>1.86</td>
<td>1.1</td>
<td>1.67</td>
</tr>
<tr>
<td>Baseline</td>
<td>1.1</td>
<td>1.2</td>
<td>1.77</td>
</tr>
<tr>
<td>Negative effects</td>
<td>4.20</td>
<td>1.7</td>
<td>4.05</td>
</tr>
<tr>
<td>Baseline</td>
<td>4.8</td>
<td>1.4</td>
<td>4.01</td>
</tr>
</tbody>
</table>

\(^a\) Means are computed with all follow-up missing values excluded; n may not total 100% due to rounding or missing variables.

Discussion

The purpose of the present study was to test several aspects of the feasibility of the adapted Web-based SmokingZine intervention for American Indian youth. The intervention was feasible and acceptable for at least half of the participants, and at least somewhat effective for American Indians 12–18 years of age. The trial was successfully implemented with little
oversight or structure, among staff and youth generally unfamiliar with research projects or randomized designs. Moreover, most students (69%) in the summer camp participated in the study, indicating that a larger randomized test of this, or a similar, Web-based intervention is logistically possible. This evidence of feasibility is critical, because concerns about the adequacy of prior study designs have plagued the literature on youth smoking prevention [13]. We also were pleased that a substantial proportion of the intervention group found the website interesting and useful.

Only 52% used the site, although a much smaller proportion used it on more than one occasion. This is a common occurrence among Web-based studies of youth, where actual use of the website in randomized trials is often low [17]. In this study the investigators identified some engagement strategies for youth to increase their use of and engagement in the Web-based activities, and this is a promising avenue for future research and implementation. Future studies should consider strategies to increase the proportion of randomly assigned participants who visit the SmokingZine website more than once, for instance by structuring or scheduling use, providing incentives for use, or increasing access to computers. Qualitative work has identified the multiple ways in which youth engage in using eHealth technologies to gain information [18], and some of these ways are relevant to the present application. For example, finding personalized and tailored information was a need expressed by youth in the focus groups, and the SmokingZine website could be more tailored to individual users’ needs and data and marketed as such.

In regard to marketing, in our study, the moderate amount of website use might have resulted from the strict limitation on computer access, suggesting that liberalizing the amount of computer time might enhance the effect of the intervention. If the program were implemented in schools, there would be supervised and required time for sessions on the computer that would likely promote the visiting of the website by youth during school hours.

Given our experiences with this study, we propose that a group design would be ideal, given the opportunity for sharing site passwords as well as information and materials pertinent to the intervention among youth in the same physical location. The popularity among youth of social networking sites such as Facebook also suggests that a group design would be appropriate for a larger trial. As well, in a study with a longer follow-up period, preexisting friendships and social networks would result in youth using the site together. We did not observe joint use in our study, but in settings where computers are publicly available, such as schools and community centers, joint use could occur. The use of group randomized trials, in which the unit of intervention is the group, would help to minimize this problem. Finally, biochemical validation could be used to verify smoking outcomes in any future rigorous efficacy trials aimed at American Indian youth.

In the short run, the intervention did not directly affect smoking behavior, although it did alter intentions to use tobacco among never-smokers. This finding is encouraging for future efficacy trials, as the relatively high rates of smoking in later adolescence occur in both early- and later-starting smokers. This type of intervention may thus be best suited for young people who are still irregular smokers or nonsmokers at the time of exposure. The intervention did change social interactions involving smoking, such as offering to help others quit. This may be the most intriguing and important finding, as tobacco use is a socially driven phenomenon [19] that could be prevented by breaking down socially normative perspectives on tobacco.

Given our small sample size, the lack of effects on smokers may simply indicate lack of power coupled with low baseline rates of smoking. These low baseline rates, in turn, likely reflect the biases related to being selected to attend a camp for American Indian youth. For example, the students had to have a high grade-point average and were highly recommended by their school counselor and teachers. Smoking is more frequent among Native youth with lower academic performance, who perhaps were not widely represented at this camp [16]. In other community settings, we would be more likely to encounter a wider variety of Native youth, including more regular smokers. This is a major limitation to the generalizability of the present study data, in that less achievement-oriented Native youth might not respond to this website. The structured nature of the summer camp is also a limitation of the present study, as youth in the camp are not near their regular and ongoing social influences, and so the artificial structure of the camp interactions might alter the effects of the intervention.

Besides the highly selected sample of American Indian youth attending summer camp, other limitations of this feasibility study include the short duration of the follow-up and the lack of qualitative data to enhance our understanding of quantitative survey findings. As well, a key limitation was the camp’s rigorous control of access to the Web, allowing youth only 1 hour of computer use each day. We expect that participants neither visited the site as much nor stayed as long as they might have with longer or unlimited Web access, thus diluting the potential impact of the intervention. There was always the potential in this individually randomized design for contamination to occur between intervention and comparison youth, discussing smoking and even using the website together. Finally, despite our best efforts, the randomization intended to be evenly divided between intervention and comparison youth was not, and so more rigorous randomization procedures will need to be instituted for the next study. Even so, strengths include the use of a previously tested intervention, a documented adaptation process, and a rigorous feasibility design.

Future efforts should pay closer attention to cessation among subsets of youth smokers, because American Indians who smoke in youth are most likely to become regular adult smokers [20]. If cessation needs more emphasis, the intervention website will need to be enhanced.

These findings partially support the potential of the SmokingZine tool for future research. We believe this feasibility study has set the stage for future intervention research into tobacco use reduction among American Indian and Alaska Native youth. Online tobacco control efforts have started to emerge [21-24], but none to date have been designed for or targeted at American Indians and Alaska Natives. In a similar
vein, some authors have called for more use of eHealth technology to enhance the health of Native people, both inside
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Abstract

Background: The use of mHealth apps has shown improved health outcomes in adult populations with type 2 diabetes mellitus. However, this has not been shown in the adolescent type 1 population, despite their predisposition to the use of technology. We hypothesized that a more tailored approach and a strong adherence mechanism is needed for this group.

Objective: To design, develop, and pilot an mHealth intervention for the management of type 1 diabetes in adolescents.

Methods: We interviewed adolescents with type 1 diabetes and their family caregivers. Design principles were derived from a thematic analysis of the interviews. User-centered design was then used to develop the mobile app bant. In the 12-week evaluation phase, a pilot group of 20 adolescents aged 12–16 years, with a glycated hemoglobin (HbA₁c) of between 8% and 10% was sampled. Each participant was supplied with the bant app running on an iPhone or iPod Touch and a LifeScan glucometer with a Bluetooth adapter for automated transfers to the app. The outcome measure was the average daily frequency of blood glucose measurement during the pilot compared with the preceding 12 weeks.

Results: Thematic analysis findings were the role of data collecting rather than decision making; the need for fast, discrete transactions; overcoming decision inertia; and the need for ad hoc information sharing. Design aspects of the resultant app emerged through the user-centered design process, including simple, automated transfer of glucometer readings; the use of a social community; and the concept of gamification, whereby routine behaviors and actions are rewarded in the form of iTunes music and apps. Blood glucose trend analysis was provided with immediate prompting of the participant to suggest both the cause and remedy of the adverse trend. The pilot evaluation showed that the daily average frequency of blood glucose measurement increased 50% (from 2.4 to 3.6 per day, \( P = .006, n = 12 \)). A total of 161 rewards (average of 8 rewards each) were distributed to participants. Satisfaction was high, with 88% (14/16 participants) stating that they would continue to use the system. Demonstrating improvements in HbA₁c will require a properly powered study of sufficient duration.

Conclusions: This mHealth diabetes app with the use of gamification incentives showed an improvement in the frequency of blood glucose monitoring in adolescents with type 1 diabetes. Extending this to improved health outcomes will require the incentives to be tied not only to frequency of blood glucose monitoring but also to patient actions and decision making based on those readings such that glycemic control can be improved.
Introduction

Chronic disease presents a growing challenge to the health and social care systems in Canada. More than 80% of primary care visits and two-thirds of medical admissions into hospital emergency departments are related to chronic diseases. Effective chronic disease management can result in improved health outcomes and increased quality of life [1]. Wagner [2] and others have proposed a practical framework for chronic disease management. Principally, it proposes that an “informed, activated patient” is needed to provide productive interactions with a “prepared, proactive practice team” [2]. As well, the Health Belief Model introduced the notion of creating a “cue to action” for the patient that elicits health behavior change [3]. Creating such conditions has been used in the design of many chronic disease management interventions across diverse disease populations. One group remains particularly elusive in creating conditions for positive health behavior change, that being adolescents with type 1 diabetes.

Type 1 diabetes mellitus is a chronic condition that is diagnosed in childhood and requires a lifetime of self-management at home and in the community between regular consultations with the health care team. Intensive self-management characterized by frequent self-monitoring of blood glucose is critical in type 1 diabetes to achieve good metabolic control. Improved blood glucose control has been shown to reduce mortality and the incidence of severe and costly complications such as renal and cardiovascular disease. Intensive self-management, including measurement of blood glucose at least 3 times per day, makes it theoretically possible to maintain near-normal blood glucose levels in patients with type 1 diabetes [4].

Despite its importance and a theoretical ability to optimize blood glucose control, worldwide data have repeatedly demonstrated that adolescents do not meet therapeutic targets [5]. Moreover, data from an international study group on childhood diabetes have not demonstrated a correlation between insulin regimen and glycemic control [6], suggesting that factors such as self-care behaviors and educational models likely have substantial impact on outcomes and that increased attention to these factors may lead to improved blood glucose control.

It has been well established that many struggle with interpreting and responding appropriately to the complex data sets that are part of effectively managing type 1 diabetes in real time [7]. Intensive self-management is a challenge for everyone with diabetes, but the mismatch between the demands of intensive self-management tasks and the developmental stage of adolescence often makes self-management even more difficult for this age group and may result in suboptimal glycemic control.

However, there is some recognition and willingness on the part of parents to use technology to assist in the management of their child’s diabetes, particularly when parents have felt that they have some unmet needs with respect to their care [8]. As well, given adolescents’ propensity for new technology, such interventions may provide important opportunities to engage them and to help them improve self-management skills and behaviors [9]. A recent global survey indicated that adolescents around the world are adopting mobile technology faster and in a more immersive way than any previous generation. Recent Pew Internet & American Life Project reports indicate that the mobile phone has become the primary communication tool for the majority of adolescents in the United States; 75% of 12- to 17-year-olds now own mobile phones (up from 45% in 2004) [10]. Text messaging via mobile phone has become the most frequent form of adolescent interaction with friends (overtaking phone calls and face-to-face communication) [10].

The use of the telephone alone, however, has not had much clinical impact. A recent study showed how traditional cognitive behavior interventions such as educational sessions through phone calls had little value in changing negative health behaviors in children with type 1 diabetes [11]. An Australian study of 123 children with an average age of 11.9 years showed that a telephone call intervention by diabetes care providers biweekly did not result in improvements in glycated hemoglobin (HbA1c), diabetes knowledge, psychological parameters, or compliance [12]. A recent systematic review indicated that, although communication technologies may increase the frequency of contact between patient and health care professional, it remains unclear whether this results in improved outcomes [13].

More advanced telehealth methods have not fared better. In a study by Lehmkul and colleagues [14], the outcome improvements were unclear and data showed decreased engagement with parents. Youths in treatment reported increased unsupportive and decreased caring parental behavior, although the intervention did improve access to knowledgeable providers and resulted in a clinically significant improvement in glycemic control. There was, however, no significant difference when compared with the control group [14]. Further, a systematic review of type 1 diabetes mobile phone-based interventions indicated that the approach holds great promise, but few studies have shown definitive proof of improved health outcomes in this population [15].

In contrast, in the adult population with type 2 diabetes, a recent randomized controlled trial showed a 1.9% drop in HbA1c in the intervention group using a mobile phone-based remote monitoring and coaching system [16]. The technology used in this and other studies reflects the growing use information and communication technologies (eg, Internet, telephone, mobile phone, and Bluetooth) to track and transmit blood glucose results among adults with diabetes. A systematic review of 17 diabetes telemonitoring studies in adult populations has examined data quality aspects of telemonitoring, effect on clinical outcomes, and impact on behavior of patients and clinicians [17]. Limited work has been done in the development and evaluation of these...
technologies to enhance self-care in adolescents with type 1 diabetes.

Self-monitoring of blood glucose is critical for effective self-care of type 1 diabetes, but adolescents with diabetes may also require decision-support aids to effectively contextualize a blood glucose result and take appropriate action to optimize glycemic control. The use of remote monitoring technology is likely not enough to elicit positive health behavior in this population. As well, the theoretical foundation of the behavioral intervention that is being delivered should be well established and proven. Heron and Smyth [18] recommended, based on their findings of a systematic review of ecological interventions for health behavior, that mobile technology-based ecological momentary interventions can be effectively implemented for a variety of health behaviors and psychological and physical symptoms. They also recommended the use of ecological momentary interventions that are dynamically and individually tailored and ecologically sensitive [18].

Conclusive methods of engaging the adolescent population in self-care remain experimental and elusive. The present study attempted to engage patients through the use of various approaches including reminders and cueing, social media communication, and the gamification of routine diabetes management tasks. As well, we designed this study to evaluate whether technology can be used to assist adolescents with self-care behaviors with a long-term objective of using technology to improve glycemic control among adolescents with type 1 diabetes.

This study engaged adolescents with type 1 diabetes, their families, and care providers in the design, development, and pilot evaluation of a home- and community-based diabetes telemangement system. Given the ubiquity of mobile phones as a tool of daily living for many adolescents, we hypothesize that there may be a natural fit between the system and the target population. Hence, the intent of this study was to design, develop, and pilot an mHealth intervention for the management of type 1 diabetes in adolescent children.

Methods

We employed a user-centered design philosophy to gather requirements and iteratively design the system, leveraging a base remote patient monitoring system that has been tested in other populations. The previous-generation system used BlackBerry smartphones (Research In Motion, Waterloo, ON, Canada) and Bluetooth-enabled medical devices to capture client physiological information and generate and deliver alerts and reports to client, family, and provider [19–21]. Building on this experience, we describe the iterative, user-centered approach to design and develop a new iPhone-based (Apple Inc, Cupertino, CA, USA) system called bant.

User-Centered Design Phase

We employed user-centered design methods that are commonly used in contemporary design and, in particular, consumer-oriented products. This entails the iterative involvement of the end user in the design process by eliciting formal feedback on reference and prototype versions of the intervention; heuristic evaluation by human factors specialists; and formative usability testing of the system.

This design phase involved qualitative, ethnographic interviews with patients and family caregivers (parents) to inform the design and development of the app. In addition, we held focus group sessions with a cross-section of clinical team representatives from the Division of Adolescent Medicine and the Diabetes Program in the Division of Endocrinology at the Hospital for Sick Children (SickKids) in Toronto. Patients aged 12–16 years receiving care at the Diabetes Clinic at SickKids were eligible if they had a diagnosis of type 1 diabetes for more than 1 year; could read, speak, and understand English; and were willing to participate in the study. Each adolescent participant was interviewed individually. Participant parents waited to be interviewed individually after their child. Finally, parent and child were interviewed together to complete the session.

We used an ethnographic research approach when conducting the interviews. Once a sufficient level of saturation was achieved through the focus groups, the recordings were transcribed verbatim. A general inductive method was used in the analysis of the transcripts. Transcripts were read repeatedly and text segments coded for potential themes. As the coding framework developed, transcripts were reanalyzed in light of new themes that may have emerged as a result. Once we completed this step, we derived major themes that were relevant to the research question. Coding was free not to assume any presuppositions. Themes that emerged were used to inform the design and development of the self-management system. A solitary reviewer analyzed the coding, which was validated through member checking of adolescent health and endocrinology specialists at SickKids Hospital.

Data saturation was achieved on completion of the sixth set of patient and parent semistructured interviews. Each interview was conducted by the research coordinator and guided by an interview guide that was based on the study objectives and a priori knowledge of diabetes management, behavior change theory, and health care software design.

Clinical Pilot

We chose a convenience sample of 20 adolescents to test the assumptions of the intervention. Patients aged 12–16 years receiving care at the Diabetes Clinic at SickKids were eligible if they had a diagnosis of type 1 diabetes for more than 1 year; had received care at the Diabetes Clinic at SickKids for more than 6 months; could read, speak, and understand English; and were willing to participate in the study. Inclusion also required an HbA1c of between 8% and 10% at the time of the previous clinic visit. Information letters describing the study were sent to patients who met the inclusion criteria. The letters identified a mechanism for patients who wanted to opt out so that they would not be approached for recruitment at the time of their next visit. The clinic staff identified the patients to the study project manager at the time of the visit for recruitment. If inclusion criteria were met, and patient and parent agreed to participate, informed consent was obtained. Of the 20 participants, 15 adolescents were given an iPhone 4 to use, and 5 were given an iPod Touch (fourth generation) to use. We felt
that this sample of 15 was sufficient to test the assumptions made in this initial iteration of the intervention. The iPod Touch group was added to test whether having a Wi-Fi-only device would affect the user’s experience of the intervention or would alter the patterns of use.

The protocol was approved by the Hospital for Sick Children’s Research Ethics Board (1000017742). As well, we obtained an Investigational Test Authorization (ITA) through Health Canada, due to the advanced technical integration of the blood glucometer with the iPhone app. This was to ensure from a regulatory perspective that the medical device used in the trial was safe. Patients were trained on the system after they consented and were asked to use the system until the time of their next clinic visit, in approximately 12 weeks.

The primary outcome measure was frequency of daily blood glucose readings. The baseline measure was established based on a data extraction of the patient’s personal blood glucose meter at the time of recruitment. We performed a paired t test comparing the average number of blood glucose readings 3 months prior to recruitment (baseline) and during the approximately 12 weeks of use of the system during the pilot. HbA1c was also measured at baseline and at the time of the following clinic visit.

We selected well-established measures of diabetes-related self-efficacy, self-care behavior, quality of life, and adherence to self-care psychosocial variables, all of which have well-documented reliability and validity in this population as provided in the references following. Self-care behavior and treatment adherence were assessed at baseline and postintervention using the validated 14-item Self-Care Inventory [22]. Parent-adolescent interaction around diabetes care tasks and decision making were assessed at baseline and postintervention using the Diabetes Family Responsibility Questionnaire [23]. Diabetes-specific quality of life was assessed at baseline and postintervention using the Diabetes Quality of Life for Youth instrument [24].

The study coordinator provided surveys in paper form to participants. Participants completed the survey forms in a secluded area of the diabetes clinic waiting room while they waited for their appointment with their care team. The study coordinator was available in case participants had any questions about the surveys.

Results

User-Centered Design Phase

We interviewed 6 adolescents (with 1 parent for each) for this design phase to achieve saturation.

The following major themes emerged and were used to inform the design and development of the self-management system.

Theme: Fast, Discrete Transactions

The adolescent participants noted the need for fast transactions taking seconds, not minutes. Several participants commented that social embarrassment was a key factor leading to their avoidance of testing in public (eg, skipping the lunch test in a busy school cafeteria).

Design Principle

The design principles for fast, discrete transactions were to (1) ensure that interactions with the system would be fast, (2) use wizards (algorithms used to provide prompts based on available data) to guide user interaction where possible, (3) design the intervention to fit the adolescent lifestyle, and (4) make the interactions related to diabetes discrete.

To achieve this goal, we elected to have automated data transfers from their glucometer, rather than having participants enter data manually. We designed an adapter (called bluglu), which allows a OneTouch UltraMini glucometer (LifeScan, Inc., Milpitas, CA, USA) to communicate via Bluetooth, allowing the transfer of blood glucose reading wirelessly, to the iPhone device running bant (Figure 1). Data can be transferred from the meter to bant at any time. If readings are taken at a time of day (eg, during school lunch) when the iPhone device is not available, data can be transferred to bant later in the day at the user’s convenience. However, as soon as the data are transferred, the analysis tools assess the data so that the adolescent gets feedback in real time.
**Theme: The Role of Data Collecting Rather Than Decision Making**

Several participants noted that they did not typically use tracking and analysis tools to review their test results because all of the information was “in the meter.” There seemed to be tension between the roles of tester/collector and analyst/decision maker.

**Design Principle**

Simple data display and decision-support prompts and alerts that integrate into the daily workflow of blood glucose testing may help adolescents to take on more analysis and decision-making tasks in a timely manner, leading to more proactive management.

To address this design principle, we endeavored to give the data greater context and value for decision making. Hence, we designed a novel visual display that has been validated by human factors experts, who specialize in optimizing human–computer interaction, clinicians, app design specialists, and adolescents with diabetes. This provides the user with a summary of daily glycemic control at a glance, associating each data point with context, related to meals and activity, and highlights when blood glucose values are out of range (Figure 2).
Theme: Overcoming Decision Inertia

In some cases, adolescents were making few changes to their daily diabetes regimen, even when the blood glucose data had been collected and the profile suggested a change was needed.

Design Principle

The design principles to overcome decision inertia were to (1) help adolescents identify blood glucose trends, (2) promote cognitive processing related to identifying and correcting the trend, and (3) integrate rewards and incentives into the system to sustain engagement with the tool.

When blood glucose levels are out of range for 3 days in a row in a particular context (eg, before breakfast), bant detects the 3-day trend and prompts the user to make a decision about the cause of the trend and how to rectify it. In addition, bant provides data analysis and trending screens that display the percentage of blood glucose levels that are in range at specific times (eg, before meals, before bedtime, or overnight) (Figure 3) as well as decision support via the trend wizard feature, which assists the adolescent in identifying the cause of the trend and the adjustment in regimen that might help improve blood glucose control (Figure 4).

To further incentivize adolescents to use the app, we designed bant with a rewards algorithm that allocated gamelike experience points for adhering to best-practice guidelines for blood glucose testing (goal of three or more tests per day). The algorithm provided increasing point allocations for each test.
performed (maximum points were awarded for five blood glucose tests performed across five different contexts). Points were awarded based on the instances of each reading and consecutive readings; and bonus points were awarded for a full day of readings (Figure 5). “Leveling-up” was achieved when users had earned 200 experience points, whereby they could be redeemed for Apple iTunes and App Store purchases, usually in Can $1 increments, so the rewards were frequent, up to one reward every 2–3 days for fully adherent users.

As well, we added the ability for users to communicate with their peers in a secure community area of the app to share experiences and gain or provide support (Figure 5). This was achieved through a private microblogging platform similar to the social network Twitter. It used the open-source alternative StatusNet (available at http://status.net/) running on a secure server at our center at Toronto General Hospital. The intent here was for the social aspect of the app to increase regular use of the app and the positive health behaviors it was intended to elicit.

Figure 3. Trends allows at-a-glance review of readings over 7-day, 14-day, 21-day, and 90-day periods. The percentages of readings under, within, and above target range are noted for quick review.
Figure 4. Trend Alert automatically identifies 3-day trends and prompts users to identify what they believe is the cause (left) and their intended action (right).
**Theme: Ad Hoc Information Sharing**

Several adolescent participants and parents described an ad hoc approach to day-to-day sharing of diabetes-related information, including test results. Teens generally expressed a willingness to share results with parents and valued their input when it was requested.

**Design Principle**

Ad hoc information sharing would provide opportunities for adolescents to safely share test results and diabetes-related information with parents (as well as peers and clinic staff) via secure online tools and communities for sharing results.

To address this design principle, we elected to integrate the mobile app with a secure online personal health record called TELUS health space, a localized version of Microsoft HealthVault, addressing the needs of Canadian health care practice, including spoken and written language and units. User data could be stored securely and optionally shared with parents and providers. This personal health record is a precertified consumer platform approved by the federal agency Canada Health Infoway. Both patients and providers were provided with health space accounts so as to be able to view shared data from the adolescent.
Clinical Pilot
The average age of the participants was 14.9 years (SD 1.3 years, N = 20), equally represented by gender (10 each). Of the participants, 9 used an insulin pump and 11 used multiple daily injections.

Principal Result: Daily Average Frequency of Blood Glucose Measurement
We recruited 20 patients as planned. Of these, 2 did not complete the full 12-week pilot study and 6 did not have sufficient baseline data from the meters for us to perform the analysis for the primary outcome measure. Hence, we analyzed change in daily frequency of measurements for the remaining 12 patients. For this subgroup analysis (n = 12), the average age of the participants was 15.1 (SD 1.3) years, with 8 girls and 4 boys. Of these participants, 8 used an insulin pump and 4 used multiple daily injections.

Daily average frequency of blood glucose measurement increased 50% (from 2.4 readings per day to 3.6 readings per day, P = .006).

Principal Result: Rewards
The level of patient engagement in the rewards program indicated the effectiveness of the rewards feature. A total of 161 rewards (an average of 8 rewards each, N = 20) were distributed to patients based on their frequency of measurement, with 50% (10/20) of patients collecting more than 10 awards, 25% (5/20) collecting fewer than 10 rewards, and 25% (5/20) collecting no rewards. There were 2 patients who accumulated a significant number of points and were highly adherent but never redeemed the points for rewards, indicating that the form of reward is not the sole motivator for some patients.

Secondary result: HbA1c
HbA1c did not change significantly over the pilot period (average 8.8%, SD 0.74 vs 9.2%, SD 1.03, P = .11).

Results of Self-Reported Measures
Self-care Inventory
We calculated results of the 14-item survey of how well the adolescents followed their prescribed self-care regimen from complete responses from 14 of the 20 participants at baseline and the conclusion of the pilot. The instrument uses a 5-point Likert scale ranging from 1 (never do it) to 5 (always do this as recommended without fail). We found no significant changes in the dimensions of adherence (prettrial average score 3.5, SD 0.93, vs posttrial average 3.6, SD 0.93), blood glucose regulation (average 3.6, SD 0.91 vs 3.6, SD 0.99), insulin and food regulation (average 3.5, SD 0.91 vs 3.6, SD 0.81), and emergency preparedness (average 3.4, SD 1.47 vs 3.4, SD 1.54). There was evidence of improvement in exercise (average 2.9, SD 1.09 vs 3.5, SD 1.15), but it was still not significant (P = .069). This finding could be attributed to the seasonal effect of the pilot beginning in the winter and ending in the early spring. The intervention had no specific design aspect for exercise.

Diabetes Family Responsibility Questionnaire
Parent–adolescent patient interaction around diabetes care tasks and decision making was assessed at baseline and postintervention. Data for 14 of 20 patients were available. We found slight improvements in both the parent and adolescent scores. None were significant. The average score from the caregivers’ perspective improved from 1.9 (SD 0.14) to 2.0 (SD 0.16). The average score from the adolescents’ perspective improved from 2.1 (SD 0.14) to 2.2 (SD 0.15). A score of 1 indicates the caregiver initiates the responsibility and a score of 3 indicates the child initiates the responsibility. A score of 2 indicates a shared responsibility.

Diabetes Quality of Life Instrument for Youth
The 22-item survey results were calculated from complete responses from 14 of 20 patients at baseline and the conclusion of the pilot. We found no significant changes in the dimensions of impact of symptoms (prettrial average 3.4, SD 1.06 vs posttrial average 3.9, SD 1.76), impact of treatment (average 3.7, SD 1.77 vs 3.6, SD 1.33), impact of activities (average 2.9, SD 2.4 vs 3.5, SD 0.24), parent issues (average 8.1, SD 2.71 vs 8.5, SD 2.62), worries about diabetes (average 7.5, SD 4.32 vs 9.0, SD 6.05), and health perception (average 2.2, SD 0.66 vs 2.3, SD 0.68). Generally, most of the dimensions showed either no change or a trend toward worsening in the quality of life.

Social Networking Findings
A total of 288 posts were made to the community over the pilot period (N = 20). The average was 14 posts per patient over the period. The results were highly skewed with a median of 4.5 and interquartile range of 12.5. As is the case with social networks, a minority of patients posted most frequently: 5 of 20 patients posted 53.1% (153/288) of all posts, and 3 posted only once. Most of the posts were categorized as being either social in nature, accounting for 43.1% (124/288) of the total, or related to the pilot study itself (127/288, 44.1% of the total). The remaining 12.8% (37/288) of posts were categorized as being medically related, including posed questions (12/288, 4%), answers (12/288, 4%), or comments (13/288, 5%).

Perceptions and Satisfaction
Satisfaction was high, with 88% (14/16 of those who participated in poststudy exit interviews) stating that they would continue to use the system. The remaining 2 patients requested that the app be integrated with their insulin pump (or use a meter that communicates directly with the pump) before continuing to use the system.

Discussion
These findings revealed specific requirements that were expressed as four themes: the need for fast, discrete transactions, the role of data collection rather than decision making, overcoming decision inertia, and ad hoc information sharing. The pilot trial of the resultant intervention showed an improvement in the daily average frequency of blood glucose measurements by 50%. HbA1c did not change significantly. Other self-reported indicators showed no significant results. Satisfaction with the intervention was high, with 88% (14/16 participants) stating that they would continue to use the system.
In the past, several information and communication technologies (eg, Internet, telephone, mobile phone, and Bluetooth-connected blood glucose meters) have been used to track and transmit blood glucose results. However, many of these earlier interventions were developed as electronic logbook applications to collect, store, and display blood glucose readings. Few featured interactive prompts that, as an example, would cue adolescents with diabetes to take action and adjust their treatment protocol. A systematic review of telemedicine interventions to support self-monitoring of blood glucose noted that few studies have examined the relationship between capture of blood glucose data, analysis, advice, and subsequent behavior change. The authors suggest that self-monitoring of blood glucose “with or without telemedicine is only likely to be helpful when test results are linked to educational or behavioural advice and changes in clinical management” [25]. Limited work has been completed on home- and community-based telemonitoring or telemangement to enhance self-care in adolescents with type 1 diabetes [26]. Furthermore, the authors of this review identified that none of the electronic interventions studied have been particularly effective and that a new approach is needed.

Hence, our approach to the design was not only to capture the end-user requirements of adolescents and parents in managing type 1 diabetes, but also to test new concepts of behavior change. In particular, the use of social networking and rewards were attempts to create adherence to the use of the app, as well as elicit positive health behavior.

The primary outcome of the pilot study was achieved with a significant increase in the daily frequency of blood glucose readings. More frequent self-monitoring of blood glucose (≥3 times daily) is associated with better glycemic control among patients with type 1 diabetes [27]. We hypothesize that the behavioral mechanism that produced this significant result was the combination of the simple automated reminders that were set for the patients at the start of the trial and the issuing of rewards tied directly to taking readings. The use of the rewards system and its apparent effect on eliciting positive health behavior is an example of gamification, which is commonly used in other business sectors, such as commercial patronage loyalty programs. Its application to health care is relatively new. Although games have been used in previous health care behavioral interventions, few examples have demonstrated effectiveness. Rather than creating a diabetes-themed game, we believed that the use of gamelike features of routine self-management tasks would have a greater likelihood of success and could be sustained over longer periods.

For the secondary outcome, however, HbA1c did not change significantly over the pilot period. This result was not entirely unexpected given the small sample size, the short duration of the pilot, and the chronic management problems of the participants involved. Nonetheless, the purpose of the intervention was to elicit positive health behaviors by increasing the frequency of daily blood glucose readings, and we incentivized this behavior, not making changes in the treatment regimen or decreasing the number of out-of-range blood glucose values. In our study, although behavior change related to blood glucose monitoring was achieved, it did not result in improvements in HbA1c; however, previous studies have shown that blood glucose measurement frequency was significantly associated with better metabolic control, with a drop of HbA1c of 0.2% for one additional reading per day (P < .001) [28]. We hypothesize that in a properly powered study of sufficient duration that incentivizes not only blood glucose measurements but also metrics of improved glycemic control, HbA1c would improve.

The use of the Trend Alerts aspect of the app is an example of what Heron and Smyth referred to as an ecological momentary intervention [18]. This feature did not show any direct value to health outcomes, however, but we hypothesize that tying reward incentives to actions related to the Trend Alerts may improve health outcomes.

There were no definitive findings from the self-reporting instruments. However, there is some indication that interventions such as bant can increase anxiety among patients. This has been observed in other studies by Logan et al in the adult hypertension population [20]. This creates a paradox in that we are attempting to elicit behaviors in patients that will make them more mindful of their condition, yet may have the added negative effect of creating anxiety about their condition. Clearly, the design of the interventions must be cognizant of the potential negative effects, and extra care must be taken in the form of the messaging that is provided to the patient.

We were pleased to learn that schools were very accommodating of the participants when informed of the purpose of the smartphones. In fact, when one was stolen from the locker room, a school principal made an announcement for its return. It was recovered shortly thereafter. No personal information was breached, as a remote wipe command was issued through a device management server when the loss was reported. The device was recovered in its default state.

Limitations

The pilot was limited to a single-site, small convenience sample with no control group, which limited our ability to generalize the findings and determine the efficacy of the intervention fully. Importantly, the one positive outcome was directly related to the rewards incentive and elicited the expected results. Future iterations of the intervention will attempt to apply this approach to other aspects of patient self-care, leading to a randomized controlled trial.

Comparison with Prior Work

A recent study of the physically integrated phone and glucose meter GlucoPhone (HealthPia, Paducah, KY, USA) in 40 adolescents with type 1 diabetes showed positive feelings toward the intervention despite having significant technical issues during the 6-month trial [29]. It did not show any improvement in the participants’ quality of life, level of conflict with parents, reported self-management, or glycemic control. This outcome occurred despite significant improvements in health outcomes in the adult type 2 population with the same technology platform previously [30]. Carroll and colleagues speculated that the outcomes with the adolescents were a result of a lack of explicitly attempting to change health behavior. They suggest that adding behavioral contracts could improve the chances of better outcomes [29].
A follow-up study by the same authors showed the additional use of a behavioral contract to be effective in changing the behavior of adolescents with type 1 diabetes [31]. The contract was in the form of a written pledge that the adolescent signed in agreement with the terms set out by the caregiver. The investigators incentivized the adolescent to practice self-care in return for less nagging from the caregiver. The 3-month study was with 10 adolescent–caregiver pairs. Outcomes were improvement in the diabetes self-management profile and significant improvement in HbA1c. However, it is unclear how the behavioral contract is tied to the technological intervention and whether the GlucoPhone was even needed to achieve such a result, other than monitoring adherence to the agreed terms. Hence, we believe that for the technological intervention to have intrinsic value, the behavioral aspects must be part of the app itself. As nascent as this area of research is, we have found the use of rewards to be effective.

Conclusions
The use of mHealth behavioral interventions is a new area of research, where there is little data to show whether and how such technology can be used effectively. In our pilot, we demonstrated the feasibility of deploying a diabetes app for use with the adolescent type 1 diabetes population. We also showed that the use of gamification incentives was associated with an improvement in the frequency of blood glucose monitoring in this group. Extending the use of bant to improve health outcomes may require that the incentives be tied not only to frequency of blood glucose monitoring but also to patient actions and decision making based on those readings, such that glycemic control can be improved. The long-term sustainability of using iTunes redemption codes as a reward is an issue that requires attention. We would encourage experimentation related to the use of nontangible, virtual rewards as a substitute. We also have few findings on the effect of the community aspect of the intervention, and its direct value is difficult to ascertain. Only through wider deployment can the use of these social networking aspects be properly evaluated.

Although we cannot fully generalize these results without a control group trial, the findings indicate that the use of these design principles show promise in eliciting positive health behaviors in adolescents with type 1 diabetes.

Acknowledgments
The authors wish to thanks the patients and clinicians of the Diabetes Clinic of the Hospital for Sick Children for participating in the pilot.

This study was partially funded by the Applied Client-focused Team Research Grants Program of Saint Elizabeth Health Care.

We also acknowledge the contributions of the team that developed the system bant from the Centre for Global eHealth Innovation: Kevin Tallevi, Mathieu Trudel, Peter Picton, Archana Gopal, and Mark Bianco. As well, we thank the members of the University Health Network Healthcare Human Factors team for testing and quality control: Tara McCurdie, Deborah Chan, Wayne Ho, and Anjum Chagpar.

Conflicts of Interest
None declared. TELUS Health contributed the iPhone 4s, voice and data service, and TELUS health space accounts for the pilot. All other equipment was supplied through grant funding or internally sourced.

References


**Abbreviations**

**HbA1c**: glycated hemoglobin
There's an App for That: Content Analysis of Paid Health and Fitness Apps

Joshua H West, PhD, MPH; P. Cougar Hall, PhD; Carl L Hanson, PhD; Michael D Barnes, PhD; Christophe Giraud-Carrier, PhD; James Barrett, BS

Computational Health Science Research Group, Department of Health Science, Brigham Young University, Provo, UT, United States

Corresponding Author:
Joshua H West, PhD, MPH
Computational Health Science Research Group
Department of Health Science
Brigham Young University
221 Richards Building
Provo, UT, 84602
United States
Phone: 1 801 422 3444
Fax: 1 801 422 0273
Email: josh.west@byu.edu

Abstract

Background: The introduction of Apple’s iPhone provided a platform for developers to design third-party apps, which greatly expanded the functionality and utility of mobile devices for public health.

Objective: This study provides an overview of the developers’ written descriptions of health and fitness apps and appraises each app’s potential for influencing behavior change.

Methods: Data for this study came from a content analysis of health and fitness app descriptions available on iTunes during February 2011. The Health Education Curriculum Analysis Tool (HECAT) and the Precede-Proceed Model (PPM) were used as frameworks to guide the coding of 3336 paid apps.

Results: Compared to apps with a cost less than US $0.99, apps exceeding US $0.99 were more likely to be scored as intending to promote health or prevent disease (92.55%, 1925/3336 vs 83.59%, 1411/3336; P < .001), to be credible or trustworthy (91.11%, 1895/3336 vs 86.14%, 1454/3349; P < .001), and more likely to be used personally or recommended to a health care client (72.93%, 1517/2644 vs 66.77%, 1127/2644; P < .001). Apps related to healthy eating, physical activity, and personal health and wellness were more common than apps for substance abuse, mental and emotional health, violence prevention and safety, and sexual and reproductive health. Reinforcing apps were less common than predisposing and enabling apps. Only 1.86% (62/3336) of apps included all 3 factors (ie, predisposing, enabling, and reinforcing).

Conclusions: Development efforts could target public health behaviors for which few apps currently exist. Furthermore, practitioners should be cautious when promoting the use of apps as it appears most provide health-related information (predisposing) or make attempts at enabling behavior, with almost none including all theoretical factors recommended for behavior change.


KEYWORDS
mHealth; iPhone; app

Introduction

The use of mobile devices in supporting health behavior change is promising. Aside from expanded opportunities for users to access health information, mobile devices are becoming useful for facilitating the ongoing collection of personal data and cueing behavior change at the most appropriate times [1]. One of the earliest applications was in 1998 when wristwatches were used to cue recovering addicts to complete logs regarding their behavior and feelings [2]. The most recent health applications have focused on a simple message system [3], mostly related to diabetes management [4-6] and smoking cessation [4,7].
Clinical care applications are most prevalent with fewer targeting preventive health behaviors [4].

The recent emergence of smartphones has greatly enlarged both the reach and realm of possibilities for health purposes. In particular, it has provided a platform for developers to design third-party applications (apps), which expand the functionality and utility of these mobile devices. Apps are software programs designed specifically to run on mobile devices. In the “health and fitness” category in Apple’s App Store, developers have created thousands of downloadable apps for Apple’s mobile devices, which include the iPhone, the iPad, and the iPod touch. Since the launch of the Apple App Store in the US in July of 2008, more than 500,000 apps have become available with nearly 25 billion downloads [8]. By 2016, it is estimated that more than 44 billion apps will have been downloaded—which is equivalent to 6 app downloads for every person in the world [9].

There is growing interest and inquiry in understanding how mobile devices may influence health behavior [10]. Fogg introduced the idea of the functional triad [11]. The triad is a framework that delineates the role of devices in the human–device interaction. According to the triad, devices can be tools, mediums, or social actors. This triad is similar to widely accepted constructs pertaining to the Precede-Proceed Model (PPM) [12], namely predisposing, enabling, and reinforcing factors (Figure 1). Tools, which are similar to predisposing factors, increase the user’s capability. Mediums, which are similar to enabling factors, facilitate an authentic experience for users. Lastly, social actors, akin to reinforcing factors, assist the user in establishing and strengthening relationships. For example, mobile devices become tools or predisposing factors when used to diffuse health information. Similarly, these devices serve as mediums or enabling factors when used by an individual to collect data regarding one’s personal health behavior. Apps can be considered social actors or reinforcing factors because they allow users to interact with social support networks or resources.

Physicians and other health care professionals have begun using many of these apps in their practices, primarily as reference tools [13,14]. As these technologies become more accessible to patients, practitioners may wish to recommend one of the many health and fitness apps to their clients [15,16]. There is currently little analysis in the scholarly literature about the quality of these apps [17]. The purpose of this study was to conduct a content analysis of app developers’ written descriptions of health and fitness apps, which interface with the iPhone. Recognizing that an analysis of these written descriptions falls short of a study design that might entail purchasing, downloading, and using the thousands of health and fitness apps available, the scope of this study aimed to analyze the same information that is available to consumers when considering an app purchase. Many companies develop apps for a variety of mobile devices, including makers of the Android operating system, which now sells more devices than Apple’s iPhone [18]. iPhone apps were chosen for this study because Apple’s App Store still provides the largest selection of apps for download and iPhone users download apps at about twice the rate of Android users, Apple’s closest competitor in the app marketplace [18]. Additionally, this study sought to analyze the written description for each health and fitness app to appraise its potential for influencing behavior change.
Figure 1. Causal relationship of Precede-Proceed Model factors influencing behavior and health, adapted from the Precede-Proceed Model for health promotion planning and evaluation in Green and Kreuter [12]; apps could address any one of the factors, or in some cases, address multiple factors.

Methods

Design

This study involved a qualitative content analysis of written descriptions of apps, which were provided by the apps’ developers and were accessed through Apple’s App Store via iTunes. iPhone users can view the App Store using the factory-loaded app, “App Store.” The Health Education Curriculum Analysis Tool (HECAT) [19] and the PPM [12] were both used to guide the coding of the apps. The study authors were uniquely qualified to design and conduct this study. The authors had a combined 9 years of experience using iPhone apps for personal use, and 7 years of combined experience with apps in a university setting (eg, conducting research about apps and teaching computer science courses that focus on apps). One of the study authors served on a national planning committee focused on training faculty at institutes of higher education in implementing the HECAT, and three other study authors were trained in health behavior change theory and were very familiar with the PPM. The authors designed the coding methodology and instrumentation following a preliminary review of several hundred health and fitness apps.

The study authors trained two research assistants in the HECAT content areas, the PPM, and study mechanics (eg, data entry and coding the apps). Training sessions were held biweekly over the course of 4 weeks and each session lasted 1 hour. The research assistants were public health undergraduate students in their final year of coursework. Both had completed classes that covered the HECAT content areas and health behavior change theories and models, which included a discussion of the PPM.

Sample

Apps included in this study sample came from the “health and fitness” category in the US Apple App Store (N = 5430), where descriptions of apps are easily accessed and viewed (Figure 2). The study sample was limited to English language apps within the health and fitness category; therefore, 338 apps were excluded. Freemium apps are a marketing strategy that have an option for free download, offer limited functionality, and then can be upgraded at a cost to the fully functional app. As of September 2011, freemium apps accounted for 72% of app downloads on Apple’s App Store [20]. To avoid the duplication and subsequent coding errors that would arise from coding both the partially and fully functional versions of the same app, this study sample consisted of only paid apps; 1324 freemium apps were excluded. Based upon these inclusion/exclusion criteria, there were 3768 apps available for coding. Of these apps, 432 were miscategorized or misplaced under the health and fitness category (eg, alcohol buyers guides and restaurant locators) and were excluded. The final study sample (n = 3336) was comprised of only those apps that promoted health or prevented disease/injury. Furthermore, 73% of iPhone apps are paid [21]. Paid apps that met the inclusion/exclusion criteria for this study comprised a similar 76% of the total number of apps in the health and fitness category.
Measurement

Each app was coded for basic descriptive information, such as the app’s name and price. Based upon the preliminary review of apps during study design, the authors concluded that many apps were either not intended to promote health or prevent disease, made claims that were not credible or trustworthy, or could not be recommended to a client for use in a professional setting. Coders assessed each app to determine if, from the perspective of a public health professional, the app was: (1) intended to promote health or prevent disease, (2) credible or trustworthy, and (3) generally recommendable to a client for use to improve health or prevent disease. Examples of apps that were coded as not intended to promote health or prevent disease included such things as restaurant locators or alcohol buyer’s guides. Examples of apps that were coded as not credible or not trustworthy included such things as apps that claimed to predict the gender of your future baby, apps that predict the date of your death, and apps that purport being able to access extrasensory potentials of the mind. Examples of apps that were coded as not being recommendable to clients to improve health or prevent disease included such things as apps for remembering gym locker combinations or tips for applying makeup.

Next, each app was coded and categorized according to the health-related behavior it aimed to influence. Standard health education content areas included in the HECAT were used to facilitate this coding. These content areas were selected because they represent core areas of health education and behavior change, which comprise complete wellness as defined by the Centers for Disease Control and Prevention [19]. The HECAT’s content areas, and subsequent coding categories for this study, included the following: alcohol, tobacco and other drugs, healthy eating, mental and emotional health, personal health and wellness, physical activity, safety, sexual health, and violence prevention. The authors reviewed hundreds of apps during the study design phase in order to infer the content of the subcategories within each of the core HECAT content areas. After reviewing each app’s description, the coders determined which content areas, and subcategories, were most descriptive of the behavior(s) addressed by the app.

Next, the PPM was used to code each app according to its level of anticipated influence to potentially change behavior. The PPM is a widely accepted health education framework [12] and was used in this study to guide the coding of the apps on several important dimensions related to behavior change. The PPM groups health behavior determinants into 3 main categories: predisposing factors, enabling factors, and reinforcing factors. For this study, predisposing apps were those utilities likely to precede behavior and which were cognitive- or affective-based. Predisposing apps were related to: knowledge or awareness of conditions or outcomes (eg, an app that provides cancer statistics); providing information (eg, an app that presents information regarding ways to prevent adverse health outcomes); beliefs, values, or attitudes (eg, an app that discusses common reasons to avoid tobacco in an effort to assist the user in quitting smoking); and confidence or motivation (eg, an app that tries to convince you that you can change your diet). Coders coded apps as enabling if they were intended to be utilized, or occurred, at or around the same time as the desired behavior and if they facilitated behavior through teaching a skill (eg, an app with pictures and instructions on healthy stretching), providing a service (eg, an app that geo-locates places for physical activity), or tracking progress/record behavior (eg, calorie counter apps). Reinforcing factors are the rewards received and the feedback the learner receives from others following adoption of a behavior, which may encourage or discourage continuation of the behavior. Coders coded apps as reinforcing if they interfaced with a social networking site (eg, apps with automatic upload to Facebook), provided encouragement from trainers/coaches (eg, an app that featured easy communication with a coach or trainer), and included an evaluation based upon the user’s self-monitoring (eg, an app that provided automated feedback about user’s reports of his/her physical activity).

Analysis

Inter-rater reliability was computed between the 2 coders on a subsample of 10% of the final dataset. The number of agreements were divided by the number of disagreements and the resulting level of concordance was 92%, which is comparable to levels used in previous content analysis research [22]. Disagreements between coders were discussed as a research team until a consensus was reached.

Apps were compared according to price to determine if the basic quality of more expensive apps increased, when compared to apps that cost less than US $1. The price point of US $1 was chosen for comparison because nearly half of the sample (42.3%) of apps was priced below US $1. Frequencies of apps were computed according to each of the HECAT content areas. Additionally, the frequencies of apps were computed according to each of the dimensions of the PPM.

Results

Most of the apps in this study cost $0.99 (1411/3336, 42.30%), 23.77% cost $1.99 (793/3336), and 33.93% cost $2.99 or more (1229/3336). Table 1 shows the differences between apps according to their listed purchase price. Apps that cost > US $1 ($0.99) were significantly more likely to be coded as intending to promote health or prevent disease (P < .001). Higher priced apps were also more likely to be coded as credible or trustworthy at being able to promote health or prevent disease (P < .001) and they were more likely to be coded as recommendable to a
client for the purpose of improving health or preventing disease ($P < .001$).

Each HECAT content area and the respective representation among study sample apps are included in Table 2. For this study, the HECAT content areas were not mutually exclusive. Indeed, many apps were coded under multiple content areas. Apps related to physical activity and personal wellness were the most common. Among physical activity apps, workout programs and workout monitors accounted for nearly all the apps. Apps in the personal wellness category were comprised of those relating to complementary and alternative medicine, sleep, remedies, disease-specific information (e.g., information about heart disease), oral care, and hygiene. Healthy eating and mental health apps combined to account for just over 30% (1065/3336, 31.92%) of apps. Nutritional content of specific food items, calorie tracking or counting apps, and healthy diet apps were the most common under the healthy eating category. In the mental health category, stress management apps comprised the largest subgroup, followed by meditation guides, and remedies, therapies and self-help treatments. Apps related to sexual and reproductive health; alcohol, tobacco, and other drugs (ATOD); and injury prevention were the least common in this study sample. Pregnancy or fertility calendars were the most common type of sexual/reproductive health apps, followed by postnatal care, and then prenatal care. Nearly all ATOD apps were designed to assist the user in his/her own addictions, with 1.53% (2/129) including tips on how to provide support and assistance to an addict. Apps coded under the injury prevention category were mostly related to first aid and emergency preparedness. One-third of injury prevention apps provided information about snakebites.

Table 1. Comparison of app credibility by price.

<table>
<thead>
<tr>
<th>n (%)</th>
<th>$0.99</th>
<th>&gt;$0.99</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>This is an app intended to promote health or prevent disease</td>
<td>1411 (83.59)</td>
<td>1925 (92.55)</td>
<td>73.7</td>
</tr>
<tr>
<td>This app is credible or trustworthy</td>
<td>1454 (86.14)</td>
<td>1895 (91.11)</td>
<td>23.3</td>
</tr>
<tr>
<td>As a health care professional, I would use this app for my personal use or recommend it for use by one of my clients</td>
<td>1127 (66.77)</td>
<td>1517 (72.93)</td>
<td>16.9</td>
</tr>
</tbody>
</table>
Table 2. Frequencies of apps according to the Health Education Curriculum Analysis Tool (HECAT) content areas (N = 3336).

<table>
<thead>
<tr>
<th>HECAT content area</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol, tobacco, and other drugs</td>
<td></td>
</tr>
<tr>
<td>Help for addiction</td>
<td>118 (90.08)</td>
</tr>
<tr>
<td>Support for an addict</td>
<td>2 (1.53)</td>
</tr>
<tr>
<td>Other</td>
<td>17 (12.98)</td>
</tr>
<tr>
<td>Healthy eating</td>
<td></td>
</tr>
<tr>
<td>Calorie counters, journals, logs</td>
<td>213 (32.72)</td>
</tr>
<tr>
<td>Healthy recipes and cooking tips</td>
<td>114 (17.51)</td>
</tr>
<tr>
<td>Healthy diet-specific information</td>
<td>175 (26.88)</td>
</tr>
<tr>
<td>Nutritional breakdown of specific food items</td>
<td>236 (36.25)</td>
</tr>
<tr>
<td>Other</td>
<td>57 (8.76)</td>
</tr>
<tr>
<td>Mental and emotional health</td>
<td></td>
</tr>
<tr>
<td>Eating disorders</td>
<td>11 (2.06)</td>
</tr>
<tr>
<td>Stress management</td>
<td>255 (47.66)</td>
</tr>
<tr>
<td>Depression</td>
<td>41 (7.66)</td>
</tr>
<tr>
<td>Reference tests, diagnostic tools, information</td>
<td>18 (3.36)</td>
</tr>
<tr>
<td>Remedies, therapies, medication guides, self-help treatments</td>
<td>131 (24.49)</td>
</tr>
<tr>
<td>Meditation guides</td>
<td>160 (29.91)</td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Physical Activity</td>
<td></td>
</tr>
<tr>
<td>Workouts, tips, ideas</td>
<td>696 (62.82)</td>
</tr>
<tr>
<td>Parks, facilities, directional maps</td>
<td>11 (0.99)</td>
</tr>
<tr>
<td>Race announcements, events</td>
<td>1 (0.09)</td>
</tr>
<tr>
<td>Monitors, measurement of workouts, logs, automatic recordings</td>
<td>496 (44.40)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (0.72)</td>
</tr>
<tr>
<td>Violence prevention and safety</td>
<td></td>
</tr>
<tr>
<td>Attack alarms, notification noises</td>
<td>15 (15.62)</td>
</tr>
<tr>
<td>How-to guide for administering first aid</td>
<td>32 (33.33)</td>
</tr>
<tr>
<td>Information about snake bites</td>
<td>32 (33.33)</td>
</tr>
<tr>
<td>Emergency preparedness</td>
<td>25 (26.04)</td>
</tr>
<tr>
<td>Other</td>
<td>26 (27.08)</td>
</tr>
<tr>
<td>Personal health and wellness</td>
<td></td>
</tr>
<tr>
<td>Sleep</td>
<td>160 (16.63)</td>
</tr>
<tr>
<td>Oral care/hygiene</td>
<td>14 (1.46)</td>
</tr>
<tr>
<td>Disease/illness specific information</td>
<td>146 (15.18)</td>
</tr>
<tr>
<td>Remedies/medications/prescriptions</td>
<td>153 (15.90)</td>
</tr>
<tr>
<td>Goal setting</td>
<td>37 (3.85)</td>
</tr>
<tr>
<td>Beautification</td>
<td>28 (2.91)</td>
</tr>
<tr>
<td>Complementary and alternative medicine</td>
<td>310 (32.22)</td>
</tr>
<tr>
<td>Skin care</td>
<td>31 (3.22)</td>
</tr>
<tr>
<td>Other</td>
<td>156 (16.22)</td>
</tr>
</tbody>
</table>
HECAT content area | n (%)<sup>a</sup>  
--- | ---  
Sexual and reproductive health |  
Prenatal care | 243 (7.28)  
Pregnancy/fertility calendar | 60 (24.69)  
Postnatal care | 82 (33.74)  
Early parenting strategies and tips | 72 (29.63)  
Intimacy enhancer | 16 (6.58)  
Other | 25 (10.29)  

<sup>a</sup> Apps could be coded in multiple categories.

Most of the apps were coded as either predisposing or enabling (Table 3). Only 6.65% (222/3336) of apps were reinforcing and 1.86% (62/3336) of apps included each PPM factor (ie, predisposing, enabling, and reinforcing). Predisposing aspects of apps mostly involved the provision of knowledge or attempts to raise awareness (713/1776, 40.15%). Enabling apps were most commonly coded as providing a service (1065/2181, 48.85%). Reinforcing apps were coded as such mostly because they interfaced with social networking sites (eg, automatic uploads to Facebook), potentially facilitating feedback from peers regarding behavior. Over 40% (92/222, 41.44%) of reinforcing apps provided some type of feedback—sometimes automated and sometimes human-to-human communication—regarding the user’s self-monitoring of his/her behavior.

Table 3. Theoretical classification of apps (N = 3336).

| PPM Level | n (%)<sup>a</sup>  
--- | ---  
Predisposing |  
Knowledge or awareness | 713 (40.15)  
Informative | 1372 (77.25)  
Beliefs, values, attitudes | 378 (21.28)  
Confidence or motivation | 369 (20.78)  
Enabling |  
Teach a skill | 810 (37.16)  
Provide a service or sell something | 1065 (48.85)  
Track/record behavior | 859 (39.40)  
Reinforcing |  
Interfacing with social networking sites for encouragement | 222 (6.65)  
Encouragement, trainer support, coach | 101 (45.50)  
Evaluation based upon self-monitoring | 50 (22.52)  
All | 62 (1.86)  

<sup>a</sup> Apps could be coded in multiple categories.

Discussion

The more expensive apps in this study sample were identified as more credible or trustworthy, more recommendable to clients in a professional setting, and more likely designed to promote health and prevent disease. These findings are consistent with Abroms et al [23] who reported that most of the apps scoring highest in adherence to established clinical practice guidelines for tobacco cessation were paid apps, thus establishing a relationship between quality and price. Together, these findings may indicate that apps with many functions simply cost more. While Heron and Smith [24] reported evidence of mobile devices’ efficacy for bringing about behavior change, the current study supports a recognition that such devices will require a level of sophistication likely to increase cost [25].

Personal health and wellness, physical activity, and (to a lesser extent) healthy eating apps were by far the most represented categories of apps. Each of these categories represent domains in which individuals historically feel empowered to bring about their own change. This may also reflect a perception that solutions to these problems are less complex. Furthermore, the worldwide rate of obesity has more than doubled since 1980 [26], which has perhaps increased the popularity of exercise and nutrition apps that claim to be self-helps for individuals...
wishing to lose weight. The observation that ATOD apps were less common is of note considering the continued and considerable substance abuse problems in the United States [27-29]. One explanation for this, as Abroms et al [23] point out in their study of smoking cessation apps, is that app users may represent an elite group of affluent individuals, who may be less likely to suffer from substance abuse. As the diffusion of mobile devices increases to include a wider socioeconomic demographic, there may be an increased need for development of efficacious ATOD apps.

More than half of the apps in the current study were established upon predisposing factors, which are primarily knowledge-based. If most health and fitness apps available are simply predisposing factors, professionals should consider the added utility of these apps above and beyond traditional approaches (eg, self-help guides and manuals and reference books). Upon first inspection, apps in the current study appear more affordable (ie, US $0.99) than traditional approaches and are consistent with the price of apps studied in other disciplines [30]. However, considering that all users access the App Store via a device (eg, iPhone, iPod, or laptop) that contracts with a data service provider for a monthly fee, the actual price to the user may indeed be higher, except in cases where users connect using a borrowed connection (eg, work or free Wi-Fi). However, these higher costs may be offset by the convenience associated with being able to consolidate functions into a single device. For example, being able to read about risk factors for heart disease and make personal calls all with the same device may be very appealing to many users. Nevertheless, despite the convenience of modern mobile devices, the health and fitness apps included in this study do not extend beyond what may be accomplished through traditional approaches that employ predisposing factors. Furthermore, given that many of these apps focus on the provision of information, future research should consider the medical accuracy of their content.

The most commonly coded theoretical classifications of apps in the current study were those based upon enabling factors, such as teaching skills, tracking progress, or recording actual behavior. This finding is supported by a recent systematic review of mobile device applications for diabetes management, in which Chomutare et al [6] report that tracking progress, an enabling approach, was among the most common features of apps designed for diabetics. Ravert et al [31] note that mobile devices may be used as a means to measure behavior in a convenient and immediate manner, which has historically been dependent on the users recalling and manually inputting data. Indeed, manual uploads to mobile devices regarding one’s behavior may be preferred to more traditional recording practices, namely pen and paper [32]. Additionally, more automated processes introduce the possibility of harnessing the devices’ capabilities for monitoring, which alone may provide incentive to change behavior by allowing the user to monitor and report about their behavior change progress [33,34]. Figure 3 presents actual examples of study apps that represent predisposing, enabling, and reinforcing factors.

Few apps in the current study were found to include reinforcing factors, which are characterized by the provision of encouragement, evaluation, and the opportunity to interact with others. This finding is consistent with that of Abroms et al [23] and Chomutare et al [6] who reported that few apps connect the user to outside sources, including social support systems. This appears to be a missed opportunity given the capacity of emerging mobile device technology. Adapting from the PPM, the hallmark of reinforcing is the extent to which the apps connect the user with external systems or communities, such as social networking sites. As it relates to mobile devices, Patrick et al [1] and Heron and Smith [24] have referred to this process as ecological momentary interventions, or as Intille et al [35] call it, “just-in-time.” Such interventions refer to apps that adapt as a result of data obtained from the user. These uses might be thought of as real-time behavior change support, where users can receive reinforcement via a pre-programmed virtual coach or actual human interaction. According to the PPM, these apps would represent a complete approach to changing behavior and should be most efficacious, which could be determined through research using randomized controlled trials.

Fjeldsoe et al [4] recognized the need for interventions utilizing mobile devices to be based upon theoretical principles. Public health professionals could partner with app developers to create apps that align with established behavior change theories [36], including those that would emphasize the reinforcing paradigm prominent in the PPM. Based upon the current study, the majority of existing apps are limited in their inclusion of reinforcing factors, which are considered vital in facilitating behavior change. Theory is critical in public health interventions and research because it aids in understanding how and why individuals, groups, and organizations behave and change [37]. Public health should take a more active role in the creation of apps, which include theoretical principles. Indeed, previous research has shown that mobile device interventions are most effective when they are based upon theory [3,10]. These interventions will become increasingly more available as the technology’s penetration deepens [38] and could be a powerful tool for the public health professional in broadening their influence and in reaching previously isolated segments of the community [39].
Limitations

Whereas this study represents one of the first of its kind, there are several limitations that should be considered when interpreting the results. First, the coders used the developers’ own descriptions of their apps in order to code them. It is possible that some developers either overstated or understated the capabilities of their apps, which would have resulted in a misclassification for the purposes of this study. Actually downloading and using the apps was beyond the scope of this study and would not have been feasible for a sample of 3336 apps. Furthermore, the written descriptions of the apps comprise the same information that customers have available to them when they consider making a purchase. Second, the apps represented in this study may not include all of the apps potentially relevant to health and fitness. Just as the coders for this study identified apps that were not intended to promote health or prevent disease, it is possible that other relevant apps were equally misclassified into other App Store categories, which would have precluded their inclusion in this study. In addition, this study focused only on apps associated with Apple’s App Store and excluded apps associated with other platforms (eg, Android apps). Whereas future studies may explore apps designed for other platforms, this study’s focus on iPhone apps was because this platform has the greatest number of apps available for download [40]. Lastly, the PPM and HECAT content areas guided the coding of the apps and appeared adequate to the researchers, but it is unclear to what extent these coding categories covered all of the types of the apps listed under this section in the App Store.

Conclusions

There are many apps available to those desiring to promote health or prevent disease. Nevertheless, practitioners wishing to recommend the use of third-party apps for such devices as Apple’s iPhone should do so with discretion. It is recommended that practitioners be prudent when promoting the use of apps so as not to overstate their potential effectiveness. Based upon the study apps’ descriptions, it appears that most provide health-related information or make attempts at enabling behavior, with almost none including all factors of the PPM recommended for behavior change. Furthermore, development efforts could target important public health behaviors for which few apps currently exist, such as substance abuse. Future research should extend recent work by Abroms et al [23] and actually test the efficacy of a large number of apps because little is known about their potential health utility.
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Abstract

Background: A critical aspect of clinical and translational science (CTS) is interdisciplinary and collaborative research, which increasingly requires a wide range of computational and human resources. However, few studies have systematically analyzed such resource needs of CTS researchers.

Objective: To improve our understanding of CTS researchers’ needs for computational and human resources in order to build useful and useable supporting informatics tools.

Methods: We conducted semistructured interviews of 30 CTS researchers from the University of Michigan, followed by qualitative analysis of the interview transcripts.

Results: The analysis identified three recurring themes: the need for the federation of information, the need to address information overload, and the need to humanize computing, including strong and well-informed views about the use of social networking tools for research collaboration. These findings helped us to narrow down the available design choices for assisting CTS researchers, and helped to identify potential deficiencies of well-known theoretical frameworks used to guide our study, with suggestions for future remedies.

Conclusions: The user needs identified through the study, along with concrete design suggestions, provided key design, methodological, and theoretical insights, which are being used to guide the design and development of a CTS resource portal. The results and interview instrument should be useful to other institutions with Clinical and Translational Science Awards that face similar challenges related to helping CTS researchers make more effective use of computational and human resources.

(J Med Internet Res 2012;14(3):e75) doi:10.2196/jmir.1905
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Introduction

Despite billions of dollars invested in biomedical research over the past five decades, there is a growing realization that our ability to generate medical breakthroughs far exceeds our ability to apply those results in improving clinical care and population health. The US National Institutes of Health responded to these challenges by advocating and funding a new approach known...
as clinical and translational science (CTS) [1]. The goal of CTS is to “accelerate the translation of laboratory discoveries into treatments for patients, to engage communities in clinical research efforts, and to train a new generation of clinical and translational researchers” [2].

The overall CTS approach is intended to encourage the 2-way translation of scientific discoveries between bench science, clinical research, and community-engagement activities, with the ultimate goal of improving human health. The growing acceptance of this approach has increased the motivation for researchers to work with collaborators across multiple disciplines. This shift has resulted in the need to use a wider range of computational and human resources. For example, basic scientists who wish to translate results from the laboratory to the design of clinical trials need access to computational resources within and across disciplines such as gene expression analysis and patient registries, and to identify and work with collaborators such as data mining experts and clinicians.

In recognition of these needs, several recipients of the Clinical and Translational Science Awards (CTSA) such as Harvard University and Vanderbilt University have already invested substantial effort in building Web portals to facilitate the discovery and use of computational and human resources. Furthermore, almost US $30 million in federal funding has been allocated to CTSA sites for creating tools that enable researchers within and across institutions to communicate, collaborate, and discover resources more efficiently and effectively [3]. Other recipients of CTSA have partnered with commercial social networking platforms to create new resources for CTS researchers [4]. However, while some publications describing these efforts have targeted specific aspects of building research networking systems such as their interoperability [5], few studies have systematically analyzed the resource needs of CTS researchers to inform the design of such systems. For example, a recent set of studies (eg, [6-8]) conducted at the University of Pittsburgh attempted to identify the general services and functions needed specifically for locating experts to facilitate collaboration, leading to the design of a system called DigitalVita. However, to the best of our knowledge, there appears to be no published study that has directly probed the broad computational and human resource needs of CTS researchers and engaged them in designing an informatics solution.

We were therefore motivated to conduct a systematic investigation to directly engage CTS researchers in articulating their resource needs and to help guide the design of future solutions. Systematically understanding users’ needs and engaging them in the design process is important for two reasons. First, users can help narrow down the range of possible solutions and avoid arbitrary choices purely based on expert opinions rather than on facts and evidence. For example, many CTS institutions are exploring whether to build social networking tools for researchers but lack guidelines to help make such a decision or to identify key functionalities to implement. Second, empirical studies have repeatedly shown that computerized systems have been poorly adopted and underused in health care institutions, which is often due to the mismatch between delivered designs and the preferences and constraints of the intended user population [9]. Such low adoption rates are underscored by technology acceptance models (TAMs), which have shown that the user acceptance of a technology is strongly influenced by the perceived usefulness and perceived ease of using that technology (eg, [10]). Furthermore, prior research has shown that involving potential users early in the development process of systems can help increase ownership of the final product and hence the likelihood of adoption [11].

In this paper, we describe the results of a study in which we engaged junior and senior CTS researchers at the University of Michigan in a qualitative study. Our goal was to identify the computational and human resource needs of the researchers, elicit concrete suggestions for the design of future systems, and engage the researchers in an iterative participatory design process.

**Methods**

We conducted our study at the University of Michigan (a CTSA site), which has 7600 faculty members, of whom 750 have been served by the CSTA and therefore can be considered CTS researchers. The University is also home to information technology departments that develop and customize CTS researchers. The University is also home to information technology departments that develop and customize CTS researchers and engaged them in designing an informatics solutions supporting interdisciplinary CTS research?

The goal of the semistructured interviews was to enable an understanding of the motivations for the resource needs at a conceptual level, which would then guide the design of a survey with the goal to elicit information about specific resources (eg, project management applications) required by the researchers. We were also motivated to build a participatory design [12] relationship with the researchers so that they could be involved in the iterative refinement of future informatics solutions.

The design of our study was guided by two existing theoretical frameworks. First was the TAM and its latest extension, referred to as the unified theory of acceptance and use of technology. This theory postulates that performance expectancy (perceived usefulness), effort expectancy (perceived ease of use), social influence, and facilitating conditions are four important factors underlying end users’ decision to accept or reject a technology, in addition to other moderating factors such as age and experience or seniority [10,13,14]. Some researchers (eg, Venkatesh et al) argue that this family of models accounts for a considerable proportion of behavioral intention variance in
explaining individuals’ technology acceptance and usage decisions [13]. Second was technology-mediated collaboration research [15-17], whose results include (1) the importance of face-to-face collaborations for building trust, and (2) the importance of designing new collaboration technologies that are compatible with existing norms and practices so as to increase the probability of adoption.

Study Design

We used semistructured interviews to collect research data. Semistructured interviews are a well-known qualitative method [18] used in a wide range of fields including human–computer interaction, sociology, and medical informatics. The method is most useful when topics of research interest have been identified, but there is a lack of understanding of those topics about which to ask structured questions such as in a survey. The goal of the semistructured interview method is, on one hand, to focus an interview based on an ordered list of predetermined questions and, on the other hand, to enable the interviewer to explore issues that emerge during the interview, often leading to unexpected insights. This is achieved by asking open-ended, predetermined questions to enable users to discuss a topic. Depending on the answers, open-ended questions are then often followed opportunistically by carefully worded nonleading prompts to encourage continued elaboration, and probes to explore emergent issues or to guide the discussion in promising directions. Such interviews typically amass a large amount of in-depth qualitative data, and the studies are generally conducted with tens rather than hundreds of participants.

The two theoretical frameworks discussed above helped to guide the overall design of the study, in addition to the semistructured interview instrument. The theories on individual technology acceptance motivated us to include both junior and senior researchers in our study, as they might possess different perspectives regarding CTS research and therefore distinct needs for resources. In addition, the theories prompted us to include in the interview protocol key questions soliciting important theoretical constructs, such as the researchers’ perceived barriers to using the proposed informatics tools for conducting interdisciplinary translational research, and the social contexts in which they are situated that may convey salient social cues influencing their own beliefs of, and attitudes toward, such tools. Furthermore, the research on technology-mediated collaboration motivated us to ask three broad questions that were specifically related to the research process: how the researchers conducted or supported research activities, the nature of their scientific collaborations, and the tools that they used to conduct such research.

By using guidelines for interview design [19], we operationalized the above theoretical constructs into an interview instrument that proceeded from demographic and background questions to descriptive questions and broader opinion questions, and ended with user appraisals of two hypothetical designs: a Web portal concept integrating scattered information sources, and a digital curriculum vitae system that aggregates information about faculty and facilitates expertise finding. The resulting instrument consisted of 10 questions divided into 4 sections: (1) introduction and consent, (2) background and role, (3) research process, and (4) suggestions for supporting translational research. The interview protocol is provided in Multimedia Appendix 1.

To recruit the CTS researchers, we used a 2-step snowball sampling method [20]. First, we requested 15 researchers who held leadership positions in the CTSA at the University of Michigan to participate in the study. Then, we requested the above researchers to identify junior faculty whose work was closely related to CTS. Among the junior faculty identified, we selectively invited a subset to participate in the study in order to ensure the representativeness of major disciplines and academic departments. The overall recruitment method resulted in 15 senior and 15 junior CTS researchers. These researchers were affiliated with a broad range of schools (eg, medicine, public health, nursing, and pharmacy) and had different backgrounds (eg, basic science, clinical and health services research, and community-based research), and therefore represent the breadth of CTS as it is currently conceptualized. Table 1 summarizes the characteristics of the study participants.

Table 1. Participant characteristics (N = 30).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total number of participants</th>
<th>Junior investigators</th>
</tr>
</thead>
<tbody>
<tr>
<td>School</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Medical School/Health Systems</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>School of Public Health</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>School of Nursing</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>College of Pharmacy</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Gender</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Female</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Male</td>
<td>18</td>
<td>6</td>
</tr>
</tbody>
</table>

Each of the interviews was conducted by an information technology business analyst (MW) and a biomedical informatics faculty member (SKB or KZ). All interviews were conducted in the office of the researcher. Each interview lasted approximately 90 minutes and was digitally recorded in audio format. The University of Michigan Institutional Review Board reviewed and approved the research protocol.
**Data Analysis**

The 30 audio-recorded interviews were transcribed by a professional transcriber resulting in approximately 600 pages of text. The data were subsequently analyzed in 3 steps. First, two analysts (MW and KZ) used the technique of open coding and categorization to iteratively annotate sections of the transcripts. This was achieved by using the constant comparison method [21] facilitated by the NVivo qualitative data analysis software (QSR International, Doncaster, Victoria, Australia). Second, a third analyst (SKB) independently analyzed and refined the thematic coding results. Third, all three analysts used affinity diagrams to reach a consensus on the final categorization of the data and identified implications of the results for a concrete design proposal.

**Results**

Analysis of the qualitative data helped to identify three emergent interrelated themes (and their subthemes), which captured the computational and human resource needs of CTS researchers. We first present evidence for these themes, followed by an analysis of the nature and causes of sentiments underlying those needs.

**Emergent Themes Related to Resource Needs**

As Table 2 shows, analysis of the interviews helped to identify three interrelated themes: (1) the need for the federation of information, (2) the need to address information overload, and (3) the need to humanize computing. In the following sections, we discuss each of these categories with examples of verbatim quotes provided by the study participants.

**Table 2. Themes of user needs and design suggestions identified through the qualitative analysis of the interview transcripts.**

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Need for the federation of information</td>
<td>Discoverability</td>
<td>Difficulty in discovering new information and resources</td>
</tr>
<tr>
<td></td>
<td>Structured vs scattered information presentation</td>
<td>Disorientation caused by scattered information and resources</td>
</tr>
<tr>
<td></td>
<td>Design: centralized access to resources</td>
<td>Desire for a centralized, authoritative location for information and resources</td>
</tr>
<tr>
<td>2. Need to address information overload</td>
<td>Relevant vs irrelevant information</td>
<td>Concern that informatics solutions will cause more information overload</td>
</tr>
<tr>
<td></td>
<td>Push vs pull of information</td>
<td>Concern about how to balance the push and pull of information</td>
</tr>
<tr>
<td></td>
<td>Design: comprehensible and personalized inform-</td>
<td>Desire for information presentation that is comprehensible and filtered based on personal preferences</td>
</tr>
<tr>
<td></td>
<td>mation</td>
<td></td>
</tr>
<tr>
<td>3. Need for humanized computing</td>
<td>Human vs computer aided</td>
<td>Negative perceptions of tools that assume that research expertise can be found without humans</td>
</tr>
<tr>
<td></td>
<td>User control vs automatic control</td>
<td>Negative perceptions of tools that will result in loss of control</td>
</tr>
<tr>
<td></td>
<td>Design: human in the loop</td>
<td>Desire for human-aided services (eg, “concierge services” and “online consultation”) to facilitate finding research expertise</td>
</tr>
</tbody>
</table>

**The Need for the Federation of Information**

A common theme in the data was the need for the federation of information in three overlapping subthemes. First, there was an awareness of the large number of scattered resources across the clinical, research, education, and administrative systems. For example:

there are so many different sites and so many different tools—like you don’t know where to start

Next, several stated that, while new tools are beneficial to their research, they had difficulty discovering that they existed.

Our problem now is we’ve got [new resources and research expertise] and some of the people don’t even know we have [them]...somewhat the hardest part is figuring out what resources are out there, and who is out there

The above general awareness of useful but scattered and difficult-to-discover resources resulted in a strong desire for a central location where the resources could be accessed.

...the more things you can bring under one portal would be fantastic, and that sounds like something that would be very useful if it’s customizable

The results therefore confirmed that CTS researchers were indeed attempting to use a wide range of resources, but that those resources were highly scattered and it was difficult to know that they existed.

**The Need to Address Information Overload**

The researchers expressed concerns that any solution for integrating scattered resources needed to be designed carefully so that it would not further exacerbate the issue of information overload. They expressed this need in two ways. First, they expressed the need that system designers should develop systems that help to quickly distinguish between relevant and irrelevant information.

I know your business is really more of managing the data and mining it and stuff, but I mean people that are in the interface business, I mean we’re in
information overload...how do you distinguish between important information and nonimportant information? Because no one wants to waste their time.

In the absence of such tools, they had developed strategies to cope with information overload, such as using manual collaborative filtering techniques.

I skimmed through my emails quickly and deleted most of the event announcements without reading in full detail... I know that if something is really important to me, it will come back again later, for instance referred to me by my colleagues.

Second, they expressed concerns about how to balance the push and pull of information. On one hand, the researchers were concerned that an excessive amount of information of little relevance will be pushed to them. On the other hand, if information is not pushed to everybody, the collaborative filtering strategy may no longer work.

You need like an optimal level of notification. If it’s too much, people will disregard it. If it’s not enough, you know... I don’t think I’ll look at another website just to see if potentially there’s some collaborator.

The researchers provided several recommendations to address the information overload problem. These included interfaces that structured information for easy comprehension:

...so much information overload that you don’t see the forest through the trees... [Design] something that doesn’t have so much there that you don’t in a sense know where to begin.

Another suggestion was to build a system that provides tailored content based on each user’s research area:

I am afraid I will not have time to customize it extensively, so I would much prefer if the tool can use some intelligence to predict my preferences based on my research areas.

**The Need for Humanized Computing**

The researchers expressed strong concerns about future tools that would dehumanize interpersonal relationships that are crucial for successful research collaborations. For example, they expressed suspicion toward the usefulness of the concept of automated research-expertise finding:

I realize there’s a lot of informatics enthusiasm for collaboration ware for things like basically medical and professional versions of Facebook... That is beloved of informaticians, but frankly I don’t think it’s really going to fire up a lot of other people.

In particular, there was widespread concern among junior as well as senior researchers that social networking applications would not be able to convey information about potential collaborators, such as whether a researcher is trustworthy. Such information was often implicit in personal referrals or direct communications. For example, a junior researcher stated:

[Such tools] can find expertise; however, what it lacks is “personal touch”... if my boss says you should talk to [name of a researcher]... like, he knows this person and he knows me... there is this personal touch because he is vouching for this person and there is some element of trust.

Some of the senior researchers were concerned that being automatically enlisted in social networking tools would result in a large number of requests for new collaborations that they did not need. Such reservations, as one researcher noted, lead to the paradox of using social networking tools for research:

...the paradox is the types of people that you most want to have their information up-to-date because they might be able to be the most helpful to other people are the ones that are least likely to do it... the junior faculty that have a lot of time will make sure that everything about themselves is amazingly accurate, but how many people are going to need to find a junior faculty member...?

The researchers provided several concrete recommendations for designing future systems that could overcome the concerns of dehumanized systems. These included systems that incorporated the human in the loop for finding resources:

...you basically say [on the website] “Did you get what you need, and if not type [it] in. If you could wait a couple of hours someone will respond by email,” but at the bottom it’s like “Don’t leave this page unless you got what you wanted.”

Another recommendation was for displaying social information of resource usage such as which tools are used by whom, with the goal of helping discover new resources based on what others are using.

**Sentiments Underlying Resource Needs**

While the above emergent themes directly addressed our goal of identifying the overall resource needs of CTS researchers, we were unprepared for the strength of the sentiments expressed during the interviews. During the interviews, the researchers required almost no prompting to discuss their needs, and most interviews ran over the 1.5 hours allotted, with 2 researchers inviting us back for follow-up interviews. We therefore probed deeper into the interview transcripts, in addition to reflecting on our personal face-to-face encounters with the researchers, to uncover cross-cutting themes that could explain the strong sentiments expressed during the discussions on resource needs.

Our analysis revealed that the strength of the sentiments did not appear to arise from an abstract conception or ignorance of new technologies, but rather were grounded in concrete interactions with university-based and contemporary Web-based technologies. For example, when discussing the need for a portal that federated resources, a researcher reflected on his use of a university-based system for institutional review board reviews:

When I do my reviews for the MCRU [Michigan Clinical Research Unit], the GCRC [General Clinical Research Center] legacy, I try to do them directly on eResearch. Some of my colleagues just threw up their hands and said: “Just send me a paper copy because I just can’t do it. It’s so inefficient that I don’t even...”
want to learn. It’s so arcane and so unwieldy I just can’t even deal with it. So just send me a paper copy or I’ll have my administrative assistant print off a paper copy, and I’ll mark up the copy and send it back to you because I can’t deal with it.”

In the same vein, another researcher complained about the large overheads related to the CTSA-wide interactions:

“This thing has grown into some kind of enormous effort that we didn’t anticipate. It’s kind of sad when you look at these proposals...oh, we will participate in the national level, blah, blah, and you say “Be careful what you wish for, guy”...it’s an unfunded mandate basically...It’s out of control. I think there’s too much. There’s too many wikis, too many things, too much need to interact with others, and this without it being paid for, and knowing this is a real problem.

In addition to experiences with university-based systems, the researchers were not naïve about contemporary Web-based systems, with equally strong sentiments. For example, a researcher, when discussing his use of browser Favorites, stated:

You read journal articles and you decide there’s something new, and you might visit [it]. It references a website, and you might visit the website and decide “Well that’s pretty good—I’m going to put it on my Favorites list.” So I might put it on a Favorites list and say “Do I really go [to the Favorites list]? Do I gain anything by going there?”...I know I could do a Google search, and get [to the saved website] if I needed to.

Another researcher described the tensions involved in maintaining the accuracy of information in systems designed for enabling collaboration:

I mean there’s a bit of a paradox here in that as you get busier, you’re less likely to do these things and to check whether the information is accurate or whatever. There’s so many different things that get sent to me about the U of M alumni club and stuff like that. I have never gone and looked to see if it’s accurate. If it’s accurate, it’s accurate; [if] it’s not, then people won’t get a hold of me...So I think that we just have to be mindful of this as we construct any kind of [system].

However, the strongest sentiments pertained to the use of social networking tools (eg, Facebook) for research collaboration:

Teens are really cool on Facebook because they’re big into the social networking aspects of it, but it’s the social interaction that draws them there. They’re there because their friends are there. If you’re trying to build an online community where people who don’t even know each other yet, you don’t have that draw. It’s always going to be a little in-club that’s into that kind of thing. You’re not going to get the people you’re looking for. If you want the people you’re looking for, face time, there’s no substitute. Facebook is not a substitute for face time. You’ve got to get people together in a room who wouldn’t normally be together to hear about what they’re talking about.

Besides being well informed, this sentiment about social networking did not seem related to a generational divide, based on our interview of a junior researcher aged 27:

I have a Facebook account but I never check it—just if people put photos on it—I use it to go look up the photos. But I’m not into that very much.

The sentiments surrounding resource needs therefore appeared to be grounded in real-world experience and knowledge of contemporary systems, a realization that strongly influenced our conceptions of how to design future solutions.

**Discussion**

Most biomedical applications are built without an adequate consideration of user needs and design involvement, which has been a major impediment to system adoption and long-term acceptance [9,22]. In most cases, users are asked for opinions after the systems are built or purchased, which strongly biases the developers toward asking questions and making convenient modifications that protect investments and prior design decisions, rather than serving the real needs of the users. When deployed systems fail to be adopted, it is often too late and difficult to make the significant changes needed for success, resulting in wasted time, effort, and resources [9,23]. This point is critical, as large amounts of funds are being spent to develop systems with perceived uses, rather than uses that are grounded in the needs of actual users.

Our approach was aimed to avoid such pitfalls by (1) probing the needs of users before system design and development began, (2) using the semi-structured interview method, which allowed us to ask targeted questions while at the same time enabling users to express unexpected views that directly confronted our hypotheses and biases, (3) soliciting opinions for potential solutions, and (4) increasing the perception of ownership among a few key potential users, who could become champions to promote the informatics tools eventually developed.

Our main goals were to quickly narrow down the possible choices of system designs that would be useful and usable for CTS researchers, and to increase the chances for quick, widespread, and sustained adoption of the resulting system. To the best of our knowledge, this is the first study to systematically identify the resource needs of CTS researchers, with a focus on eliciting concrete design suggestions. Furthermore, our study was informed by the well-established and extensively validated TAM framework, in addition to extensive research in technology-mediated collaboration. Both frameworks guided us in the design of our study, enabling us to ask relevant questions during the semi-structured interviews, which quickly yielded rich participant accounts that were critical to our research question. Furthermore, the 2-step snowball sampling method for selecting researchers from a wide range of backgrounds quickly enabled us to achieve those goals.

The resulting targeted study revealed that the researchers were frustrated about not being able to easily discover computational and human resources that were potentially useful, but were often
hidden and scattered. However, the enthusiasm for a centralized location for such resources was tempered by cautions about developing solutions that increased information overload and dehumanized computing.

While the above results might not appear novel in themselves, they helped us make important decisions about how to proceed with our developmental efforts. However, we were unprepared for the strength of the sentiments expressed during our discussions of resource needs. These sentiments did not appear to be naïve responses to technological solutions, but rather were based on real-world experience of university-based and contemporary Web-based tools. In particular, we were struck by the strong sentiments specifically against borrowing the generic social networking tools (eg, Facebook) for the purposes of research collaboration without a thoughtful redesign. Based on several debates within the design team, this finding has forced us to reexamine how current social networking tools (used essentially to maintain weak ties [24] and therefore requiring a low degree of trust) could evolve into a new class of research networking tools (used for finding and sustaining research collaboration, and therefore requiring a high degree of trust).

After all, it is well known that current social networking tools are rarely used to find and establish new contacts [24]. Research networking tools should, therefore, be carefully designed to address the complex combination of trust and cultural issues required for scientific collaboration before they can be expected to be widely adopted for finding and establishing new research collaborations. Furthermore, we found senior researchers who possess the expertise and resources desired by junior faculty members to be least enthusiastic about using and contributing to such tools. Their lack of motivation to contribute to a research network could severely affect the network externality of such tools, hence diminishing their value.

The overall results have several similarities and differences with the studies conducted at the University of Pittsburgh [6-8]. Methodologically, although both of our approaches had the similar goal of engaging end users to determine their needs and to guide design, the Pittsburgh studies were different in that they (1) were motivated in part by the low adoption of an existing custom university system designed for helping faculty to establish collaborations [7], (2) were focused specifically on tools for research collaboration [8], and (3) recorded the content of the 27 interviews of researchers through handwritten notes after each interview was completed [6,7]. In contrast, our interviews did not focus on specifically understanding the use and design of collaboration tools, but rather were focused on situating our understanding of computational and human resource needs in the broader context of research work practices of translational scientists. Furthermore, the digital recordings provided verbatim accounts, which enabled us to recall, detect, analyze, and present the nuanced sentiments underlying the emergent themes. However, despite these methodological differences, there were several similarities in the results. Both sets of studies revealed that researchers often used existing real-world connections to determine new collaborations and had low motivation for updating their public online profiles. In fact, Schleyer and colleagues acknowledge that senior, more well-established researchers “are so well-informed and well-connected that they, on average, will outperform any electronic system” [6]. They conclude by noting that research networking tools might therefore be more useful for junior researchers, contingent on an overall critical mass of researchers adopting the system. Future research should therefore investigate under which conditions junior researchers will use research networking tools, especially given the widespread availability and low cost of using powerful online tools such as Google, combined with the strong interpersonal advantages of using their mentors’ well-established collaboration networks.

The above findings have motivated us to pay careful attention to the sociotechnical issues of the researchers’ social status in the organization, and to provide appropriate incentive structures for collaboration and contribution when designing future solutions. As discussed below, these overall results have direct design, methodological, and theoretical implications.

Design Implications

The three emergent themes, and our subsequent understanding of the nature and causes of the strong sentiments underlying them, helped us to narrow down the available design choices for assisting CTS researchers. Because of the urgent need to federate scattered resources at the University of Michigan, we prioritized our efforts to first target that goal by building a CTS resource portal, keeping in mind that it could be scaled up to include future resources such as research networking. Accordingly, our design provides functionality that includes (1) a scalable system that federates access to a wide range of resources, (2) a dashboard view (possibly using the portlet technology [25]) of current projects and other information that is initially customized based on the researchers’ backgrounds, (3) the ability to modify the displayed resources through easy customization, (4) the ability to discover resources that are ranked based on a user’s profile and what other researchers are using, and (5) a concierge service to guide researchers to humans if they are unable to find specific computational or human resources. These functionalities directly address the emergent themes in our study.

To enable the researchers to continue to be engaged in the design process, a prototype of the above system was implemented and presented to a subset of the researchers for feedback and design input. Our preliminary analysis suggests that the researchers have responded positively to the prototype. Our future research includes development of a survey to solicit similar feedback about the prototype from a larger number of CTS researchers beyond those we originally interviewed, and iterative refinement of the system based on the continued participation of the intended users.

Theoretical and Methodological Implications

While our research focus was to precipitate a participatory design process, where we work closely with the researchers on progressive refinements of our informatics solutions, neither the technology acceptance theories nor the research on technology-mediated collaboration prepared us for the strong sentiments during our discussions on resource needs. These sentiments appeared to be directly related to past experiences with identical or similar technologies. While past experience
could be theoretically interpreted as a behavioral antecedent to existing constructs of the TAM (eg, to performance and effort expectancy), it manifested so distinctively in our study that we believe past experience deserves closer attention in its own right, both theoretically and practically. Therefore, we believe our results suggest that, in future research, additional theories that have explicitly modeled past experience, such as those developed by researchers in marketing science, could be incorporated into studies of the design and acceptance of information systems [26-29]. Accordingly, we recommend that designers of future systems for CTS researchers (a unique user population with the specific goal of translational research) pay close attention to their end users’ past experiences with identical or similar technologies so that such experiences will be directly addressed in the design and presentation of new systems, with the goal of improving the chances of successful adoption and sustained use of the informatics solutions.

From a methodological perspective, it is also pertinent to note that over the course of our study and its presentations to various stakeholders, we have encountered strongly polarized views for the results. On one hand, translational researchers outside our study pool strongly identify with the results and often have their own contextualized accounts of similar sociotechnological issues. We have anecdotally encountered at other CTS sites almost identical issues related to computational resources that are not consolidated, difficult to use, and designed with strong assumptions of user needs, resulting in frustrations among researchers. On the other hand, technology developers and administrators, who are often suspicious of empirical studies, strongly criticize the results, using the argument that users are known to have difficulty articulating what they need and often base their needs narrowly on existing systems and biased views of new technologies. Instead, developers and administrators often propose a strategy to “build the system and users will come.” Unfortunately, such a strategy has not had a very good track record of sustained success, especially in the biomedical domain [9], often resulting in mandated use of poorly designed systems, coupled with contrived statistics for their success.

As professionals trained in the study of human–computer interaction and sociotechnical issues, we are acutely aware of such issues and have therefore espoused a strategy of participatory design [12], which early in the design process establishes a process of iterative refinement of solutions in partnership with users who, as the data show, are often impressively knowledgeable of complex sociotechnical concepts related to contemporary technologies. Our hope is that this methodological approach, besides reducing costly trial-and-error cycles, has a better chance of establishing long-term trust between researchers, administrators, and developers, leading to the sustained development and adoption of novel, useful, and usable informatics solutions for translational science.

Conclusions
We believe that our study makes four contributions. First, it provides direct and detailed evidence of the resource needs of CTS researchers. Second, it identifies concrete recommendations and cautions for the design of informatics solutions to help find and use computational and human resources. Third, it provides a semistructured interview instrument and an example of how it can be used to guide the design of contextually relevant informatics solutions. Fourth, it identifies potential deficiencies of well-known theoretical frameworks used to guide our study and suggestions for future remedies.

Our goal is to obtain feedback on our prototype using an iterative participatory design approach. Furthermore, we hope to conduct a survey to elicit the specific resource needs that should be included in the portal. The interview instrument and overall approach could therefore be used by other CTSA institutions to design current and future informatics solutions that are useful, usable, and contextually relevant to the populations that they serve, with the ultimate goal of accelerating progress in translational science.
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Abstract

Background: While only one drug is known to slow the progress of amyotrophic lateral sclerosis (ALS), numerous drugs can be used to treat its symptoms. However, very few randomized controlled trials have assessed the efficacy, safety, and side effects of these drugs. Due to this lack of randomized controlled trials, consensus among clinicians on how to treat the wide range of ALS symptoms and the efficacy of these treatments is low. Given the lack of clinical trials data, the wide range of reported symptoms, and the low consensus among clinicians on how to treat those symptoms, data on the prevalence and efficacy of treatments from a patient’s perspective could help advance the understanding of the symptomatic treatment of ALS.

Objective: To compare clinicians’ and patients’ perspectives on the symptomatic treatment of ALS by comparing data from a traditional survey study of clinicians with data from a patient social network.

Methods: We used a survey of clinicians’ perceptions by Forshew and Bromberg as our primary data source and adjusted the data from PatientsLikeMe to allow for comparisons. We first extracted the 14 symptoms and associated top four treatments listed by Forshew and Bromberg. We then searched the PatientsLikeMe database for the same symptom–treatment pairs. The PatientsLikeMe data are structured and thus no preprocessing of the data was required.

Results: After we eliminated pairs with a small sample, 15 symptom–treatment pairs remained. All treatments identified as useful were prescription drugs. We found similarities and discrepancies between clinicians’ and patients’ perceptions of treatment prevalence and efficacy. In 7 of the 15 pairs, the differences between the two groups were above 10%. In 3 pairs the differences were above 20%. Lorazepam to treat anxiety and quinine to treat muscle cramps were among the symptom–treatment pairs with high concordance between clinicians’ and patients’ perceptions. Conversely, amitriptyline to treat labile emotional effect and oxybutynin to treat urinary urgency displayed low agreement between clinicians and patients.

Conclusions: Assessing and comparing the efficacy of the symptomatic treatment of a complex and rare disease such as ALS is not easy and needs to take both clinicians’ and patients’ perspectives into consideration. Drawing a reliable profile of treatment efficacy requires taking into consideration many interacting aspects (eg, disease stage and severity of symptoms) that were not covered in the present study. Nevertheless, pilot studies such as this one can pave the way for more robust studies by helping researchers anticipate and compensate for limitations in their data sources and study design.

(J Med Internet Res 2012;14(3):e90) doi:10.2196/jmir.2127

http://www.jmir.org/2012/3/e90/
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**Introduction**
Clinical trials, surveys, and medical records are conventional sources of data for medical research. Some researchers have begun to explore alternative data sources to better understand the patient’s perspective [1]. An example of such alternative data sources is online social networks such as PatientsLikeMe [2]. In recent years, online social network sites with a health focus have attracted large numbers of users and have begun accumulating large quantities of detailed clinical information. Information gathered by these networks is primarily intended for patients to share with each other. However, such information has also begun to attract the attention of medical researchers for a variety of uses including clinical trial recruitment [3], development of patient-reported outcomes [4,5], and perhaps even novel ways of evaluating treatment efficacy [6-8].

Because social networks are a relatively new phenomenon, their strengths and limitations as a data source for medical research have not been carefully investigated. On the one hand, the large amount of patient data on social networks could bring a great contribution to studies on important issues such as treatment response and compliance. On the other hand, we need to understand whether and how these data provide us with additional information in comparison with traditional data sources, as well as the validity of that information.

In this study, we proposed to compare clinicians’ and patients’ perspectives on the symptomatic treatment of amyotrophic lateral sclerosis (ALS) by comparing data from a traditional survey study of clinicians with data from a patient social network. Forshew and Bromberg extracted data on clinicians’ perspectives from a national survey among ALS clinical centers [9]. Data on patients’ perspectives were extracted from the online social network PatientsLikeMe.

ALS, also known as Lou Gehrig’s disease, is a rare but fatal neurodegenerative disease that causes muscle weakness. Most patients die of respiratory failure within 3 to 5 years of the disease onset [10].

While only one drug is known to slow the progress of ALS (riluzole), numerous drugs can be used to treat its diverse array of symptoms. However, very few randomized controlled trials have assessed the efficacy, safety, and side effects of potential treatments to modulate these symptoms. Consensus among clinicians on how to treat the wide range of ALS symptoms and the efficacy of these treatments have historically been low [9]. The American Academy of Neurology, in developing their recent guidelines on the management of ALS [11], found only limited evidence to support treatment choice for symptom management. Evidence was most robust for treatment of excessive saliva (level B evidence for botox, level C evidence for irradiation of the salivary gland) and pseudobulbar affect (level B evidence for the efficacy of dextromethorphan and quinidine), but wholly lacking for treatment of fatigue (level C evidence for withdrawing riluzole), cramps (level U, no appropriate studies), spasticity (level U), depression (level U), and anxiety (level U). Given (1) the lack of evidence to support decisions (2), the wide range of reported symptoms, and (3) the low consensus among clinicians on how to treat those symptoms, data on the prevalence and efficacy of treatments from a patient’s perspective could help advance the understanding of the symptomatic treatment of ALS.

**Background**
One approach to assessing the efficacy of symptomatic drugs when randomized controlled trials are lacking is through a survey instrument fielded to clinicians, patients, or caregivers. In 2003, Forshew and Bromberg [9] reported the results of a national survey sent out to 61 ALS clinics in North America, to which 39 clinics replied. Clinicians were asked to name the three most frequent interventions they would use for each symptom and their respective rankings for their perception of efficacy in relieving the symptom (ranging from 1, rarely effective, to 5, nearly complete relief). The 14 symptoms included in the survey were selected based on a literature search. The article reported the four top interventions for each of the predetermined symptoms.

Forshew and Bromberg mentioned in their article that a mirror study giving the patients’ perspective on the same topic was underway, though the results of that study have not been published yet. In the absence of such a study, it is still possible to contrast clinicians’ and patients’ perspectives by looking into rapidly increasing and publicly available databases of online communities of patients. PatientsLikeMe is an online community that allows members to track their progress with clinical scales, share information, and learn more about their condition. It has established data-sharing partnerships with doctors, pharmaceutical and medical device companies, research organizations, and nonprofits. Starting with an ALS patient community, PatientsLikeMe now hosts communities for more than 100,000 patients with any medical condition. Currently, the US ALS user base represents about 5% of the US ALS population and is an almost perfect match in terms of demographics, but with a bias toward long-term survivors. By definition, a bias toward patients with computer and Web access is indeed also present.

Each community member is asked to track 11 to 12 primary symptoms of his or her condition. The primary symptom list was generated for the ALS community with input from health care practitioners and the literature. Members can also report, in free-text form, any additional symptoms they are experiencing. The result is a semi-structured list, which patients can use as an aid for future symptom reporting. It also permits comparison with symptoms reported by other patients in the system. Additional symptoms entered by a member lead to a prompt (“did you mean...”) to attempt to merge their description with existing symptom entries; if they wish to add a new symptom term, this is reviewed by a nurse curator.
Comparing data from very different sources is challenging, as the many adjustments that datasets must go through may induce further biases. However, in the absence of robust evidence from randomized controlled trials (which also have their own limitations and weaknesses), the data from surveys and online communities of patients become a viable resource in the search for a better understanding of clinicians’ and patients’ perceptions.

Methods

Treatment Prevalence
We used the Forshew and Bromberg study as our primary data source and adjusted the data from PatientsLikeMe to allow for comparisons. We first extracted the 14 symptoms and associated top four treatments listed by Forshew and Bromberg. We then searched the PatientsLikeMe database for the same symptom–treatment pairs. Members of PatientsLikeMe also mentioned 13 of the 14 symptoms listed by Forshew and Bromberg. The only nonoverlapping symptom was thick phlegm, which had no corresponding item. The PatientsLikeMe data are structured and thus no preprocessing of the data was required.

Treatment Efficacy
In this study we proposed to compare clinicians’ and patients’ perceptions of the efficacy of different treatments to alleviate ALS symptoms. There is one important distinction between the perceptions of these two groups. Patients’ perception of treatment efficacy is direct and personal. That is, patients evaluate treatment efficacy based on how well they responded to the treatment. Clinicians’ perception, on the other hand, is an aggregate judgment, but presumably is based on how well the treatment worked for their patient population.

To enable a fair comparison between the two datasets, we made a few adjustments and transformations. PatientsLikeMe provided a dataset for analysis. We started by searching for efficacy data that would match the 56 symptom–treatment pairs from the Forshew and Bromberg study. We then discarded data on any symptom–treatment pair for which patient sample size was smaller than 6 patients. Given that each pair had a different sample size, we converted the frequencies to percentages to facilitate a visual comparison. Finally, we adjusted the rating scales from both sources. The rating scales from the Forshew and Bromberg study and from PatientsLikeMe were composed of five levels. Items rated as “Can’t tell” from the PatientsLikeMe dataset were not included in our comparative analysis because (1) they were not part of an ordinal scale like the four other items (ie, none, mild, moderate, or major), and (2) they referred to cases in which patients had not yet formed an opinion. We combined the two top levels in the Forshew and Bromberg study because the last item in the scale, nearly complete relief, was quite small (corresponding to less than 3% of the ratings), and it interrupted the continuity of the scale. The first 4 items in the scale explicitly used the word effective. Further, the first two qualifiers (ie, rarely and sometimes) strongly suggested a rating scale based on frequency. The last item in the scale, however, suggested a rating based on the intensity rather than on the frequency of the effect by using the qualifier complete. Figure 1 summarizes the adjustments made to both scales to facilitate a comparative analysis.

Results
As of March 14, 2010, the ALS community on PatientsLikeMe consisted of 4375 members, of whom 41% were female and 59% were male. Of the 697 members who disclosed their age, 3% were under 30 years old, 10% were between 30 and 39 years old, 24% were between 40 and 49 years old, 29% were between 50 and 59 years old, 26% were between 60 and 69 years old, and 8% were older than 69 years. This gender and age distribution is consistent with that of the general ALS population.
population: ALS occurs more frequently in men than in women with a ratio of approximately 1.5:1 to 2.0:1. It is also a disease of upper middle age with a mean age of onset between 55 and 65 years [12].

Prevalence of Treatment Usage
After filtering out the symptoms with fewer then 10 respondents from the list of 13 overlapping symptoms, 10 symptoms and 15 symptom–treatment pairs remained. Table 1 shows the number of patients who responded to the question on the treatments prescribed or received for the 10 specific symptoms. Table 2 shows the 15 symptom–treatment pairs. None of the 15 pairs was used by either group more than 50% of the time. In 7 of the 15 pairs, the discrepancy in usage between the two groups was above 10%. In 3 pairs the differences were over 20%: amitriptyline for labile emotional effect; oxybutynin for urinary urgency; and amitriptyline for disturbed sleep.

Table 1. Number of clinicians and patients who responded to the question regarding treatments prescribed or received for specific symptoms.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Clinicians’ report</th>
<th>Patients’ report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muscle cramps</td>
<td>31 (51%)</td>
<td>95 (35%)</td>
</tr>
<tr>
<td>Sialorrhea</td>
<td>30 (49%)</td>
<td>258 (17%)</td>
</tr>
<tr>
<td>Depression</td>
<td>31 (51%)</td>
<td>300 (19%)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>29 (48%)</td>
<td>240 (15%)</td>
</tr>
<tr>
<td>Spasticity and stiffness</td>
<td>31 (51%)</td>
<td>848 (39%)</td>
</tr>
<tr>
<td>Labile emotional effect</td>
<td>28 (46%)</td>
<td>147 (9%)</td>
</tr>
<tr>
<td>Urinary urgency</td>
<td>23 (38%)</td>
<td>31 (25%)</td>
</tr>
<tr>
<td>Disturbed sleep</td>
<td>31 (51%)</td>
<td>216 (15%)</td>
</tr>
<tr>
<td>Fasciculations</td>
<td>20 (33%)</td>
<td>112 (5%)</td>
</tr>
<tr>
<td>Constipation</td>
<td>28 (46%)</td>
<td>200 (15%)</td>
</tr>
</tbody>
</table>

Table 2. Comparison of percentage of clinicians reporting preferences for specific treatment use in response to a symptom, and patient-reported usage of the same treatments.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Treatment</th>
<th>Clinicians’ report</th>
<th>Patients’ report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muscle cramps</td>
<td>Quinine</td>
<td>30 (35%)</td>
<td>30 (32%)</td>
</tr>
<tr>
<td></td>
<td>Baclofen</td>
<td>16 (19%)</td>
<td>26 (27%)</td>
</tr>
<tr>
<td>Sialorrhea</td>
<td>Amitriptyline</td>
<td>32 (36%)</td>
<td>75 (29%)</td>
</tr>
<tr>
<td></td>
<td>Glycopyrrolate</td>
<td>20 (23%)</td>
<td>46 (18%)</td>
</tr>
<tr>
<td>Depression</td>
<td>Sertraline</td>
<td>21 (24%)</td>
<td>50 (17%)</td>
</tr>
<tr>
<td></td>
<td>Fluoxetine</td>
<td>16 (18%)</td>
<td>28 (9%)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Lorazepam</td>
<td>16 (24%)</td>
<td>65 (27%)</td>
</tr>
<tr>
<td>Spasticity and stiffness</td>
<td>Baclofen</td>
<td>37 (40%)</td>
<td>246 (29%)</td>
</tr>
<tr>
<td></td>
<td>Tizanidine</td>
<td>21 (23%)</td>
<td>42 (5%)</td>
</tr>
<tr>
<td>Labile emotional effect</td>
<td>Amitriptyline</td>
<td>30 (50%)</td>
<td>31 (21%)</td>
</tr>
<tr>
<td>Urinary urgency</td>
<td>Oxybutynin</td>
<td>22 (46%)</td>
<td>6 (19%)</td>
</tr>
<tr>
<td>Disturbed sleep</td>
<td>Amitriptyline</td>
<td>29 (34%)</td>
<td>24 (11%)</td>
</tr>
<tr>
<td></td>
<td>Zolpidem</td>
<td>14 (16%)</td>
<td>71 (33%)</td>
</tr>
<tr>
<td>Fasciculations</td>
<td>Gabapentin</td>
<td>10 (20%)</td>
<td>9 (8%)</td>
</tr>
<tr>
<td>Constipation</td>
<td>Docusate</td>
<td>13 (16%)</td>
<td>38 (19%)</td>
</tr>
</tbody>
</table>

Of the symptom–treatment pairs, 13 corresponded to US Food and Drug Administration-approved (indicated) uses of the drugs; 2 pairs corresponded to uses for which an indication had not been granted (off-label use): amitriptyline for labile emotional effect and gabapentin for fasciculations.

Treatment Efficacy
After eliminating symptom–treatment pairs for which the number of efficacy evaluations was smaller than 10, we were left with 5 pairs. In the following paragraphs we present the results for the perceived efficacy of amitriptyline to treat sialorrhea and baclofen to treat spasticity and stiffness. Results
for the remaining 3 pairs are provided in Multimedia Appendix 1.

**Perceived Efficacy of Amitriptyline to Treat Sialorrhea**

Clinicians had a more positive perception of the efficacy of amitriptyline (Figure 2) to treat sialorrhea. Clinician’s ratings for the drug show a clear ascending trend from ratings 2 to 4, with no clinicians’ ratings of 1. Patients’ ratings of amitriptyline show an inverse trend, with a positively skewed distribution.

![Figure 2. Perceived efficacy of amitriptyline to treat sialorrhea.](image)

**Perceived Efficacy of Baclofen to Treat Spasticity and Stiffness**

Patients’ ratings for baclofen showed a positively skewed frequency distribution (Figure 3). Clinicians’ ratings were evenly distributed between categories 2 and 4.

![Figure 3. Perceived efficacy of baclofen to treat spasticity and stiffness.](image)

**Discussion**

We found that clinicians’ and patients’ perceptions of treatment prevalence and efficacy had some differences and could potentially complement each other. Both patients and clinicians nominated a wide range of treatments for ALS symptoms, and there was not always consensus between them regarding the efficacy of each individual treatment. This indicates that more robust empirical data to guide clinical practices in the management of ALS symptoms is required, and the data from the social network may be used to inform practice.

The clinicians perceived treatment efficacy as only marginal for some treatments. Symptoms associated with treatments that received an average ranking of 3 or higher were classified as treatable. Symptoms associated with treatments that scored below that threshold were classified as difficult to treat. Patients sometimes give a more positive ranking and sometimes a more negative ranking. Due to the sample size, we did not statistically test the differences.

Limited studies have been done to assess the value of using social network data for research purposes. We are not aware of prior work that compared data gathered from a social network with data from clinicians. Observing consistencies and inconsistencies between the two data sources in this study, we believe that data gathered from an online social network, especially as it grows in popularity, can be a potential data source of patient perspectives for scientific studies.

**Limitations and Future Studies**

While providing valuable data, Forshew and Bromberg also duly acknowledge one limitation in the design of their survey: respondents ranked treatments based on an average ALS patient, which oversimplifies the real issue, given that response to treatment may vary according to the disease stage.
Both clinician and patient cohorts are expected to be heavily skewed by self-selection bias. That is, the sample is less likely to be a good representation of a larger population when it is not completely random. In fact, complete sample randomization is a constant issue in any study that deals with human participants. We do not know the demographics or clinical characteristics of patients treated by the physician participants in the Forschew and Bromberg study. We can assume that the patient population was roughly representative of the general patient population, since Forschew and Bromberg conducted a national survey. Similarly, we have little knowledge of the PatientsLikeMe population’s clinical characteristics. The size of the ALS community on PatientsLikeMe, however, is fairly large, representing roughly 5% of the US ALS population. The age and gender of the PatientsLikeMe ALS population do resemble those of the general ALS population.

Given the very small sample sizes for both datasets, the outcomes regarding treatment efficacy are not as robust as one would wish. However, given that the patient pool of PatientsLikeMe grows daily, we expect that such inaccuracies due to sample size will become increasingly smaller in the case of patient-reported data.

In terms of relative sample size, cohorts of clinicians and patients do not lend themselves to a direct comparison. Patients’ observations are based on their personal experiences and thus are direct and singular. Clinicians’ observations, on the other hand, are indirect and aggregate—that is, they are formed based on data coming from a collection of patients. Further, clinicians obviously possess more extensive clinical knowledge than patients do, which makes clinicians’ observations more systematic. Consequently, studies based on patients’ perspectives are likely to require larger sample sizes than studies based on clinicians’ perspectives.

In this study we compared data from only one survey and one online community of patients. Future studies should consider including more instances of each type of data source, which would compensate for the specific limitations and weaknesses of each data source.

Several authors have called attention to the fact that self-selection bias is a common threat to the internal and external validity in studies involving human participants [12,13]. This threat is further magnified in studies that use measurements based on participants’ perception.

Conclusions

Our comparative analysis detected significant discrepancies between patients’ and clinicians’ perceptions of treatment prevalence and efficacy. Both data sets have their own limitations, which were partially described in the previous sections. However, if they are properly conjugated, their potential to offer a more complete and accurate picture of ALS symptomatic treatment is likely to increase. As previously mentioned, data validity issues related to sample size in PatientsLikeMe are likely to gradually self-correct as the online community grows.

Assessing and comparing the efficacy of the symptomatic treatment of a complex and rare disease such as ALS is not easy. It is also important that patients’ as well as clinicians’ views be taken into consideration. Drawing a reliable profile of treatment efficacy requires taking into consideration many interacting aspects (eg, disease stage and severity of symptoms) that were not covered in the present study. Nevertheless, pilot studies such as the one described here can pave the way for more robust studies by helping researchers anticipate and compensate for limitations in their data sources and study design.
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Perceived efficacy of other treatments.
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Abstract

Background: Patients increasingly use social media to communicate. Their stories could support quality improvements in participatory health care and could support patient-centered care. Active use of social media by health care institutions could also speed up communication and information provision to patients and their families, thus increasing quality even more. Hospitals seem to be becoming aware of the benefits social media could offer. Data from the United States show that hospitals increasingly use social media, but it is unknown whether and how Western European hospitals use social media.

Objective: To identify to what extent Western European hospitals use social media.

Methods: In this longitudinal study, we explored the use of social media by hospitals in 12 Western European countries through an Internet search. We collected data for each country during the following three time periods: April to August 2009, August to December 2010, and April to July 2011.

Results: We included 873 hospitals from 12 Western European countries, of which 732 were general hospitals and 141 were university hospitals. The number of included hospitals per country ranged from 6 in Luxembourg to 347 in Germany. We found hospitals using social media in all countries. The use of social media increased significantly over time, especially for YouTube (n = 19, 2% to n = 172, 19.7%), LinkedIn (n =179, 20.5% to n = 278, 31.8%), and Facebook (n = 85, 10% to n = 585, 67.0%). Differences in social media usage between the included countries were significant.

Conclusions: Social media awareness in Western European hospitals is growing, as well as its use. Social media usage differs significantly between countries. Except for the Netherlands and the United Kingdom, the group of hospitals that is using social media remains small. Usage of LinkedIn for recruitment shows the awareness of the potential of social media. Future research is needed to investigate how social media lead to improved health care.


KEYWORDS
Social media; health 2.0; medicine 2.0; eHealth; participatory health care; patient empowerment; Web 2.0; patient-centered care
Introduction

Social media are defined as a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0, and they allow the creation and exchange of user-generated content [1]. Social media allow individuals to participate in online social networks and turn communication into interactive dialogue, using highly accessible and scalable communication applications [2]. Of all young Internet users (18–24 years of age) in the European Union, 80% use social media [3]. In the Netherlands, this percentage is even higher, with 91% using social media [3].

Facebook and Twitter are well-known examples of social media, which have become mainstream social technologies [4]. Facebook has over 800 million active users [5]. For comparison, the United States has 310 million inhabitants [6]. One of the success factors of social media is that many are free of charge. Social media play an increasingly important role in our society, and they are being used for a large variety of purposes, varying from finding a job or an employee to finding a partner or planning a trip. Also, a growing number of people are using mobile devices such as smartphones and tablet computers, which allow them to use social media from any place, at any time [1].

Social media empower users by allowing them to communicate effectively and have access to all kinds of information. Not only individuals use social media; companies use them too. It helps them to listen better to customers to hear what they want. Barnes and Mattson studied use of blogs and Twitter by the 500 largest corporations in the United States [7]. They found a steady adoption of blogs and an explosive growth of Twitter. As these companies have great influence on the commercial sector, it is expected that social media will become more important in the business world.

In health care, patients increasingly use social media to communicate and share information. This is one of the fundamentals of what is described as Health 2.0 or Medicine 2.0 [8]. Patients share their stories and information on social media, which are rapidly indexed by search engines like Google and can be found easily. Seeing that many patients start by performing a Google search, it seems relevant for hospital organizations to be active on social media. For example, 64% of all respondents of an online questionnaire among patients in the United States start by performing a search to analyze their condition [9]. Another reason why hospital organizations should embrace social media is that it may contribute to quality improvements in health care. Active use of social media not only speeds up communication and improves information provision for patients; it allows caregivers to engage patients in the delivery of care, and for caregivers and patients to make decisions collaboratively and improve their relationship [10]. In this way, using social media improves patient-centered care [11].

There are also beneficial aspects for the hospital organization itself. Several studies reported that social media can improve communication among staff, facilitate networking, attract visitors to the hospital’s website, build the hospital’s brand, and be used for recruitment for research projects [12,13].

A descriptive study performed in the United Kingdom found that 40% of the 152 health care organizations they studied used one or more types of social media, but that there was little interaction with online visitors (eg, patients) [14]. Also, many organizations were simply “seeding” information. In the United States, the use of social media by hospitals has been noted. Bennett documented that 674 hospitals had a Twitter account and 448 were on YouTube [15]. Considering that the United States has a total of 5000 hospitals, around 15.7% of all hospitals in the United States are on Twitter, 20.3% are on Facebook, and 10.9% are on YouTube [16]. However, it is unknown whether and how Western European hospitals use social media. Therefore, the target of this study was to identify the extent to which European hospitals use social media.

Methods

In this longitudinal study, we explored the use of social media by hospitals in 12 Western European countries through an Internet search.

Inclusion Criteria

We included the following Western European countries: the Netherlands, Belgium, Luxembourg, Germany, Austria, Switzerland, the United Kingdom, Ireland, Norway, Sweden, Finland, and Denmark. To retrieve a comprehensive list of hospitals for each country, we searched for lists of hospitals with detailed information on Wikipedia and the Hospitals Worldwide website [17,18]. Second, we contacted colleagues from the included countries and asked for official lists of hospitals. Third, we consulted country-specific websites with detailed information. Fourth and last, we used Google and each hospital’s website to find additional information such as contact information or the number of beds. We included only hospitals with a website and at least 200 beds. If hospitals were part of a larger hospital organization with a central website, we explored the central website only and counted these hospitals as 1 hospital.

Variables

For each hospital we recorded the following characteristics: official name, address, country, province or state, email, number of beds, and number of hospitals included in the organization.

Since no scientific evidence was available on the popularity of different social media, we used information from websites and infographics to decide which social media were most popular and needed to be included in the study [19,20]. We gathered data about the following social media: YouTube, Twitter, Facebook, LinkedIn, and blogs (weblogs). We defined blog by the presence of the following characteristics: reverse chronological order of publication, regular updates (>1 per month), and the possibility to post comments. Facebook has different types of pages. In this study, we distinguished between company pages and group pages. For each medium, we searched for relevant data on use such as the number of friends or followers, the number of videos or tweets, and the date of registration. For each medium, we recorded whether the media could be found via the hospital’s website.
Data Collection

Between April 2009 and July 2011, we collected data for each country during the following three time periods: T1 (April to August 2009), T2 (August to December 2010), and T3 (April to July 2011). YouTube accounts, Twitter accounts, and blogs were measured at T1, T2, and T3. For Facebook and LinkedIn, we performed two measurements, at T2 and T3.

Two researchers collected the data. A predefined search protocol was used, containing a 3-step search strategy. First, we visited the hospital’s website and searched for social media. We also used the website’s search function (if available). Second, we searched for the hospital’s name within the different types of social media such as YouTube. Third and last, we used Google for more specific search queries, such as the hospital’s name and Twitter. Table 1 presents the search protocol. Before the official start, the two researchers involved in the search discussed the results for 20 hospitals. Since all variables in this study are unambiguous (eg, number of beds, Twitter account: “yes” or “no”), no relevant differences or issues appeared.

<table>
<thead>
<tr>
<th>Step</th>
<th>Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Select hospital from list.</td>
</tr>
<tr>
<td>2</td>
<td>Visit official website and add contact information to table. Find using standard search tool (ie, Google).</td>
</tr>
<tr>
<td>3</td>
<td>Record number of beds (total). Include hospitals with &gt;200 beds.</td>
</tr>
<tr>
<td>4</td>
<td>If included, proceed to next steps.</td>
</tr>
<tr>
<td>5</td>
<td>Add general information.</td>
</tr>
<tr>
<td>6</td>
<td>Look for different types of social media on hospital’s website and add to table.</td>
</tr>
<tr>
<td>7</td>
<td>Use search option on hospital’s website and search the terms YouTube, movie, film, Twitter, Facebook, blog, LinkedIn, and weblog. Add all new social media to the table.</td>
</tr>
<tr>
<td>8</td>
<td>Visit Twitter.com, Youtube.com, Facebook.com, and LinkedIn.com and search on hospital’s official name. Add all new social media to the table.</td>
</tr>
<tr>
<td>9</td>
<td>Use specific search queries in Google, eg, the hospital’s name AND Facebook. Add all new social media to the table.</td>
</tr>
<tr>
<td>10</td>
<td>Add other relevant information for all types of social media, eg, number of friends and followers, date of registration.</td>
</tr>
</tbody>
</table>

Data Validation

We contacted all organizations with the request to validate the results for their hospital. We sent emails to each hospital’s general email address as stated on their official website, most likely on the Contact page. The email contained a description of this study by the Radboud REshape & Innovation Center, University Nijmegen Medical Centre, and a unique link to an online database. Receivers were able to make changes or add information or comments. We sent 873 email requests. Of these, 45 messages (5%) were returned as undeliverable, and 44 hospitals validated the results (5%).

Analysis

We used descriptive statistics to describe the basic features of our data and the use of social media by the included hospitals. We calculated percentages, means, and standard deviations for normally distributed data, and medians and interquartile ranges for nonnormally distributed data. Cochran Q test was used to analyze the differences in social media usage between the three measurements within individual countries. In case of significant differences, we used the McNemar test for post hoc testing. Furthermore, we analyzed the differences in social media usage between countries at T3 by using the chi-square test. Finally, we used the Wilcoxon rank test to analyze the nonnormally distributed data for number of videos, views, and followers between T2 and T3 within the included countries.

Results

In total we looked at 873 hospitals from 12 Western European countries: 732 general hospitals and 141 university hospitals. The number of included hospitals per country ranged from 6 in Luxembourg to 347 in Germany. The mean number of beds per hospital was 544. Table 2 presents general characteristics of the hospitals.
Table 2. Hospitals included in the analysis and their general details.

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of hospitals</th>
<th>Number of beds, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>General hospitals</td>
</tr>
<tr>
<td></td>
<td>88</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>91</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>347</td>
<td>314</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>Total</td>
<td>873</td>
<td>732</td>
</tr>
</tbody>
</table>

a NL = the Netherlands, BE = Belgium, LU = Luxembourg, DE = Germany, AT = Austria, CH = Switzerland, UK = United Kingdom, IR = Ireland, NO = Norway, SE = Sweden, FI = Finland, DK = Denmark.

We found hospitals using social media in all countries. The use of social media increased over time, and we found significant differences between countries. Table 3, Table 4, and Table 5 show the results by country.

Table 3. Social media usage (T1–T3)^ in 12 Western European countries (YouTube and Twitter).

<table>
<thead>
<tr>
<th>Country</th>
<th>YouTube, n (%)</th>
<th>Twitter, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T2</td>
<td>T3</td>
</tr>
<tr>
<td></td>
<td>T1</td>
<td>T2</td>
<td>T3</td>
</tr>
<tr>
<td>NL (n = 88)</td>
<td>9</td>
<td>23</td>
<td>33</td>
</tr>
<tr>
<td>BE (n = 91)</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>LU (n = 6)</td>
<td>.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DE (n = 347)</td>
<td>3</td>
<td>20</td>
<td>52</td>
</tr>
<tr>
<td>AT (n = 25)</td>
<td>0</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>CH (n = 41)</td>
<td>0</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>UK (n = 175)</td>
<td>6</td>
<td>37</td>
<td>62</td>
</tr>
<tr>
<td>IR (n = 28)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NO (n = 17)</td>
<td>0</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>SE (n = 22)</td>
<td>0</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>FI (n = 9)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DK (n = 24)</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>All (n = 873)</td>
<td>19</td>
<td>99</td>
<td>172</td>
</tr>
</tbody>
</table>

a T1 = April to August 2009, T2 = August to December 2010, T3 = April to July 2011.
b NL = the Netherlands, BE = Belgium, LU = Luxembourg, DE = Germany, AT = Austria, CH = Switzerland, UK = United Kingdom, IR = Ireland, NO = Norway, SE = Sweden, FI = Finland, DK = Denmark.
c Cochran Q test (df = 2).
d McNemar test (df = 2).
e No data.
Table 4. Social media usage (T1–T3)<sup>a</sup> in 12 Western European countries (Facebook, blogs, and LinkedIn).

<table>
<thead>
<tr>
<th>Country&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Facebook, n (%)</th>
<th>P value</th>
<th>Blog, n (%)</th>
<th>P value</th>
<th>LinkedIn, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T2</td>
<td>T3</td>
<td>T2 vs T3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>T1</td>
<td>T2</td>
</tr>
<tr>
<td>NL (n = 88)</td>
<td>ND</td>
<td>0</td>
<td>13 (15%)</td>
<td>&lt;.001</td>
<td>2 (2%)</td>
<td>5 (6%)</td>
</tr>
<tr>
<td>BE (n = 91)</td>
<td>ND</td>
<td>20 (22%)</td>
<td>62 (68%)</td>
<td>&lt;.001</td>
<td>2 (2%)</td>
<td>2 (2%)</td>
</tr>
<tr>
<td>LU (n = 6)</td>
<td>ND</td>
<td>0</td>
<td>3 (50%)</td>
<td>.25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DE (n = 347)</td>
<td>ND</td>
<td>26 (8%)</td>
<td>232 (66.9%)</td>
<td>&lt;.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AT (n = 25)</td>
<td>ND</td>
<td>1 (4%)</td>
<td>21 (84%)</td>
<td>&lt;.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CH (n = 41)</td>
<td>ND</td>
<td>4 (10%)</td>
<td>15 (37%)</td>
<td>.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>UK (n = 175)</td>
<td>ND</td>
<td>31 (18%)</td>
<td>163 (93.1%)</td>
<td>&lt;.001</td>
<td>0</td>
<td>10 (6%)</td>
</tr>
<tr>
<td>IR (n = 28)</td>
<td>ND</td>
<td>0</td>
<td>23 (82%)</td>
<td>&lt;.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NO (n = 17)</td>
<td>ND</td>
<td>2 (12%)</td>
<td>15 (88%)</td>
<td>&lt;.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SE (n = 22)</td>
<td>ND</td>
<td>0</td>
<td>10 (45%)</td>
<td>&lt;.001</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>FI (n = 9)</td>
<td>ND</td>
<td>0.0</td>
<td>7 (78%)</td>
<td>.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DK (n = 24)</td>
<td>ND</td>
<td>1 (4%)</td>
<td>21 (88%)</td>
<td>&lt;.001</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>All (n = 873)</td>
<td>ND</td>
<td>85 (10%)</td>
<td>585 (67.0%)</td>
<td>&lt;.001</td>
<td>7 (1%)</td>
<td>20 (2%)</td>
</tr>
</tbody>
</table>

<sup>a</sup>T1 = April to August 2009, T2 = August to December 2010, T3 = April to July 2011.
<sup>b</sup>NL = the Netherlands, BE = Belgium, LU = Luxembourg, DE = Germany, AT = Austria, CH = Switzerland, UK = United Kingdom, IR = Ireland, NO = Norway, SE = Sweden, FI = Finland, DK = Denmark.
<sup>c</sup>McNemar test (df = 2).
<sup>d</sup>Cochran Q test (df = 2).
<sup>e</sup>No data.
Table 5. YouTube videos, views, and Twitter followers at T2 and T3a.

<table>
<thead>
<tr>
<th>Countryb</th>
<th>YouTube videos per account, median (IQRc)</th>
<th>P value</th>
<th>YouTube views per account, median (IQR)</th>
<th>P value</th>
<th>Twitter followers per account, median (IQR)</th>
<th>P value</th>
<th>T2 vs T3d</th>
<th>T2 vs T3d</th>
<th>T2 vs T3d</th>
</tr>
</thead>
<tbody>
<tr>
<td>NL (n = 88)</td>
<td>5 (2–20)</td>
<td>9 (5–26)</td>
<td>.03</td>
<td>839 (221–1721)</td>
<td>&lt;.001</td>
<td>119 (48–235)</td>
<td>336 (150–748)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>BE (n = 91)</td>
<td>3 (2–3)</td>
<td>7 (3–9)</td>
<td>.18</td>
<td>241 (145–241)</td>
<td>.04</td>
<td>175</td>
<td>127 (41–232)</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>LU (n = 6)</td>
<td>5 (a)</td>
<td>4 (a)</td>
<td>ND</td>
<td>141</td>
<td>ND</td>
<td>0</td>
<td>0</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>DE (n = 347)</td>
<td>2 (2–17)</td>
<td>6 (3–19)</td>
<td>.01</td>
<td>1809 (737–27,823)</td>
<td>.001</td>
<td>51 (27–76)</td>
<td>90 (30–309)</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>AT (n = 25)</td>
<td>20 (10–22)</td>
<td>32 (18–58)</td>
<td>.11</td>
<td>10,930 (5465–12,755)</td>
<td>.18</td>
<td>0</td>
<td>0</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>CH (n = 41)</td>
<td>2 (2–3)</td>
<td>6 (3–16)</td>
<td>1</td>
<td>3 (a)</td>
<td>ND</td>
<td>19</td>
<td>63</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>UK (n = 175)</td>
<td>5 (2–8)</td>
<td>7 (4–16)</td>
<td>.004</td>
<td>256 (137–1436)</td>
<td>&lt;.0001</td>
<td>311 (135–625)</td>
<td>464 (145–1019)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>IR (n = 28)</td>
<td>0</td>
<td>0</td>
<td>ND</td>
<td>0</td>
<td>ND</td>
<td>0</td>
<td>44 (a)</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>NO (n = 17)</td>
<td>7 (5–8)</td>
<td>4 (3–8)</td>
<td>.32</td>
<td>2962 (2700–3223)</td>
<td>.18</td>
<td>57 (30–83)</td>
<td>200 (65–370)</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>SE (n = 22)</td>
<td>13 (7–16)</td>
<td>12 (4–12)</td>
<td>.13</td>
<td>560 (458–7199)</td>
<td>.35</td>
<td>84 (75–92)</td>
<td>142 (116–169)</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>FI (n = 9)</td>
<td>0</td>
<td>0</td>
<td>ND</td>
<td>0</td>
<td>ND</td>
<td>0</td>
<td>0</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>DK (n = 24)</td>
<td>1 (1–2)</td>
<td>3 (3–3)</td>
<td>ND</td>
<td>101 (51–152)</td>
<td>ND</td>
<td>0</td>
<td>0</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>All (n = 873)</td>
<td>4 (2–13)</td>
<td>7 (3–16)</td>
<td>&lt;.001</td>
<td>575 (190–2444)</td>
<td>&lt;.001</td>
<td>204 (74–579)</td>
<td>271 (85–724)</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

a T1 = April to August 2009, T3 = April to July 2011.

b NL = the Netherlands, BE = Belgium, LU = Luxembourg, DE = Germany, AT = Austria, CH = Switzerland, UK = United Kingdom, IR = Ireland, NO = Norway, SE = Sweden, FI = Finland, DK = Denmark.
c Interquartile range.
d Wilcoxon signed rank test.
e No data.

YouTube

YouTube accounts were found in 10 countries (Table 3). At T3, we found significant differences in the percentage of YouTube usage ($\chi^2_{11} = 73.9, P < .001$). The Netherlands (38%, n = 33) and the United Kingdom (35%, n = 62) had the highest percentage of hospitals with a YouTube account. During the research period, the percentage of YouTube accounts increased significantly (Table 3). The median number of videos per YouTube account at T3 was 7 (Table 5).

Twitter

Twitter accounts were found in 8 of 12 countries (Table 3), with significant differences between countries ($\chi^2_{11} = 209.2, P < .001$) at T3. The Netherlands (56%, n = 49), the United Kingdom (39%, n = 68), and Norway (47%, n = 8) had the highest percentages of hospitals with a Twitter account. The median number of followers for all countries at T3 was 271 (Table 5). We identified 1 hospital with 3300 followers.

Facebook

Facebook accounts were found in all countries, ranging from 15% (n = 13) in the Netherlands to 93.1% (n = 163) in the United Kingdom (Table 4). At T3, there was a significant difference between all countries in the percentage of Facebook usage ($\chi^2_{11} = 202.1, P < .001$). Facebook usage increased significantly in 11 countries. Two types of Facebook accounts were found: company profiles and group pages (Figure 1). The number of Facebook group pages was lower, ranging from 0% in Luxembourg to over 40% in Finland and Norway. Apart from 2 countries (Norway and Finland), having a Facebook page accessible through the hospital’s website was an exception (Figure 1).
Figure 1. Percentage of Facebook company profiles (FB COM), group pages (FB GROUP), and links (Link) to a Facebook account on hospital websites at T3 (April to July 2011). NL = the Netherlands, BE = Belgium, LU = Luxembourg, DE = Germany, AT = Austria, CH = Switzerland, UK = United Kingdom, IR = Ireland, NO = Norway, SE = Sweden, FI = Finland, DK = Denmark.

Blogs
Blogs were found in 7 of the 12 countries, ranging from 1% (n = 1) in Germany to 9% (n = 2) in Sweden (Table 4). We found blogs less frequently than the other types of social media. The percentages of blogs differed significantly between countries ($\chi^2_{11} = 28.5, P = .003$).

LinkedIn
We measured LinkedIn during two periods (T2 and T3). We found significantly increased usage in 4 countries. At T3, the percentage of LinkedIn accounts ranged from 3% (n = 10) in Germany to 81% (n = 71) in the Netherlands (Table 4), and the percentages were significantly different ($\chi^2_{11} = 336.4, P < .001$). Of all 873 hospitals, we found 1 hospital with a link to their LinkedIn profile on their website.

Discussion
In this longitudinal study we explored the use of social media by 873 hospitals in 12 Western European countries. The use of social media increased in all of the countries, especially YouTube (from 2% to 19.7%), LinkedIn (20.5% to 31.8%), and Facebook (10% to 67.0%). This increased use of social media has been confirmed by other studies [14]. Interestingly, the use of Twitter, Facebook, and YouTube in Europe appeared to be higher than in the United States [15].

There are notable differences between the 12 countries. The use of Twitter was especially popular in the United Kingdom, the Netherlands, and Norway. At the third measurement, almost half of all hospitals in the Netherlands and in Norway were on Twitter. YouTube was used by 35% of the hospitals in the United Kingdom and 38% in the Netherlands, whereas the use of YouTube varied from 0% to 23% in all other countries. There are several possible reasons for the differences between countries that we found. First, the use of social media could be related to the Internet penetration in a specific country. However, the differences in broadband penetration in Europe are small [21]. Second, there may be an influence of local or country-specific social media. An example is Hyves, which was, until recently, the most popular social network in the Netherlands, with more than 11 million members [22]. This could explain why Facebook was less popular in the Netherlands than in other countries. It is difficult to predict the popularity or influence of other social media. Online sources show that Facebook, when Hyves is excluded, was the most popular social media network in all other countries during the research period [19,20].

The activity of hospitals on social media increased during the research period, as the number of videos and viewers of YouTube channels, and of Twitter followers increased. Furthermore, the increased usage of LinkedIn was notable in the Netherlands and the United Kingdom at the third measurement. Hospitals in these countries seem to be aware of the benefits of recruiting personnel that LinkedIn offers. However, the observation that only 5% (n = 48) of all 873 hospitals had a link to their YouTube channel and 10% (n = 90) had a link to their Twitter feed on their website indicates that hospitals are not using the full potential of all types of social media yet. Based on this study, we cannot say anything about the content of videos, tweets, and messages. However, our data show that an ever-increasing number of users are watching the videos and reading the tweets.

Since Western European hospitals have become aware of social media and increasingly use it, we foresee great opportunities to improve health care and to stimulate participatory health care. Various studies have described improvements that social media could offer to health care, such as greater transparency, openness, and communication, and improved patient support and knowledge translation [4,10]. Therefore, research should be focused on describing best practices, which may help speed up implementation of social media. Furthermore, it would be worthwhile to identify for what purposes hospitals use social media and to what extent social media improve participatory
health care. For a complete overview, future research should also focus on the challenges and risks of using social media, such as legal constraints, fraud, and budget constraints. These topics are also important research subjects in the light of the discussion about desirability of social media usage by health care professionals.

Our study has some limitations that need to be discussed. In a few cases, we experienced difficulties determining whether a social network was official (was initiated and maintained by the hospital itself). However, we gave hospitals the opportunity to correct their data. Another aspect is the differences between health care systems in the included countries. We found that in a few countries, some hospital organizations included more than 1 hospital. Since we counted these organizations as 1 hospital, our data do not reflect the results of individual hospitals in every country.

Another aspect is that we measured Facebook and LinkedIn only at T2 and T3. It would have been interesting to see the results for T1. However, at the start of the project, we were not aware of hospitals using Facebook or LinkedIn. Since Facebook and LinkedIn became increasingly popular in 2009 and 2010, we decided to include them in the search we conducted in this study.

Awareness and use of social media is growing in Western European hospitals. Social media usage differs significantly between countries. Except for the Netherlands and the United Kingdom, the group of hospitals that are using social media remains small. Usage of LinkedIn for recruitment of personnel shows that hospitals are aware of the potential of social media. Future research is needed to investigate how social media lead to improved health care.
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Abstract

Background: Many users of Internet interventions do not persist with the full treatment program. As persistence may influence outcomes of such interventions, being able to maximize persistence is vital. However, while studies have begun to explore the predictors of dropout in Internet interventions, few have explored reasons why users persist with the programs, which may not just be the converse of the reasons for dropout.

Objective: To answer the question of what influences persistence with online interventions.

Methods: We interviewed participants in the Cardiovascular Risk E-couch Depression Outcome (CREDO), a trial evaluating the efficacy of an eHealth intervention (e-couch) in treating depressive symptoms in those with comorbid depression and cardiovascular risk factors. Interviews were semistructured in nature and were analyzed using a grounded theory approach. Interview numbers were curtailed (n = 12) after theoretical saturation.

Results: All participants reported substantial barriers to completing the program including time constraints, competing priorities, anxiety about spending time on the computer, and perception of limited worth of the intervention. Participants who persisted with the trial reported intrinsic motivations such as personal values about task completion and sense of control, and recognized external motivators that aided the development of habits and identified personal benefits attributable to the program.

Conclusions: Online interventions may benefit from content that enhances the intrinsic motivations such as a having sense of control and being able to identify with the program, and by increasing the relative value of the program in order to enhance persistence. Persistence within a trial setting appears modifiable through explicit messages regarding supporting others. In terms of motivators, the use of a hook to engage participants who are starting the intervention due to curiosity and the use of reminder systems to prompt participants may also improve persistence. The worth of such additions should be evaluated using adherence and outcomes metrics.


(J Med Internet Res 2012;14(3):e91) doi:10.2196/jmir.2100
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Introduction

As acceptability of the Internet and Web-based programs increases [1-5], so too does the volume of Web-based interventions for mental health and health behaviors [6-10]. Such interventions are not necessarily standalone interventions, but may be used in a stepped-care model [11,12], as an adjunct to face-to-face therapy to enhance the availability of access to mental health services [4,13], or as an intervention supported by a health care worker [14,15].

Increasing interest in online interventions or e-therapy has largely been driven by the belief that delivering interventions over the Internet overcomes some of the barriers of traditional face-to-face therapy. Such issues include geographical access, time restrictions, cost of accessing services, and reluctance to seek help [16-18]. The Internet as a mode of delivery may overcome these barriers through being available where and when the client needs the intervention [1], and by promoting help seeking and disclosure through anonymity [19-21]. Additionally, some studies have found that online interventions are less affected by behavioral avoidance of session attendance [22], are more cost effective [23], and may reach people whose symptoms are more severe than the symptoms of those who present to a clinic [1]. Importantly, some research participants have also indicated that they perceived online interventions as a valid [24] and creditable [4] form of treatment with high levels of acceptability.

While online interventions have been shown to be effective [25-27], little is known about the degree to which the users’ engagement in, persistence with, and use of the program (or program adherence) influences the intervention outcomes. In e-therapy research trials, the term dropout is often used in place of persistence and refers to when the individual does not complete or persist with the intervention, thereby not completing the required modules or assessments [28]. However, a participant can fail to persist with the program, yet not drop out from the trial by continuing to provide outcome data. This can affect the ability of results to be generalized [29,30] and undermine the outcome of the trial. To date, efficacy trials have generally reported, when mentioned, good to excellent levels of persistence, often due to the intensive preparations, assistance, and follow-up of participants [28]. However, many authors have noted that dropout rates are high in open access trials [28,31-33], with only a small proportion persisting with the trial and associated follow-ups. For example, Christensen et al reported that only 0.5% of spontaneous users completed an open access online depression program [34], with similar figures of 1% in an open access trial for anxiety [35]. However, the dropout rates may vary according to the intervention features, with clinician-guided interventions having less dropout than interventions that are fully automated [35,36] and closed trials having better persistence (ranging from 47% to 99% [28]) than open access trials [34,37], purportedly due to the follow-up by the research team [32]. Alternatively, the low persistence rates in open access trials may be an artifact of “window shopping,” where potential users register for the program to determine what the program is like. Such an approach leads to the user completing 1 or a few modules in order to decide whether to continue with the program. The intensive preparation, informed consent, and screening processes within closed trials make such window shopping less likely, given the upfront investment and awareness in the program before commencement.

Research into program engagement, particularly the reasons for nonadherence and poor persistence, is sparse despite the thinking that the degree of engagement in self-directed or self-help online therapy is as important as engagement in face-to-face therapies [10,38,39] for optimizing outcome. What data there are indicate that users frequently cite forgetfulness and a lack of time as reasons for poor adherence [40,41] or persistence.

Maximizing a participant’s motivations to persist seems a self-evident goal of an e-therapy program [2,42], even though the moderating and mediating factors in online intervention effectiveness are not well understood [43]. Theoretical models have been developed to explain adherence and persistence on the basis of factors determined a priori by researchers in quantitative studies; drawn from medication adherence literature, health behavior change models, and technology studies; or based on the quantitative findings from online interventions. Only two studies have qualitatively explored the user perspectives and motivations that may influence adherence and persistence with asynchronous (where feedback or communication does not occur in real time but has a time delay) or automated e-therapy interventions. Gerhards et al completed a qualitative study using 18 semistructured interviews [44], concluding that three types of factors influenced adherence or persistence to, and the perceived effectiveness of, the trial: technical factors, such as knowledge and ability to access a computer; social factors, such as desire for people contact, levels of motivation, and belief that the program was applicable to the individual’s situation; and research-specific factors that may influence symptoms and symptom reporting. In a different approach, Bendelin et al classified people who participated in a guided self-help online intervention into readers, strivers, and doers based on interviews with 12 strategically selected participants [45]. Overall, motivation to persist with the intervention was influenced by participants’ perception of support they received and required, and by their perception of improvement.

While these two studies provide an understanding of some of the factors that influence adherence and the translation of online to offline behavior in their respective populations, no clear model exists to explain the role of motivation in influencing persistence in online interventions. Grounded theory is a form of systematic qualitative inquiry that allows the generation of theory from data. This methodology is useful for the development of new theories and ideas in areas where theory does not readily exist, such as the area of motivation in online interventions and e-therapy. This study took a grounded theory approach to address the question of what influences persistence with online interventions in order to propose a model to aid program development.

Methods

We conducted face-to-face and telephone interviews with participants in the Cardiovascular Risk E-couch Depression Outcome (CREDO) study, which evaluated the efficacy of an
eHealth intervention (e-couch) in treating depressive symptoms in those with comorbid depression and cardiovascular risk factors [46].

Participants, recruited from those engaged in the study between the 6- and 12-month follow-up stages, were invited by email to participate in the qualitative study. Participants who were less than 2 weeks away from an assessment were excluded, so as not to add burden to their participation for the final survey. We sent 80 email invitations to participants with the aim of recruiting approximately 10% of these. Participants were invited only once. Participants were selected at random from those eligible using a random number generator. Recruitment occurred in three waves and continued until theoretical saturation (where no new insights emerged from the data) [47] was reached. Interviews were offered without knowledge of the study arm and were not stratified. Participants were not remunerated for their participation in either the CREDO trial or this qualitative substudy.

### Intervention

E-couch is a 12-week online cognitive behavioral therapy intervention for depression. The program contains elements pertaining to psychoeducation, activity scheduling, thought challenging, problem solving, and interpersonal therapy. The program is fully automated with a new module opening each week. During the trial, participants received a reminder email 3–4 days after the module had opened. They also received a scripted reminder, but not therapeutically assisting, telephone call from a research assistant if they had still not completed the module 1 week after it had opened.

### Ethics Approval

We obtained written informed consent from all participants. Ethics approval for the CREDO trial and the qualitative substudy was obtained from the University of Sydney Human Research Ethics Committee. The University of New South Wales Human Research Ethics Committee provided ethics approval for the 45 and Up Study.

### Study Sample

Participants in the study were residents of New South Wales, Australia, who had enrolled previously in the 45 and Up Study [48] and, subsequently, the CREDO trial [46]. Given this, all participants were aged over 45 years, had an active email address, had indicated a self-reported history or high risk of cardiovascular disease, and had at least a moderate level of depressive symptoms at two time points.

### Data Gathering

We conducted 10 telephone and two face-to-face interviews between August and December 2011 at a location and time of the interviewee’s convenience. The interviews were conducted and analyzed using a grounded theory approach, where themes and theories were allowed to emerge without using preconceived hypotheses and ideas [49]. An initial semistructured interview guide was developed with new questions being reformulated during the transcription and data analysis and added to the interview schedule in an iterative fashion. Therefore, the interview schedule evolved over the course of the research project. Interviews lasted between 46 and 68 minutes, with all interviews revolving around one key question: “What kept you using the online program after you had begun?” Theoretical saturation appeared by the ninth interview, with a further three interviews being completed to ensure that this was the case. After we received informed consent from participants, we audio recorded interviews using an electronic dictating machine.

### Data Analysis

On completion of interviews, the interviewer transcribed audio files verbatim and then checked the transcriptions against the audio recordings. Interview transcripts were analyzed and coded as soon as possible after each interview. Handwritten field notes and impressions of the interview were also used to inform the analysis and generation of memos. The lead researcher analyzed typed transcripts of the interview using codes developed from written comments on the transcription. These comments were analyzed using a ground theory approach emphasizing the use of iterative techniques, whereby data and emergent theory are constantly compared [49]. During the initial coding process, the lead researcher coded the transcripts to identify ideas in the data. This was followed by focused coding, where a central set of codes was pursued based on the prevalence of the initial codes and those considered a priori by the researcher. Theoretical coding was then used to link the codes to each other. Conceptual memos were written from the focused codes to help develop an understanding of the codes and how these related to the data and other codes. No coding or analysis software was necessary for this analysis.

### Results

In total, two central themes of barriers and motivators emerged, each with several subthemes. All participants reported substantial barriers that decreased their motivation to continue with the program. These included time constraints and competing priorities, technology fatigue from spending the day on the computer at work, anxiety about spending time on the computer away from other demands of day-to-day life, and perception of limited worth of the intervention.

Participants who persisted with the trial identified intrinsic motivations and extrinsically motivated strategies to overcome the barriers that they faced in persisting with the trial. These included developing habits, recognizing personal values about completion, and identifying the benefits for others if the benefits for themselves were not immediately obvious.

### Barriers

#### Personal Factors that Decreased Intrinsic Motivation to Participate

Forgetfulness or a Lack of Awareness That the Program Needs to be Completed

The competing demands for time and need to prioritize also appeared to result in many participants “forgetting” to complete their module and associated activities on a weekly basis. Many participants alluded to relying on weekly reminders that a module had opened, rather than initiating seeking out the new
module themselves. Forgetfulness appeared to be particularly prevalent when the participants postponed completing a module until a later time. Many stated that they would put the module off, intending to complete it when they would be able to focus on the intervention without competing demands, but often forgot to return to it. They often forgot when other demands on their time arose or when they lacked regular computer time, resulting in a lack of visible reminders that the program was open.

It was good, but I did especially appreciate the reminder because sometimes it came through at a busy time, um, I didn’t mean to forget about it but it happens. And I was thankful for the reminder. [Interviewee #11]

Mood/Anxiety
Mood and anxiety were also often cited as barriers to engagement. When anxiety was high, participants found it difficult to find the time or concentrate on the program. When mood was low, participants lacked motivation to complete the program, often feeling overwhelmed by its demands. This resulted in participants focusing on other more manageable tasks, which allowed them to feel that they had completed at least some tasks throughout the day. Tasks of daily living were often prioritized ahead of the program, even when participants believed that they would benefit from taking the time to complete the program and objectively had the time.

...I get anxious, and then I begin to think to myself that “I’ve got to do this” and “I’ve got to do that,” and “I can’t do my [program] now, I’ll do it later,” and really there is nothing that can’t wait. Nothing at all. I have a set routine. I’m retired. But I get myself into such a state of anxiety that I can’t relax and do my [program]. So I leave it and go and do my silly little things such as taking my dog for a walk and doing my shopping. All sorts of, you know, mundane things that are not important, well they are important, but I could give myself the time to relax and do it...
[Interviewee #1]

Factors That Reduced Engagement With the Program
Program Seen to be a Poor Fit to the Individual
Several participants reported frustration with the program’s lack of personalization. This was particularly reinforced by frustration with the standardized questionnaires embedded in the program and trial. Participants frequently cited that the answers were unlikely to reflect their true state, as they did not believe that they fit within the categories provided. This resulted in them feeling frustrated and wanting to stop completing the questionnaires. Many indicated that the capacity to provide additional information in terms of a free-text box would be beneficial and would enhance their desire to persist with the program.

I found the questions strange. The question that said “Do you do what your doctor tells you?,” I’m going “I’m not 4...how am I going to respond to this?” And in the end I throw my arms in despair and go “Urgh! I don’t know, I don’t know the answer!” and put it in the appropriate box...I found that when I clicked on the “Do I take x, y, z medicine” and put “Yes” and the window came up and gave me space to write in it. I want more of those windows. [Interviewee #4]

Other participants were concerned that their answers were being misinterpreted, which may have influenced their answers and therefore the time taken to answer the questionnaires or complete program activities. This was reflected in the number of emails participants sent, unsolicited, to the project team to contextualize their answers to the questionnaires.

The perceived unidirectional relationship between the user and the program also led participants to consider that how they engaged in the program was irrelevant and decreased their motivation to continue. They felt that the computer offered little in terms of support, interaction, and feedback. Participants frequently reported thoughts of giving up on the questionnaires and the trial due to feeling that their information would be misrepresented and therefore not useful to the trial team.

Because you need a bit of feedback...It’s a bit of an empty system, because...you know...you put out a few stories about your thoughts and experiences, but you know...nothing comes back. [Interviewee #1]

Although some participants reported that this unidirectional nature of the relationship was beneficial, for others, it reduced any obligation to log on to the system and use it. The sense of accountability was decreased, as there was no feedback or cost of engaging with the program. A lack of perception of the program being a therapeutic relationship and of someone relying on their attendance meant that several participants felt that they were able to put off completing the program. The freely available nature of the program, without cost, waiting lists, or time restrictions, meant that participants placed less value on completing the program when it was opened to them.

...it’s a lot easier to ignore. Um...and truly and if you’ve made an appointment and you know you have to pay for it, you’re going to turn up. [Interviewee #1]

Failure to Learn Anything New
Participants who felt they were not learning anything reported lower levels of motivation to persist with the program. Some had had previous psychological treatment for depression and felt that the program did not offer them anything substantially different.

...think I was a bit of a difficult ah...participant, because I know a lot about uh...um...emotional therapies. And...and...a lot about the theories, so...um...it was uh...it was a bit tedious to go through each of the programs and the theories and then the examples for me... [Interviewee #1]

...a lot of the stuff we did online was not new...and that frustrated me. [Interviewee #2]

Yeah, and the other thing you know, it’s long-winded. I can, sure there are some people, but for people who have, maybe, who have been to university, who have a certain level of understanding of these problems or
Lack of Perception of the Program as a Therapeutic Relationship

Previous therapy experiences also meant that some had different expectations of the therapeutic relationship. The program therefore offered reminders and information, but not therapy as such. This meant that participants struggled to engage in the computer intervention and to see it as therapy.

Um...ah...because you have no feedback, they’re like chalk and cheese really. Well, yes...it was educative, but I didn’t feel like it was a therapy session...

[Interviewee #1]

Those participants who perceived little personal benefit from the program reported persisting due to the perception of obligation to the researcher or the belief that their input would help the wider community. They appeared to hold values around completion and contributing to society that allowed them to continue to persist with the program.

Motivating Factors That Enhanced Persistence and Adherence to the Program

Participants reported several strategies and motivations that allowed them to complete the program on a (semi)regular basis. These strategies were rarely linked to a specific intervention barrier but were rather seen as intrinsic traits or behaviors that allowed them to continue engaging with the program.

Feeling an Improvement

The perception of receiving a benefit from the program was considered to be the primary reason many participants persisted with the intervention. Participants reported experiencing benefits of the program beyond a sense of accomplishment and looking forward to completing the next part of the program. These participants frequently spoke about the benefits of the program and how they were implementing changes from the program into their daily lives.

...I felt satisfied at the end of it. That I’d done it, it was interesting and it was...I suppose it reinforced what I probably should be doing myself. It was easy to do and pleasant, and yeah I felt good about doing it...

[Interviewee #5]
Sense of Duty to Oneself

Many participants cited value in completing what they had started as a reason to continue the program despite being frustrated with it. The participants often contextualized these values as being a learning of their generation, with many indicating that these values had developed as they had grown up and had persisted into adulthood.

...because I had committed to doing something and so I did it. [Interviewee #2]

Due to having these values, they were going to complete the program regardless of how frustrating or tedious it was. They completed it because their sense of what they should and shouldn’t do directed them. Holding such values meant that they did not consider stopping the program or dropping out from the study.

Sheer determination to see what’s this one going to be about, curiosity perhaps and it was determination. I feel you know if a job’s worth doing you do it as good as you can. There’s no point in giving up in the middle of [a] thing you just keep on plodding on. [Interviewee #3]

On completing the entire program they described a sense of accomplishment coupled with relief, a sense of having done something that was difficult, but that they had overcome their difficulties. These participants placed value in hard work and were often scornful of those who dropped out, implying this was a weakness of character. They placed pride in completion where they saw the task as a chore rather than a personally useful tool or activity.

Something That Needs to Be Done: Task Completion

Participants who integrated the program into their day-to-day routine appeared to be less likely to struggle to be adherent. They did not see the program as an activity to be reflected on, rather, they saw it as a task to be done with little emotional connection to it.

I log in to my Internet every morning, I spend an hour or two hours, depending on what I have to do. And...um...and I’ll always complete task as they come up. So with my emails, it’s the same. I’ll answer them on the same day or possibly the next day. [Interviewee #2]

This was more common in participants who logged on to the computer daily and who often referred to themselves in terms that implied a perception of being organized or task driven. Routine was often highly valued and the ability of the program to fit into this allowed it to become routine. These participants saw the program as something that needed to be done, rather than something that they wanted to do or enjoyed doing. They often described it as part of the daily chores or to-do list for that day. The development of habit and the perception of the modules as needing to be done is particularly interesting given that participants were able to opt out of the trial at any stage. Instead, they conceptualized the trial as medicine that needs to be taken.

Obligation to the Research and the Researchers

Many participants used words such as commitment and obligation to describe the things that made them remain engaged in the program. They described feeling a sense of commitment to the researcher or to the research. Many of these participants had been part of research teams in the past and therefore placed heavy emphasis on participating in research projects. Some were also aware of the numbers required to successfully complete a research project and aware of the impact of dropout on research outcomes.

Well, I mean, you really, you have to keep going. Um, when you start something you got to finish it, unless it drives you crazy. And it didn’t drive me crazy. There were some days when I did it and I thought “God how much more of this?,” but you made a commitment, so you followed through and you did it. And I mean if you don’t finish it how can you help if you’re only giving half information how can you help? And as I say the main criteria was perhaps I could help. [Interviewee #9]

I am thinking of the fact that I have committed. Commitment is all I can think of. And I am thinking that the person I have committed to is relying on my support. And um...it would be very unfair to let them down. I know that I am only one of many people, but if everybody would drop out...where would we be? [Interviewee #2]

When participants had engaged previously in programs that were not obviously linked to research, they were less likely to adhere to the program outline. This research-related engagement appeared to be driven by an obligation to others, rather than an obligation and perception of the benefits that they might have received themselves. Participants reported that when they were completing a program for only themselves, program use was more ad hoc, as they believed that they could complete the program at their own pace without affecting others. However, when engaged in research, there was more pressure to complete the program in a timely manner and in its entirety to ensure their contribution was able to benefit others.

For instance, with my [other program]. I drop in and I drop out depending on my other commitments because I know that nobody else is involved but myself. [Interviewee #2]

This motivating factor appears to be linked to the completion of research and may not enhance motivation in open access users of freely available online programs. The removal of an obligation to others when there is no research project attached to the program may lead to open access users not completing programs, not obtaining the full benefits of programs, or dismissing online programs as ineffective. Such experiences may also lead to participants dismissing psychological therapies as ineffective for their problem and may actually decrease help seeking.
Discussion

Overall, participants who had persisted with the e-therapy intervention reported multiple barriers and motivating factors in completing the program. It appeared that all participants initially engaged in the program with the hope that the program would be beneficial for themselves or for others. However, only half of the interviewed participants reported being able to complete their modules on a weekly basis. These participants appeared to have different barriers from those who completed the program less frequently, who often mentioned a lack of time and competing demands such as work and family. Motivating factors for less-adherent participants included believing that the research was important and feeling obligated to others. The more regularly adherent participants appeared to be older and reported more confusion around technology use but fewer issues with time demands and program frustrations. More-adherent participants were more likely to perceive the program as beneficial. These benefits consisted of mood improvements and a sense of getting things done, satisfaction at completing the program, and a sense of contributing to the wider community through research. However, over time the motivation to persist with the program decreased in many participants due to ongoing program frustration and the influence of personal factors such as mood issues and forgetfulness. To overcome these barriers, participants needed external motivators in the forms of reminders of their reasons for engagement and demonstrations of the benefits of completing the program (eg, changing symptom profiles). Consistent with previous research, these factors were often varied and multifaceted [42,44,45] but were incorporated into the program through the reminder emails and phone calls.

Several factors have emerged as themes about why people choose to engage and persist in an online intervention (see Figure 1.). Consistent with the medication adherence and persistence literature [50], this study found that people appear to have to perceive a benefit of the online intervention that is greater than the cost of participating. This benefit can be personal and, in the context of a trial, altruistic. Where there were time demands and pressures to complete work, participants often appeared to report a perceived benefit of completing the program as a factor that allowed them to persist with the program. This may be the result of the perception of having completed a to-do list task and through building a sense of mastery, which may be even more important when feeling overwhelmed and pressured from less-controllable areas of their lives. This indicates the importance of highlighting achievements within the program and reinforcing participation on an ongoing basis. A sense of obligation to oneself could also be manipulated through behavioral economic approaches. For instance, patients value and perceive gaining more benefit from health interventions for which they have paid [51] and may be more likely to use these as prescribed. To our knowledge no such approach has been tried in the e-therapy arena.

However, this study suggests two additional areas that influenced persistence other than personal benefits. The first of these, which is trial specific and may not be replicated in a nontrial or real-world setting, is that participants persisted with the intervention and study because of beliefs that research is important, even when they felt little personal benefit from the program, or feelings of commitment to researchers. This is consistent with medical literature that has indicated that people who participate in research trials are more likely to view research more favorably [52] and are therefore more likely to participate. This indicates that highlighting the benefits of research in the early stages, such as recruitment, would help to initially engage people in the program and enhance their motivation to participate.

The second factor was the perception that through use of the program they may benefit the wider community. Consumers rarely appear to use interventions with the view that their behavior would affect the wider community, with the exception of vaccinations, which reduce the chance of disease for everyone through herd immunity, by decreasing exposure to pathogens. In terms of Internet-based interventions, users may be encouraged to reflect on the benefits of program completion. This might include consideration of the impact of their mood on others, the ability to provide feedback on the program so that it can be improved for others, and the importance of completing the program to determine for whom the program may be most useful, even if the participant is not finding it beneficial. While these are not necessarily trial factors per se, they may be more salient in a trial situation where participant information sheets and messages throughout the trial reinforce the experimental nature of the trial and the future benefits for others.

The influence of the research process on outcome has also been noted previously in online interventions [32,44]. Gerhards et al [44] noted that the research experience and the Hawthorne effect are likely to influence adherence and outcomes in online interventions, while Eysenbach noted that the reminders and telephone follow-up that were unique to their trial were also likely to have influenced persistence with the intervention [32]. This is consistent with our findings that reminders from the researchers influenced the participants’ persistence. However, this study also found that many participants maintained implicit psychological contracts that resulted in their feeling obligated to complete the trial due to their perception of their relationship with the researchers. Developing an understanding of the perception of this therapeutic relationship and how this can be enhanced in online trials is important for facilitating uptake [42] and use of an intervention, and enhancing persistence with the intervention once the individual is engaged [53]. This is particularly important in online interventions without clinician support, where the users may feel less obligated to the program due to the absence of a clinician or the real person at the end of the telephone or email.

Certain predicted barriers and motivational factors were absent from the themes that emerged. We expected physical discomfort and health problems to be a barrier given the older comorbid nature of the population. Many participants reported physical discomfort to the trial team through email communication, and they also often mentioned physical health problems in the interviews, but participants did not talk about these as barriers to persistence. Participants considered psychological barriers and motivators to be of greater importance than physical ones.
This may reflect either that the intervention had a primary psychological target or that the Internet-based method of delivery may reduce travel-associated physical barriers. It may also represent a bias in the questions we used or in participants’ placing greater emphasis on psychological burdens and motivators. Regardless, this is consistent with other literature on uptake and motivation, which has only found psychological barriers and facilitators of persistence with interventions [42,44,45].

**Figure 1.** Conceptualization of the relationship between the barriers and motivating factors that influence persistence in the Cardiovascular Risk E-couch Depression Outcome (CREDO) research project.

### Limitations

First and most important, these findings, like all qualitative research, are unique to this study population and the analysis of this research team, and the analysis of these data was influenced by the perspective of the researchers. If another team, with a different theoretical position, were to analyze the transcripts, they would likely find different results. The primary author has worked in the area of medication adherence and also works as a clinical and health psychologist, while the secondary author is a psychiatrist with a background in epidemiology. These positions have resulted in the development of views of what influences adherence behavior in a clinical setting. This, however, may be different from the influences of adherence in a research or online forum. Given this, we attempted to be as
objective as possible, but the analysis is likely to have been couched within these experiences.

Second, the participants interviewed were people who volunteered to participate in a qualitative interview, from a group that volunteered to participate in an online study, from a group that volunteered to participate in a longitudinal study of health. Therefore, this group was likely to be highly motivated to participate in research and may have been different from those who did not wish to share their views. This played out in the reported emphasis of research as an important motivator by all interview participants.

Due to trial logistic constraints, participants were not contacted until approximately 9 months after they commenced the intervention, or 6 months after they had completed it. This meant that several of the participants may have struggled to recall their intrinsic motivations for continuing to engage in the trial, and their recall was likely influenced by their present situation in order to compensate for the information that they had forgotten [54]. While some of the themes that have emerged appear to be values based, and therefore quite static, it is likely the state variables such as time factors, mood, and frustration may not be as accurately reflected in these findings.

Finally, we were not able to recruit anyone who had not completed the trial or withdrawn, preventing us from exploring the barriers and motivators in people who do not persist with the intervention. Of those who did not persist and who did provide additional contact with the researchers, their reasons for dropping out of the trial tended to comprise a lack of time to complete the program at present, and they were therefore unwilling to participate in a further interview. Future research would benefit from interviewing participants who dropped out of online interventions to determine their reasons for doing so.

Clinical Implications

In terms of maintaining participants in online programs, it may be useful to consider ways to maximize intrinsic motivations and overcome the barriers (through extrinsic motivators) that participants mentioned. This needs to occur in order to meet the dynamic state of motivation. Given this, we propose four steps.

First, briefly, initial hope could be enhanced through educating users about the benefits of Internet interventions and testimonies from previous users about the program. The use of a hook (a message or program design to build curiosity) to engage participants who are starting the intervention due to interest rather than hope for improvement may form a prelude to this and engage users early on.

Second, ongoing engagement could be enhanced through using free-text boxes and providing feedback to activities. While researchers have traditionally been cautious about free text due to the need to manage risk, participants appear to want this to enhance their experience of using the program. These aspects need to be considered if online interventions are to be used to treat people in the community without the intensive follow-up and potential obligation of a research trial.

Third, time barriers could be overcome through the use of habit-forming strategies such as having the program scheduled to be completed each week. Such scheduling would need to be balanced to ensure that program flexibility is not lost, but rather that participants could nominate a time to complete the program next week and be assigned a reminder service for this. Users could be educated about the importance of completing the program regularly and prioritizing this, in a manner similar to how they are educated about taking medication correctly. The findings from this study indicate that online interventions benefit significantly from the use of reminder systems to prompt participants who have forgotten to continue with the interventions.

Fourth, motivation could be enhanced through messaging throughout the program about the benefits of completing the program on a regular basis. Participants may benefit from personal reinforcement through having their outcome scores tracked over time and receiving tailored feedback on this. This may be particularly useful for patients who may struggle to perceive their personal improvements over the course of the program. This type of feedback needs to be provided repeatedly to keep participants motivated and to highlight their achievements and progress through the course of the program. Such an approach is similar to building mastery, which has been shown to enhance persistence with educational study [55] and with therapy [56,57]. Messaging that builds on values of completion or supporting others would also be useful. While this is somewhat difficult to generate in a public health or open access setting, the highlighting of constant monitoring and refinement of online interventions based on participant behavior and feedback may enhance program persistence for people who are completing the program for the benefit of the majority, rather than for personal gain.

However, such communication would benefit from being delivered on a variable-ratio schedule to decrease the predictability of messaging and increase interest in the communications. Further knowledge about building engagement and persistence could be drawn from the self-help book literature to further explore this area of research [58]. Finally, behavioral economic manipulation to enhance the perceived relative value of the program may also increase engagement.

This study is unique in that participants were older adults with physical health comorbidities, and little is known about the use of online interventions in such groups. In addition, the intervention consisted of 12 weekly modules, longer than the 9-module intervention studied by Gerhards et al [44] and the 8-module program used by Bendelin et al [45], thereby requiring greater persistence and motivation from the participants to complete the intervention. While the findings of this study are consistent with these earlier studies [44,45], our study proposes that persistence can be enhanced through understanding and addressing four dynamic processes: (1) building initial hope for benefits of the program, (2) enhancing personal engagement, (3) reducing barriers to use, and (4) increasing ongoing motivating factors. Future research would benefit from evaluating manipulation of the processes identified in this study to determine how these influence persistence with e-therapy interventions and the degree to which this improves outcomes.
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Abstract

Background: Depression is a serious mental health problem, whose first onset is usually in adolescence. Online treatment may offer a solution for the current undertreatment of depression in youth. For adults with depressive symptoms, the effectiveness of Internet-based cognitive behavioral therapy has been demonstrated. This study is one of the first randomized controlled trials to investigate the effectiveness online depression treatment for young people with depressive complaints and the first to focus on an online group course.

Objective: To evaluate and discuss the effectiveness of a guided Web-based group course called Grip op Je Dip (Master Your Mood [MYM]), designed for young people aged 16 to 25 years with depressive symptoms, in comparison with a wait-listed control group.

Methods: We randomly assigned 244 young people with depressive symptoms to the online MYM course or to a waiting-list control condition. The primary outcome measure was treatment outcome after 3 months on the Center for Epidemiologic Studies Depression Scale. Secondary outcomes were anxiety (measured by the Hospital Anxiety and Depression Scale) and mastery (Mastery Scale). We studied the maintenance of effects in the MYM group 6 months after baseline. Missing data were imputed.

Results: The MYM group (n = 121) showed significantly greater improvement in depressive symptoms at 3 months than the control group (n = 123) ($t_{187} = 6.62, P < .001$), with a large between-group effect size of $d = 0.94$ (95% confidence interval [CI] 0.64–1.23). The MYM group also showed greater improvement in anxiety ($t_{187} = 3.80, P < .001, d = 0.49, 95\% CI 0.24–0.75$) and mastery ($t_{187} = 3.36, P = .001, d = 0.44, 95\% CI 0.19–0.70$). At 12 weeks, 56% (68/121) of the participants in the MYM group and 20% (24/123) in the control group showed reliable and clinically significant change. This between-group difference was significant ($\chi^2_{1} = 35.0, P < .001$) and yielded a number needed to treat of 2.7. Improvements in the MYM group were maintained at 6 months. A limitation is the infeasibility of comparing the 6-month outcomes of the MYM and control groups, as the controls had access to MYM after 3 months.

Conclusions: The online group course MYM was effective in reducing depressive symptoms and anxiety and in increasing mastery in young people. These effects persisted in the MYM group at 6 months.

Trial Registration: Nederlands Trial Register: NTR1694; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=1694 (Archived by WebCite at http://www.webcitation.org/683SBoeGV)

(J Med Internet Res 2012;14(3):e86) doi:10.2196/jmir.2033
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Introduction

Depression Among Adolescents

Depression is a major health problem. Worldwide it is the fourth-ranked disorder in terms of disease burden, and it is expected to carry the highest disease burden in high-income countries by 2030 [1]. The 12-month prevalence of depression is now 5.5% in high-income countries [2]. It is a common condition in adolescents and young adults. One study found a 12-month prevalence of 6.7% among 18- to 25-year-olds [3]. Adolescent depression is associated with serious problems, including poor school performance [4], school absenteeism and dropout [5], problematic relations with parents and peers [6], excessive tobacco and alcohol use [7], and suicidal behavior [8].

Subclinical depression is also common, with an estimated prevalence of 17% to 21% among Dutch adolescents [9,10]. It involves having some depressive symptoms that together do not meet the full Diagnostic and Statistical Manual of Mental Disorders, fourth edition criteria for major depression [11]. Subclinical depression is a risk factor for the development of major depression within a year [12,13]. The psychosocial functional impairment of people with subclinical depression is comparable with that in those who have a diagnosis of major depression [14,15]. Beyond the personal suffering involved, both major and subthreshold depression impose significant economic burdens in terms of health care costs and production losses in paid and unpaid work [16,17].

Given the high prevalence rates, serious outcomes, and economic burden, the World Health Organization calls for the development of preventive interventions to reduce the burden of this disorder [18,19]. The first onset is usually in adolescence [20], and it is wise to intervene at an early stage. Yet young people experience many barriers to seeking professional help. They tend to deny or underestimate the problems, fear stigmatization, and question the benefits of help [21]. If they do seek help, they often encounter waiting lists [22,23].

Internet-Based Interventions for Depression

By offering a solution to the stigmatization problem, Internet-based approaches could help in reaching target groups who might otherwise remain untreated. The Internet provides anonymity and the opportunity to take part in an intervention in the privacy of the home. Another strong benefit is that Internet-based approaches enable a reduction in contact hours between professionals and clients, which could help tackle the problem of waiting lists, shortages of therapists, and rising health care costs. Web-based interventions with professional support have been found effective in treating depression in adults, with results comparable with traditional psychological approaches [24-26].

The present study focused on one specific type of Web-based intervention: a professionally facilitated, cognitive behavioral therapy (CBT) group course designed for young people with symptoms of depression. The perceived advantages of online group sessions as compared with individual approaches are social support and mutual recognition by group members (though they remain anonymous to one another) and the reduction of professional contact hours per participant in comparison with individual treatment [27]. Three earlier studies on online group courses in mental health care [28-30] showed that it is possible, both technically and substantively, to conduct Internet-based group courses for adolescents and adults with mental health problems via the Internet. Two of these three studies showed significant positive outcomes in pre–post measurements, though also reporting relatively high attrition rates—a common problem for Internet interventions [28]. The pilot study by Gerrits et al [29] among 140 adolescents with depressive complaints who received the online CBT group course Master Your Mood (MYM) showed a significant decline in depressive symptoms. And the pilot study by Van der Zanden et al [30] of 48 parents with mental illness who received parenting support in an online group course showed significant improvement in parenting skills and parental sense of competence.

Lack of Outcome Studies for Youth

Despite the clear benefits of Web-based interventions for depression, there is a lack of outcome studies specifically focusing on adolescents and young adults [31,32]. Only two randomized controlled trials have been conducted on prevention programs for depression and anxiety [33,34]. Callear and colleagues [33] found effects of a universal prevention program for male and female participants for anxiety but found effects for depression only in male participants. Van Voorhees et al [34] showed that a Web-based behavior change program in primary care, in combination with either motivational interviewing or brief advice, was associated with declines in depressed mood and levels of depressive symptoms.

Objective

We evaluate and discuss the effectiveness of a Web-based group course called Grip op Je Dip (Master Your Mood), designed for young people aged 16 to 25 years with depressive symptoms, in comparison with a wait-listed control group. The primary outcome measure was depression, and secondary outcomes were anxiety and sense of control. Based on the results of the pilot study [29] we expected better outcomes for the course group.

Methods

Study Design

We conducted a randomized controlled trial with two parallel groups to examine the effectiveness of the MYM course, comparing the intervention group with a waiting-list control group. Ethical approval was granted by an independent medical ethics committee (CCMO no. NL18984.097.07). The trial is registered (NTR1694), and the study protocol has been published [35].
Participating Mental Health Agencies
A total of 14 mental health care agencies participated in the project, all working with online course participants from all over the Netherlands. The courses were supervised by professional mental health promotion workers, trained in administering the Mini-International Neuropsychiatric Interview (MINI-Plus) [36,37] and in conducting the course.

Study Population
The inclusion criteria were the following: age 16 to 25 years, informed consent (including parental consent for those less than 18 years of age), and a Center for Epidemiologic Studies Depression Scale (CES-D) score between 10 and 45. Applicants were excluded on indications of suicidal ideation with intent and plan, as assessed with the MINI-Plus.

Recruitment Procedure
Participants were recruited from the general population by means of promotional materials in general practitioners' offices and educational institutions. Banners and links were also placed on mental health-related websites and on websites popular with young people. There were no explicit restrictions on country of origin, but the course language was Dutch and the recruitment took place in Dutch. The minimum requirements for Internet access were a stable Internet connection and a recent browser (minimum: Internet Explorer 6.0). Participants also had to be able to read, write, and chat in Dutch on at least the primary school level. Those interested were referred to the MYM website [38] to complete an online preliminary screening questionnaire and apply for the course. Those with CES-D scores between 10 and 45 then received additional information about the study, an informed consent form (including a parental consent form for 16- and 17-year-olds), and a baseline questionnaire. For course applicants scoring 25 to 45 on the CES-D, a mandatory online chat session followed, in which suicidal ideation was assessed with the MINI-Plus interview. Those for whom suicidal ideation and plan were determined were excluded from the study and advised to see their general practitioner.

Eligible applicants were randomly assigned to the intervention group (MYM) or the control group (wait-listed for 14 weeks). Random allocation was automated by a computer program with no interference by course facilitators or researchers. A blocked randomization scheme was used with blocks of two, stratified by depressive symptoms (CES-D scores of 10–24 vs 25–45) and age (younger vs older than 18 years). The outcome of the randomization was generated and made available at the moment the course facilitator indicated that the applicant was eligible for the course. Applicants were informed of their allocation by email and received a tailored referral if they were declined. Participants then received a personal email from their facilitator to inform them of the specific times and dates of the course, the homework assignment for the first session, and a username and password for the chat room. During the trial, participants in both conditions were allowed to seek additional help if they wished. Figure 1 shows a flow chart of respondent selection.
Conditions: The Intervention

The online MYM course is based on the face-to-face intervention of the same name, which was developed by the Trimbos Institute, the Netherlands Institute of Mental Health and Addiction. That intervention was derived from the Dutch version [39] of the Coping with Depression course [40]. The face-to-face course was adapted to the Internet in a collaborative project involving the Trimbos Institute and three mental health agencies [29,41].

The online MYM group course is a structured form of CBT for depression. At the core of MYM is the cognitive restructuring of thinking patterns. Course participants are encouraged to detect their own unproductive, unrealistic thoughts, and they are then taught to transform these into realistic, helpful thoughts. Performance of pleasant daily activities is also encouraged, and a mood measure is filled in daily to help understand the connection between pleasant activities and mood level.

The course we evaluated took place at fixed times in a secured chat room, which participants entered with their username and password. Anonymity within the group was ensured by a self-chosen nickname. Text messages reminders were sent to participants’ mobile phones one-half hour before each session. The course comprised six sessions of 90 minutes each, each at a set time every week, and home exercises. The sessions were structured around six themes (see Table 1). During the sessions, course material was introduced by the facilitators and displayed in the chat room using text and images. Participants could respond, share experiences, and ask questions. Emoticons could be used to express feelings. Participants and professionals could read through the session transcripts afterward. The course was guided by one or two trained professionals, depending on group size (6 participants was the maximum).
Table 1. Outline of the online course Master Your Mood.

<table>
<thead>
<tr>
<th>Session</th>
<th>Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Your mood</td>
</tr>
<tr>
<td>2</td>
<td>Learning to understand the relationship between feelings, thoughts, and actions.</td>
</tr>
<tr>
<td>3</td>
<td>Your mood and being active</td>
</tr>
<tr>
<td>4</td>
<td>Becoming aware of the influence that activities have on your mood and starting to be more active.</td>
</tr>
<tr>
<td>5</td>
<td>Tracing negative thoughts</td>
</tr>
<tr>
<td>6</td>
<td>New ways of thinking</td>
</tr>
<tr>
<td>7</td>
<td>More action with positive thinking</td>
</tr>
<tr>
<td>8</td>
<td>The future</td>
</tr>
<tr>
<td></td>
<td>Making a plan to prevent relapse into depressive moods in the future. Learning the personal signals of a coming depression and knowing how to address that threat. Making a personal plan for the future, to include wishes about schooling, jobs, and relationships and ways to achieve those wishes.</td>
</tr>
</tbody>
</table>

Conditions: The Waiting List

The wait-listed group did not receive an intervention. They were told by email that they would be invited to participate after the waiting period of 3 months.

Assessments

Assessments took place before randomization (baseline, t0), 12 weeks later (t1), and 12 weeks after that (t2). Participants received automated emails with invitations to complete the online questionnaires. Subsequent reminders were sent 5 and 10 days after the first email invitation, if necessary. To stimulate response, we offered the participants €10 compensation for completing the t1 questionnaire and €10 for the t2 questionnaire, plus an additional €5 bonus (totaling €25) if they completed both.

Measures

Primary Outcome Measure: Depressive Symptoms

The CES-D [42,43] measures the frequency of 20 depressive symptoms over the past week on a 4-point Likert scale. The total score may range from 0 to 60, with higher scores indicating higher levels of depression. Computerized and paper-and-pencil versions of the CES-D correlate at a very high level [44]. The Web-based version of the CES-D has been shown to be a reliable and valid screening instrument in a Dutch adolescent population, with a Cronbach alpha of 0.93 [45]. In our study, the Cronbach alpha was 0.91.

Secondary Outcome Measures

Anxiety

We used the Anxiety subscale of the Hospital Anxiety and Depression Scale (HADS) to assess anxiety symptoms [46]; the Dutch version of the HADS has been validated [47]. The Cronbach alpha was 0.84 for adults (18+ years) in the general population. The Anxiety subscale consists of 7 items measuring symptoms of anxiety on a 4-point Likert scale, with a score range of 0 to 21 and a higher rating indicating a higher state of anxiety. In our study the Cronbach alpha of this subscale was 0.74.

Sense of Control

We used the Dutch version of the 5-item Mastery Scale [48] to assess perceived control. The concept of mastery refers to beliefs about one’s own ability to control one’s environment. Responses are rated on a 5-point Likert scale, with a total score range of 5 to 25; a higher score indicates a greater sense of mastery. The Mastery Scale has good psychometric properties [48]. In our study, the Cronbach alpha was 0.77.

Additional Measures

At baseline, we assessed demographic information (sex, age, educational level, and living situation), previous or present professional help for psychological problems, and experience with Web chatting. At 3 months (t1) and 6 months (t2), we inquired about subsequent use of professional help and antidepressant medication.

Analyses

The trial was originally powered to detect a clinical effect of $d = 0.32$ or larger in a 1-sided test with a power of 80% (1 − beta) [29]. Hypotheses were directional, with better outcomes expected for the MYM group. A total of 242 participants were needed for the study, $n = 121$ per condition (Stata 11.1 syntax: sampsi; StataCorp LP, College Station, TX, USA).

We used t tests, chi-square tests, and logistic regression ($P < .05$) to determine whether the randomization had resulted in two comparable groups at baseline and whether any differential loss to follow-up occurred.

The expectation-maximization method was used to impute data missing at t1 and t2. It imputes values by maximum-likelihood estimation using the observed data in an iterative process [49]. These analyses were based on the intention-to-treat principle, including data from all participants, whether or not they received the intervention.

To test course effectiveness, we calculated difference scores between t0 and t1 for all outcome variables (positive scores meaning improvement) and compared them across groups in linear regression models, controlling for data clustering (some participants attended the same course sessions). Clustering would violate the assumption of independence of observations and might affect standard errors and $P$ values. To adjust for clustering, we obtained robust standard errors and $P$ values using the first-order Taylor series linearization method, as implemented in Stata. At t2 (24 weeks), we studied effect maintenance in the MYM group only; we made no between-group comparisons, as the control group had since been given access to the course.
The sizes of intervention effects were estimated using Cohen $d$ [50]. Effect sizes were first calculated for each condition separately, $(t_0 - t_1)/SD_{t_0}$, and then the differential effect size was calculated by subtracting the control group effect from that of the MYM group. A difference of $d = 0.5$ would indicate that the experimental group mean was half a standard deviation greater than the control group mean. For Cohen $d$, an effect size of 0.2 to 0.3 may be regarded as a small effect, around 0.5 as a medium effect, and 0.8 to infinity as a large effect.

The proportion of participants showing reliable and clinically significant improvement [51] was determined in terms of an improvement of 5 points on the CES-D in combination with a score lower than 22 on the CES-D (cut-off based on Cuijpers et al [45]). Subsequently, the number needed to treat was calculated as $1/$risk difference. The number needed to treat indicates here how many young people with depressive symptoms would need to take the MYM course in order to generate a health gain in 1 person over 12 weeks.

We determined effect maintenance in the MYM group on the basis of the results at 24 weeks ($t_2$). Paired $t$ tests were used to identify significant changes in outcomes between baseline, 12 weeks ($t_1$), and 24 weeks in the intention-to-treat sample.

### Results

#### Participants

Recruitment took place from May 20, 2008 to March 6, 2010. Figure 1 shows the flow of participants through the trial. Of the 974 people who applied for the online MYM course, 244 (25.1%) were included in the study. Reasons for noninclusion were lack of informed consent (219/730, 30.0%), CES-D depression score outside the 10–45 range (202/730, 27.7%), no-show at the MINI-Plus interview (182/730, 24.9%), and age outside the 16–25 range (93/730, 13%). Additional exclusions were made for suicidal ideation (31/730, 4%) and other reasons (3/730, 0%). The 244 selected participants were randomly assigned to one of the two conditions: the online MYM course (n = 121) and the waiting-list control group (n = 123). Table 2 shows baseline demographic and psychosocial characteristics of the 244 participants. Professional help was provided in most cases by a psychologist or other professional from a mental health agency. No significant differences were found on any of these variables between the experimental group and control group ($P < .05$), indicating that the randomization was successful.
Table 2. Baseline characteristics of the 244 participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Experimental group (n = 121)</th>
<th>Control group (n = 123)</th>
<th>All (N = 244)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female gender, n (%)</td>
<td>101 (83.5%)</td>
<td>105 (85.4%)</td>
<td>206 (84.4%)</td>
<td>$\chi^2_1 = 0.2, P = .68$</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.8 (2.2)</td>
<td>21.0 (2.3)</td>
<td>20.9 (2.2)</td>
<td>$t_{242} = 0.6, P = .53$</td>
</tr>
<tr>
<td>Age range (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_2 = 0.2, P = .92$</td>
</tr>
<tr>
<td>16–17</td>
<td>5 (4%)</td>
<td>4 (3%)</td>
<td>9 (4%)</td>
<td></td>
</tr>
<tr>
<td>18–21</td>
<td>66 (55%)</td>
<td>69 (56%)</td>
<td>135 (55.3%)</td>
<td></td>
</tr>
<tr>
<td>22–25</td>
<td>50 (41%)</td>
<td>50 (41%)</td>
<td>100 (41.0%)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_2 = 0.6, P = .73$</td>
</tr>
<tr>
<td>Low</td>
<td>10 (8%)</td>
<td>10 (8%)</td>
<td>20 (8%)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>50 (41%)</td>
<td>45 (37%)</td>
<td>95 (39%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>61 (50%)</td>
<td>68 (55%)</td>
<td>129 (52.8%)</td>
<td></td>
</tr>
<tr>
<td>Daily activities, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_2 = 1.9, P = .38$</td>
</tr>
<tr>
<td>Study</td>
<td>83 (69%)</td>
<td>85 (69%)</td>
<td>168 (69%)</td>
<td></td>
</tr>
<tr>
<td>Paid employment</td>
<td>32 (26%)</td>
<td>27 (22%)</td>
<td>59 (24%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>6 (5%)</td>
<td>11 (9%)</td>
<td>17 (7%)</td>
<td></td>
</tr>
<tr>
<td>Living situation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_3 = 3.5, P = .32$</td>
</tr>
<tr>
<td>With parents</td>
<td>56 (46%)</td>
<td>59 (48%)</td>
<td>115 (47.1%)</td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>13 (11%)</td>
<td>18 (15%)</td>
<td>31 (13%)</td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>26 (22%)</td>
<td>16 (13%)</td>
<td>42 (17%)</td>
<td></td>
</tr>
<tr>
<td>With others</td>
<td>26 (22%)</td>
<td>30 (24%)</td>
<td>56 (23%)</td>
<td></td>
</tr>
<tr>
<td>Experience in Web chat, n (%)</td>
<td>63 (52%)</td>
<td>64 (52%)</td>
<td>127 (52.0%)</td>
<td>$\chi^2_1 = 0.0, P = .99$</td>
</tr>
<tr>
<td>Professional help, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior</td>
<td>75 (62%)</td>
<td>76 (62%)</td>
<td>151 (61.9%)</td>
<td>$\chi^2_1 = 0.0, P = .98$</td>
</tr>
<tr>
<td>Current at baseline</td>
<td>36 (30%)</td>
<td>39 (32%)</td>
<td>77 (32%)</td>
<td>$\chi^2_1 = 0.1, P = .74$</td>
</tr>
<tr>
<td>Test scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CES-D depression score$^b$</td>
<td>32.5 (8.4)</td>
<td>32.3 (8.2)</td>
<td>32.3 (8.3)</td>
<td>$t_{242} = 0.28, P = .77$</td>
</tr>
<tr>
<td>HADS Anxiety$^c$</td>
<td>11.2 (3.6)</td>
<td>11.8 (3.7)</td>
<td>11.5 (3.6)</td>
<td>$t_{242} = 1.27, P = .21$</td>
</tr>
<tr>
<td>Mastery$^d$</td>
<td>12.8 (3.4)</td>
<td>12.8 (3.6)</td>
<td>12.8 (3.5)</td>
<td>$t_{242} = 0.17, P = .86$</td>
</tr>
</tbody>
</table>

---

**Attrition**

A total of 21% (50/244) of the sample did not complete the assessment at the end of 12 weeks ($t_1$). We do not know the reasons for noncompletion of questionnaires. There were no significant differences between groups in completing $t_1$. Nor were there significant differences between participants who did and who did not complete the $t_1$ assessment ($P < .10$). This indicates that loss to follow-up was random. The assessment at 24 weeks ($t_2$) was used to study the maintenance of effects in the MYM group and was not completed by 17% (21/121) of that group. There were several significant differences at baseline between the MYM participants who completed $t_2$ and those who did not. Those who did not return that questionnaire were more likely to be male ($\chi^2_1 = 5.2, P = .02$), to have lower education levels ($\chi^2_2 = 5.3, P = .07$), and to have shown higher

---

*a Combination of highest completed or present education: low = primary or lower secondary school or less; middle = intermediate vocational school or secondary school; high = professional school or university.

$b$ Dutch version of the Center for Epidemiologic Studies Depression Scale [43].

c Dutch version of the Hospital Anxiety and Depression Scale [47].

d 5-item Mastery Scale [48].
anxiety ($t_{119} = 2.5, P = .01$) and sense of mastery ($t_{119} = -1.77, P = .08$) at a previous assessment.

**Effects of the Intervention**

Table 3 shows outcomes in the intention-to-treat sample for the primary (CES-D) and secondary (HADS Anxiety and Mastery) measures as produced by estimation-maximization imputation. The results of the regression analyses with adjustment for clustering were nearly identical to those without adjustment for clustering, indicating the absence of a cluster effect. We therefore present the results of independent-samples t tests. From baseline to 12 weeks, the MYM group showed significantly greater improvement in depressive symptoms, anxiety, and mastery than the control group, with a large effect size for depressive symptoms (CES-D, $d = 0.94, 95\% CI 0.64–1.23$) and moderate effect sizes for anxiety (HADS Anxiety, $d = 0.49, 95\% CI 0.24–0.75$) and mastery ($d = 0.44, 95\% CI 0.19–0.70$).

Table 4 shows the outcomes for the subsample completing the $t_1$ questionnaires (with no imputation for the MYM or control group). These outcomes scarcely differed from those in Table 3, indicating that imputation had little effect on outcome. Table 5 shows outcomes for the subsample that attended at least one course session compared with the control group, using expectation-maximization imputation for missing values. Compared with the intention-to-treat sample in Table 3, effect sizes were slightly better still, with again a large effect for depressive symptoms (CES-D, $d = 1.13, 95\% CI 0.78–1.47$) and moderate effects for anxiety (HADS Anxiety, $d = 0.53, 95\% CI 0.25–0.81$) and mastery ($d = 0.51, 95\% CI 0.23–0.79$).

**Table 3. Effects of Master Your Mood (MYM) course: intention-to-treat analysis of full sample, expectation-maximization imputation.**

<table>
<thead>
<tr>
<th>Instrument</th>
<th>MYM group (n = 121)</th>
<th>Wait-listed controls (n = 123)</th>
<th>Between-group outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dif</td>
<td>$d^a$</td>
<td>$d_b$</td>
<td>$t$</td>
</tr>
<tr>
<td>Depression (CES-D)$^c$</td>
<td>32.5 (8.4)</td>
<td>19.3 (9.7)</td>
<td>1.57</td>
</tr>
<tr>
<td>Anxiety (HADS)$^d$</td>
<td>11.2 (3.6)</td>
<td>8.0 (3.9)</td>
<td>0.89</td>
</tr>
<tr>
<td>Mastery$^e$</td>
<td>12.8 (3.4)</td>
<td>15.9 (4.1)</td>
<td>0.91</td>
</tr>
</tbody>
</table>

$^a$ Individual standardized effect size ($d = t_0 - t_1 / SD_{t_0}$), with positive effect sizes indicating improvement.

$^b$ Effect size differences between MYM group and wait-listed control group.

$^c$ Dutch version of the Center for Epidemiologic Studies Depression Scale [43].

$^d$ Dutch version of the Hospital Anxiety and Depression Scale [47].

$^e$ 5-item Mastery Scale [48].

**Table 4. Effects of Master Your Mood (MYM) course: comparison of responding participants only, no imputation.**

<table>
<thead>
<tr>
<th>Instrument</th>
<th>MYM group (n = 96)</th>
<th>Wait-listed controls (n = 98)</th>
<th>Between-group outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dif</td>
<td>$d^a$</td>
<td>$d_b$</td>
<td>$t$</td>
</tr>
<tr>
<td>Depression (CES-D)$^c$</td>
<td>32.5 (8.0)</td>
<td>19.1 (10.7)</td>
<td>1.60</td>
</tr>
<tr>
<td>Anxiety (HADS)$^d$</td>
<td>10.9 (3.5)</td>
<td>7.8 (4.2)</td>
<td>0.88</td>
</tr>
<tr>
<td>Mastery$^e$</td>
<td>12.9 (3.3)</td>
<td>16.1 (4.3)</td>
<td>0.93</td>
</tr>
</tbody>
</table>

$^a$ Individual standardized effect size ($d = t_0 - t_1 / SD_{t_0}$), with positive effect sizes indicating improvement.

$^b$ Effect size differences between MYM group and wait-listed control group.

$^c$ Dutch version of the Center for Epidemiologic Studies Depression Scale [43].

$^d$ Dutch version of the Hospital Anxiety and Depression Scale [47].

$^e$ 5-item Mastery Scale [48].
Table 5. Effects of Master Your Mood (MYM) course: MYM participants attending at least one session compared with wait-listed control group, expectation-maximization imputation.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>MYM group (n = 96)</th>
<th>Wait-listed controls (n = 123)</th>
<th>Between-group outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline (t0) mean (SD)</td>
<td>12 weeks (t1) mean (SD)</td>
<td>12 weeks (t1) mean (SD)</td>
</tr>
<tr>
<td>Depression (CES-D)</td>
<td>33.2 (7.8)</td>
<td>19.6 (10.3)</td>
<td>32.2 (8.2)</td>
</tr>
<tr>
<td>Anxiety (HADS)</td>
<td>11.3 (3.5)</td>
<td>8.6 (4.4)</td>
<td>11.8 (3.7)</td>
</tr>
<tr>
<td>Mastery</td>
<td>12.6 (3.4)</td>
<td>15.8 (4.1)</td>
<td>12.8 (3.6)</td>
</tr>
</tbody>
</table>

a Individual standardized effect size (d = t0 – t1 /SDt1), with positive effect sizes indicating improvement.
b Effect size differences between MYM group and wait-listed control group.
c Dutch version of the Center for Epidemiologic Studies Depression Scale [43].
d Dutch version of the Hospital Anxiety and Depression Scale [47].
e 5-item Mastery Scale [48].

Reliable and Clinical Change

At 12 weeks, 56% (68/121) of the participants in the MYM group and 20% (24/123) in the control group showed reliable and clinically significant change (a positive change of 5 points or more on the CES-D in combination with a score below 22). This between-group difference was significant ($\chi^2 = 35.0, P < .001$) and yielded a number needed to treat of 2.7.

Table 6. Effect maintenance in the Master Your Mood group (n = 121).

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Baseline (t0) Mean (SD)</th>
<th>12 weeks (t1) Mean (SD)</th>
<th>24 weeks (t2) Mean (SD)</th>
<th>t0 – t1 P value</th>
<th>t1 – t2 P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression (CES-D)</td>
<td>32.5 (8.4)</td>
<td>19.3 (9.7)</td>
<td>18.3 (10.7)</td>
<td>13.3 &lt;.001</td>
<td>1.57 &lt;.001</td>
</tr>
<tr>
<td>Anxiety (HADS)</td>
<td>11.2 (3.6)</td>
<td>8.0 (3.9)</td>
<td>7.8 (3.8)</td>
<td>12.8 &lt;.001</td>
<td>0.89 &lt;.001</td>
</tr>
<tr>
<td>Mastery</td>
<td>12.8 (3.4)</td>
<td>15.9 (4.1)</td>
<td>16.7 (4.1)</td>
<td>9.2 &lt;.001</td>
<td>0.91 &lt;.001</td>
</tr>
</tbody>
</table>

a df = 120.
b Individual standardized effect sizes (d = (t0 – t1) /SD(t0); d = (t0 – t2) /SD(t0); d = (t1 – t2) /SD(t1)) with positive effect sizes indicating improvement.
c Dutch version of the Center for Epidemiologic Studies Depression Scale [43].
d Dutch version of the Hospital Anxiety and Depression Scale [47].
e 5-item Mastery Scale [48]. Higher scores stand for higher sense of mastery; differences calculated as t1 – t0, t2 – t0, t2 – t1.

Sessions Attended and Outcome

Not all MYM group participants attended all course sessions: 21% (25/121) did not attend any sessions, 52% (63/121) attended at least four sessions, and 20% (24/121) attended all six. The average number of sessions attended was 3.2 (SD 2.2) with a range from 0 to 6.

Tested at $P < .05$, there were no significant differences in the CES-D mean effect sizes between those attending no sessions ($d = 1.3$) and those attending one or more ($d = 1.6, t_{119} = 1.03, P = .31$), nor between those attending fewer than 3 ($d = 1.5$) or more than 3 sessions ($d = 1.6, t_{10.6} = 0.73, P = .47$). Tested at $P < .10$, some differences emerged between participants attending no sessions and those attending at least one. Nonattendees included fewer experienced Web chatters (9/25, 36%) as compared with attendees (54/96, 56%; $\chi^2 = 3.3, P = .07$), and nonattendees also had lower mean baseline CES-D scores (mean 29.6, SD 10, vs 33.2, SD 7.8; Wald $\chi^2 = 3.6, P = .06$).

Discussion

Main Results

In this study, the Internet-based CBT group course known as Grip op Je Dip (Master Your Mood) for young people aged 16 to 25 years proved significantly more effective than a waiting-list control group in decreasing depressive symptoms. At 3 months, a large between-group effect size of 0.94 was found. The MYM group also showed a significantly greater reduction in anxiety symptoms (with a medium between-group effect size of 0.53).
effect of 0.49) and improvement in sense of control or mastery (medium effect of 0.44). The proportion of participants showing reliable and clinically significant change was 0.56 in the MYM group versus 0.20 in the control group ($\chi^2_1 = 35.0, P < .001$). The reductions in depressive and anxiety symptoms and the increased sense of mastery were maintained in the MYM group at 6-month follow-up.

**Comparison With Other Work**

Our study is one of the first randomized controlled trials to study online depression treatment for young people [32,33], and it is the first to focus on an online group course [30]. This hampers any solid comparison with prior Internet intervention research, which has chiefly focused on adults and on individual approaches. It is with this limitation in mind that we compare the results of the current study with other work.

The effectiveness of online treatment for depression in adults has already been demonstrated [24-26]. Our study showed the effectiveness of an online intervention for young people with depressive symptoms. The large effect size of 0.94 for the MYM course is comparable with the effects of face-to-face psychotherapy for depression in youth [52-54]. So far, effect size differences for Internet-based adult therapies for depression and anxiety have appeared to be related to the amounts of accompanying therapist support [55]. Since the MYM intervention provided substantial support by the course facilitator in the weekly group sessions, this might partly account for the large effect we obtained. In addition to the significant declines in CES-D scores, the MYM course was also associated with significantly lower scores on the HADS Anxiety subscale. Young people with primary anxiety may therefore also stand to benefit—a possibility supported in a recent trial that showed the effectiveness of an online CBT protocol for adult anxiety disorders and/or depression [56].

We also analyzed clinically significant change in the present study. The proportions of improved and recovered participants (56% in the MYM group vs 20% in the control group) seem in line with those for Web-based interventions for adult depression [57-59].

Dose–effect analysis in our study found no correlation between the number of sessions attended and the intervention outcomes, likewise corresponding to other studies [58-61]. Similarly, a meta-analysis by Weisz et al [62] found treatment duration not to be correlated with outcome. The explanation for this is not clear. In our study we did not ask the participants of the MYM group for their reasons for stopping after one or a few sessions. It could be that those who stopped felt they had recovered enough. This may have leveled out the correlation between sessions attended and outcome. The MYM group also included participants who did not attend any session, and they still displayed intervention effects. An explanation for this might be the difference in study conditions to which the MYM group and the wait-listed group were assigned: although both groups attended no sessions, the MYM participants made an active decision about this, while the wait-listed group did not. Indeed, which specific elements of a treatment are effective and which exact mechanisms bring on a person’s recovery are still at the frontiers of knowledge.

In the current field of Internet-based help, there is an ongoing search for an optimal balance (in terms of outcome and costs) between the relative amounts of therapist support and self-guidance [32]. In comparison with an individual eight-session CBT-based online self-help intervention with professional support [58], the facilitated six-session MYM course entailed less supervision time per participant (160 minutes in the eight-session CBT vs 135 minutes in six-session MYM, based on an average of 4 participants per facilitator), while the between-group effect size in the MYM was larger (0.94 MYM vs 0.72 CBT self-help at 12-week posttest). One possibility is that the group interaction, whereby group members provide some support to one another, might have boosted outcomes over the therapist support.

**Limitations**

This study has several limitations. One of them is the infeasibility of comparing the 6-month (t2) outcomes of the MYM and control groups, since the control group had access to the course after t1. Another limitation is the passive (waiting-list) control condition. This makes it difficult to conclude that the treatment contained components that were “specifically effective over and above simple compassion, friendliness, attention and belief” [63]. Furthermore, the fact that participants were not blind to their condition, though generally inherent in psychotherapy studies, could have introduced some bias. The exclusive reliance on self-report measures is another limitation; other sources of information were missing. In this study we encountered missing data, though the attrition rate was much lower than in some other studies. High attrition rates are common in studies of Internet-based interventions [64,58]. We found no indication in the analyses that our missing data had affected the results. We dealt with missing values at posttest and follow-up using the expectation-maximization imputation method [49].

Our participants had rather high levels of education relative to the general population, so it is uncertain whether results can be generalized to people with lower education levels. The same can be said for male participants, who were underrepresented in our study in relation to the depression prevalence in the male general population. Adolescents aged 16 and 17 years were also underrepresented, due apparently not to lack of willingness to participate, but to a lack of consent given by parents. Further, we are uncertain whether results can be generalized to people with severe depression, as they were excluded from the study.

**Future Research Directions**

We have pointed out that there is a lack of randomized controlled trials of Web-based interventions that specifically target adolescents and young adults with depression. From a preventive point of view, research on depression in youth is acutely needed, given the frequent early onset of subclinical and major depression and their far-reaching impacts. Future research should focus on the economic evaluation of Internet-based interventions for youth and on outcome research regarding stepped-care interventions (minimal where possible,
sustainable where necessary). Trials are also needed in which online treatment groups are compared with active online control groups. This could help identify more specific elements of treatment that are effective. People with low socioeconomic status backgrounds are generally underrepresented in study samples but are in particular need due to their higher prevalence of psychological distress [3]. Interventions specially tailored to such groups therefore ought to be developed and studied.

**Conclusion**

Despite the limitations of the present study, our findings suggest that adolescents and young adults with depressive symptoms can benefit from an Internet-based CBT group course. In our intervention, with a level of professional support per person roughly equivalent to that in other facilitated Web-based self-help interventions for depression, we found a relatively large effect size. The group aspect of our intervention may have accounted for this. Along with the individual approaches developed so far, online CBT group courses for depression may open additional opportunities to reach people who might otherwise remain untreated, thus achieving long-term cost savings. Future research should focus on economic evaluations of Internet-based interventions for depression in youth.
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Abstract

Background: World No Tobacco Day (WNTD), commemorated annually on May 31, aims to inform the public about tobacco harms. Because tobacco control surveillance is usually annualized, the effectiveness of WNTD remains unexplored into its 25th year.

Objective: To explore the potential of digital surveillance (infoveillance) to evaluate the impacts of WNTD on population awareness of and interest in cessation.

Methods: Health-related news stories and Internet search queries were aggregated to form a continuous and real-time data stream. We monitored daily news coverage of and Internet search queries for cessation in seven Latin American nations from 2006 to 2011.

Results: Cessation news coverage peaked around WNTD, typically increasing 71% (95% confidence interval [CI] 61–81), ranging from 61% in Mexico to 83% in Venezuela. Queries indicative of cessation interest peaked on WNTD, increasing 40% (95% CI 32–48), ranging from 24% in Colombia to 84% in Venezuela. A doubling in cessation news coverage was associated with approximately a 50% increase in cessation queries. To gain a practical perspective, we compared WNTD-related activity with New Year’s Day and several cigarette excise tax increases in Mexico. Cessation queries around WNTD were typically greater than New Year’s Day and approximated a 2.8% (95% CI –0.8 to 6.3) increase in cigarette excise taxes.

Conclusions: This novel evaluation suggests WNTD had a significant impact on popular awareness (media trends) and individual interest (query trends) in smoking cessation. Because WNTD is constantly evolving, our work is also a model for real-time surveillance and potential improvement in WNTD and similar initiatives.

(J Med Internet Res 2012;14(3):e77) doi:10.2196/jmir.2148
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Introduction

Tobacco is responsible for about 4 million premature deaths each year, mostly in developing countries [1] where smoking continues to find safe harbor [2]. Latin America has the seventh and third highest smoking-related mortality among men and women, respectively, in the 14 epidemiologic global regions [1]. Latin America’s share of smoking-attributable mortality will likely increase given the high prevalence of smoking: 43% of men and 23% of women smoke in Peru, 41% and 31% in Chile, 37% and 12% in Mexico, and 34% and 24% in Argentina, compared with 23% and 18% in the United States [3,4].

Mandated by the World Health Assembly in 1987 and commemorated annually on May 31, World No Tobacco Day (WNTD) aims to inform the public about the global tobacco epidemic using a combination of mass media approaches, including television, radio, and the Internet [5]. WNTD is believed to be especially important in regions with limited resources for cessation campaigns [6,7] and limited (albeit rapidly changing) tobacco control policy provisions, like in Latin America [8-11]. However, nearing the 25th anniversary of WNTD, its effectiveness remains unexplored.

Because tobacco surveillance is typically annualized, it is exceedingly difficult to estimate the impact of a single awareness day [12]. In nearly all studies [13], investigators make comparisons using annual data from cross-sectional or cohort surveys before and after the intervention [14]; however, differences across the year may not be attributable to the intervention effect [15]. Sometimes investigators ask respondents in cross-sectional surveys to describe their exposure to an intervention, comparing those reporting exposure with those not reporting exposure [16]. Rarely, investigators use cross-sectional monthly survey responses to yield estimates on a finer temporal resolution [17], but these trends are costly to obtain and are still not useful for a single awareness day, given the primary effects are expected on a finer temporal resolution than months. Pioneering work in infodemiology and infoveillance provided a framework for how to assess WNTD’s potential effectiveness [18-23]. For instance, Twitter feeds presage cholera epidemics [24]; Internet search queries forecast dengue incidence [25]; and unstructured media reports provide the earliest alerts of disease outbreaks [26]. Building on this work, we employed a novel daily digital surveillance approach using freely available and public archives to estimate the effectiveness of WNTD in seven Latin American nations.

We monitored both intermediate and primary outcomes. First, WNTD may promote cessation awareness through the promotion of smoking cessation in news media [13]. By monitoring online news archives for articles promoting cessation, we captured cessation awareness trends that may have been motivated by WNTD. Second, WNTD may encourage smokers to search the Web for cessation resources [27]. By monitoring aggregate Internet search queries indicative of cessation, we captured interest in cessation that may have been motivated by WNTD. WNTD increases in cessation awareness may trigger increases in cessation interest; therefore, we examined the relationship between cessation news coverage and Internet search queries for cessation.

Methods

To address the study objectives, we analyzed online news media promoting cessation and online search queries for cessation from 2006 to 2011 in Mexico, Colombia, Argentina, Peru, Venezuela, Chile, and Ecuador using a quasi-experimental design [15].

We monitored weekly news stories archived on Google News that mentioned quitting smoking (Google Inc, Mountain View, CA, USA; news.google.com). Google News captures a broad spectrum of print, radio, and television media, and therefore is a useful archive to monitor cessation media stories. To identify the country of origin for each article, we downloaded data from nation-specific Google News domains (eg, news.google.com.mx for Mexico). All stories that mentioned smoking cessation were monitored relative to all stories in each nation. The numerator was the number of articles containing the phrase “dejar de fumar” (literally “give up smoking”), chosen based on discussion with experts and native Spanish speakers familiar with linguistic nuances across the nations monitored. The denominator was the number of stories that contained any universal conjunctive phrases, such as those containing “de,” thereby indicating a count of all stories. We report the resulting quotient per 100,000 stories.

Aggregate query trends were downloaded from Google Insights for Search (www.google.com/insights/). We monitored all queries that included “dejar de fumar” by nation. Trends were analyzed on a relative search volume (RSV) scale, with queries normalized to the period with the highest search proportion—for example, RSV = 100 is the highest search proportion period (cessation queries versus all search queries), and RSV = 50 is 50% of the highest search proportion. This approach corrects for trending in absolute search volume that is usually increasing for all common queries [28].

We analyzed data on weekly and daily time trends. Visual inspection of the data suggested the likely impact of WNTD was a pulse effect, an immediate change in mean news or query trends, rather than a durable shift. Because WNTD is a global program, there are no nations that may serve as untreated controls. As a result, we specified interrupted time series [29] within each nation to estimate the mean RSV around and including WNTD (3 weeks, including the week of, the week before, and the week after WNTD) to capture the rise and decline in WNTD spikes in reference to a within-nation RSV sampling from the 12 weeks before and after the WNTD period. The weeks before and after WNTD were included to capture presaging and lingering increases in news and search that was visually evident in the data inspection. We estimated the effect size as a ratio between WNTD and reference periods to make estimates comparable across nations (H0: (RSV WNTD – RSV reference weeks)/RSV reference weeks = 0) [30]. To find the amount of variance in search queries explained by media trends, we regressed news trends lagged by 0, 1, and 2 weeks against search
Results

Figure 1 shows example cessation news coverage and cessation query trends in Mexico (patterns were similar in the six other study nations). Both news and query trends spiked in Mexico around WNTD. Averaging across years, cessation news trends typically peaked at 30 per 100,000 news stories the week of WNTD with cessation query trends peaking at 95% (RSV) of the highest search proportion week (with the highest RSV, 100, being on New Year’s Day 2008). Average trends across years (Figure 1B) suggested increases around WNTD were greater than the usual New Year’s spikes in Mexico. News and query peaks varied in their timing where there were strong buildups in news coverage beginning almost a month before WNTD, terminating 2 or 3 days after WNTD (Figure 1C), and queries had a pronounced peak around WNTD with queries remaining higher for a week after WNTD. Cessation news trends averaged 147 per 100,000 stories on WNTD, and queries had the highest search proportion day (RSV = 100) on WNTD.

Statistical analysis suggested WNTD was associated with increases in cessation news coverage and cessation queries in all nations (Figure 2). Averaging across all nations and years suggested cessation news trends were 71% (95% CI 61–81) higher and cessation query trends were 40% (95% CI 32–48) higher around WNTD than expected, as compared with trends 12 weeks before and after the WNTD period. Cessation news increases varied year to year, ranging from 24% (95% CI 18–30) to 116% (95% CI 103–128) for 2006 and 2009, respectively. Cessation query increases ranged from 28% (95% CI 21–36) to 50% (95% CI 43–57) for 2009 and 2008, respectively. Analyses by nation suggested news mentions of cessation ranged from 61% (95% CI 31–91) to 83% (95% CI 53–113) higher around WNTD in Mexico and Venezuela, respectively (Figure 3). Cessation queries ranged from 24% (95% CI 15–32) to 84% (95% CI 68–100) higher around WNTD in Argentina and Venezuela, respectively.

Cessation news coverage explained limited amounts of variance in cessation queries. Multiple $r^2$ ranged from .024 in Argentina to .516 in Mexico. Generally, cessation news coverage and cessation queries were not strongly associated across all time periods. However, the correlation between mean trends 3 months before to 3 months after WNTD was substantially higher (eg, $r = .5$ in Mexico). Figure 4 compares the magnitude of the effect sizes for search and news trend increases around WNTD by nation and year. Analyses showed increases in news trends (the week of, and before and after WNTD) were larger than increases in search query trends for nearly all the years, suggesting increases in cessation news coverage had diminishing returns on cessation queries during this narrow period. As such, a doubling in cessation news coverage corresponded with about a 50% increase in cessation queries.

Increases in cessation news coverage and cessation queries around WNTD need to be placed in practical perspective. Cigarette excise tax increases are the most effective tobacco control policy [32]. Around New Year’s Day in 2007, 2008, 2009, and 2011, Mexico increased its cigarette excise tax 4.7%, 1.3%, 1.2%, and 7.8%, respectively. We compared increases in cessation news coverage and cessation queries around WNTD with those from these tax years. In Mexico, increases in cessation queries around New Year’s Day (compared with the WNTD baseline) were as little as 10% (95% CI 2–23). WNTD-related increases were typically much larger than New Year’s-related increases in absence of a tax increase and were sometimes greater than increases when a new tax increase was also implemented. Regressing tax increases against WNTD increases across years and predicting the result for the overall mean suggested that WNTD increases in cessation news coverage and query trends approximated those for a 2.8% (95% CI –0.8 to 6.3) cigarette excise tax increase. Additionally, the estimate is based on a small sample (6 years), so while it is qualitatively accurate, the effect of WNTD may be equivalent to a somewhat lower or higher tax, especially since all tax increases occurred in addition to any New Year’s effects.
Figure 1. Example World No Tobacco Day (WNTD) time trends in Mexico, 2006-2011. (A) Entire series by week, (B) entire weekly series with mean annualized estimate, and (C) daily series with mean estimates. Daily query estimates were restricted to 2010 and 2011 due to data unavailability.
Figure 2. Pooled estimates of World No Tobacco Day effectiveness in Latin America, 2006-2011. Estimates are made comparing the week of (and before and after) World No Tobacco Day with 12 weeks before and after that period.
Figure 3. Nation-specific estimates of World No Tobacco Day effectiveness in Latin America, 2006-2011. Dotted line indicates average effect for all nations and years as a reference point. Data were unavailable in Ecuador, Chile, and Colombia for 2006 and 2007.
Figure 4. Cessation news coverage is positively associated with cessation Internet search queries. Nodes are sized according to mean annual search query volume, with nodes by nation and year.

Discussion

We demonstrated the feasibility of novel digital surveillance for tobacco control, yielding the first population estimates of WNTD’s effectiveness in the first program evaluation to use digital surveillance. WNTD coincided with large increases in cessation news coverage and cessation Internet search queries in seven Latin American nations. WNTD increases eclipsed New Year’s Day increases and approximated the effectiveness of the combination of New Year’s and a 2.8% cigarette tax hike. There was little correlation between news trends and query trends when comparing across the entire time series, but higher correlation when comparing trends around WNTD. This may indicate that news plays a minor role in increasing cessation queries generally but is magnified when the population is primed by WNTD [33].

This report builds on a programmatic agenda complementing tobacco control surveillance with digital data streams [34,35]. Epidemiologists have demonstrated the potential of digital surveillance for monitoring chickenpox [36,37], dengue [25,38], gastritis [36], influenza [18,39] including H1N1 [20], kidney stones [40,41], listeriosis [23], Lyme disease [42], methicillin-resistant Staphylococcus aureus [43], and salmonella outbreaks [22]. However, applications to health behaviors are very rare [20,27,34,35,44]. With smoking accounting for almost 6 million deaths each year [45], the application of digital surveillance to tobacco control may be of great significance. Herein we present our approach as a viable method to evaluate WNTD where traditional methods were ill equipped to do so.

While the infoveillance approach has many strengths, it is not without limitations. We only considered increase in news coverage around WNTD and did not consider the placement of news coverage (e.g., lead versus minor story), but this may be captured by news volume, where increased volume is associated with premium placement. Cessation interest was only assessed for smokers with access to the Internet, but we assume that changes in cessation interest among those with access mirrors those without access [46]. Recent studies encourage this assumption, suggesting queries are valid proxies for a host of health outcomes, even in disparate regions [25,39]. For example,
depression queries correlate with suicide rates [47] and cancer queries correlate with cancer-specific incidence rates [48]. We compared WNTD with cigarette excise taxes in Mexico (the only nation with several cigarette excise tax increases), and all tax increases occurred on New Year’s Day; hence, WNTD’s approximation to a 2.8% tax increase might be larger in other nations and when taxes do not increase during New Year’s.

Global health awareness campaigns are difficult to evaluate given sparse transnational data streams, and contemporary surveillance does not collect data on the same time dimensions as the campaigns that will likely effect change (eg, annual surveillance versus daily impacts) [12]. Tobacco control can learn much from adapting novel techniques that are gaining traction in biosurveillance [38]. Here we have built on validated approaches used in disease surveillance [25,38] and highlighted the potential advantages of these techniques over other tobacco control surveillance methods. Survey-based tobacco control surveillance has high financial costs, lacks timeliness, and may not reach some populations (eg, cell phone-only households) [49]. Also, responses gathered may be biased by strong social desirability [50]. Alternatives using passive data generation are only reliable in certain geographic areas and still require costly data processing (eg, nicotine replacement therapy sales) [51].

Digital surveillance, as such, is a critical forefront for tobacco control with real-time, public, and low-cost data streams useful for program and policy evaluations. Analyses of media and search query trends also afford greater transparency, as scientists may quickly replicate each other’s work, downloading data from regularly updated online archives. Extending our approach can serve as a continual evaluation system for global WNTD effects.

In part, these results may outline how well WNTD’s yearly themes resonate with Latin American populations. In 2009 and 2010 when WNTD focused on tobacco health warnings and smoking among women, respectively, cessation news coverage was the highest. News coverage increases were smallest when WNTD focused on general campaigns, such as promoting the World Health Organization Framework Convention on Tobacco Control (2011) and promoting awareness of the health effects of nonsmoking-related tobacco harms (2006). The variability in cessation search queries was much smaller year to year, but increases were generally larger during WNTD’s clean indoor air (2007) and restricting youth access to tobacco (2008) campaigns.

WNTD planners, and those responsible for tobacco cessation initiatives more broadly, may also use our results and techniques to scale up and refine the online components of their campaigns [52]. Since many search engines rank links according to the number of times searchers visit the page, or how many other pages link to a page, it is unrealistic to assume that creating cessation webpages, blogs, or YouTube videos will necessarily reach large numbers of tobacco users, even if they are seeking these resources. Search engine advertisements triggered by user-specific queries may be purchased for as little as US $0.01 per click. Advertised links appear on the first page of search results, ensuring that cessation queries meet webpages with current, health-conscious, and objective discussion of cessation when program planners advertise online. Search queries are a rare opportunity to reach smokers when they are thinking about cessation, while at the same time taking into account their stage in the cessation process with links individually tailored to optimize effectiveness [53,54]. By appropriately purchasing ad links, planners can ensure that evidence-based approaches maintain a strong first-page presence in cessation search results, especially around WNTD when many smokers appear interested in cessation. This is especially crucial given that most smokers attempt to quit without professional counseling or pharmacologic therapy [55].

The effectiveness of WNTD has been widely speculated [8], but to our knowledge these are the first empirical estimates of its impact. In evaluating this intervention, we highlight the importance of digital surveillance for performing difficult evaluations using real-time, low-cost, and transparent methods. Herein we find that WNTD is producing large increases in cessation news coverage and cessation Internet search queries, rivaling the effects of Mexico’s recent tobacco tax increases and New Year’s resolutions. Because WNTD is constantly evolving, our work is also a framework for real-time surveillance and potential improvement in WNTD.
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Abstract

Background: Google AdWords are increasingly used to recruit people into research studies and clinical services. They offer the potential to recruit from targeted control areas in cluster randomized controlled trials (RCTs), but little is known about the feasibility of accurately targeting ads by location and comparing with control areas.

Objective: To examine the accuracy and contamination of control areas by a location-targeted online intervention using Google AdWords in a pilot cluster RCT.

Methods: Based on previous use of online cognitive behavioral therapy for depression and population size, we purposively selected 16 of the 121 British postcode areas and randomized them to three intervention and one (do-nothing) control arms. Two intervention arms included use of location-targeted AdWords, and we compared these with the do-nothing control arm. We did not raise the visibility of our research website to normal Web searches. Users who clicked on the ad were directed to our project website, which collected the computer Internet protocol (IP) address, date, and time. Visitors were asked for their postcode area and to complete the Patient Health Questionnaire (depression). They were then offered links to several online depression resources. Google Analytics largely uses IP methods to estimate location, but AdWords uses additional information. We compared locations assessed by (1) Analytics, and (2) as self-identified by users.

Results: Ads were shown 300,523 times with 4207 click-throughs. There were few site visits except through AdWord click-throughs. Both methods of location assessment agreed there was little contamination of control areas. According to Analytics, 69.75% (2617/3752) of participants were in intervention areas, only 0% (8/3752) in control areas, but 30.04% (1127/3752) in other areas. However, according to user-stated postcodes, only 20.7% (463/2237) were in intervention areas, 1% (22/2236) in control areas, but 78.31% (1751/2236) in other areas. Both location assessments suggested most leakage from the intervention arms was to nearby postcode areas. Analytics data differed from postcodes reported by participants. Analysis of a subset of 200/2236 records over 10 days comparing IP-estimated location with stated postcode suggested that Google AdWords targeted correctly in just half the cases. Analytics agreed with our assessment that, overall, one-third were wrongly targeted by AdWords. There appeared little evidence that people who bothered to give their postcode did not answer truthfully.

Conclusions: Although there is likely to be substantial leakage from the targeted areas, if intervention and control areas are a sufficient distance apart, it is feasible to conduct a cluster RCT using online ads to target British postcode areas without significant contamination.


KEYWORDS
Cluster randomized trial; contamination in RCTs; online advertising; depression; MoodGym; Living Life to the Full; Google Analytics; Google Adwords

Introduction
There is evidence that online health interventions can be effective [1], with online cognitive behavioral therapy offering effective treatment for anxiety and depression [2]. Packages such as MoodGYM [3] and Living Life To The Full [4] (LLTTF) are free and available globally. LLTTF is widely used in the United Kingdom and has been demonstrated to be effective, reducing depression for those recruited to use the online package [5], but we previously found a marked geographical variation in uptake. We analyzed distributions of self-reported postcodes of users of LLTTF in Britain over 1 year and found a 15-fold variation that was most likely explained by lack of awareness in some areas (see Multimedia Appendix 1). A Canadian study found lack of awareness to be the main barrier to effective use of online therapy for depression and other therapies [6].

Depression is a common condition that creates significant workloads for general practice and could be addressed at a population level. While primary care has a major role in health promotion, and some screening activities are run on a population basis from general practice, other public health initiatives have used mass media campaigns [7-9] and online advertising [10], but it is not clear how cost effective online promotion is. Targeted advertising is potentially important for clinical services wanting to contact people in their catchment areas, and in research also to allow geographically matched control arms to be identified.

While randomized controlled trials (RCTs) of online therapies can be carried out by recruitment and random allocation of individuals, the only rigorous way of comparing methods of raising awareness of online therapies is by geolocated cluster RCTs. Studies that look before and after an intervention at global level have no control group that can be adequately described and matched. So studies that simply recruit anyone on the Internet cannot safely match against a defined control area. As a consequence, any increase or decrease in uptake of the intervention could have happened for other reasons. For example, we know that mass media events (eg, a celebrity with a condition, or some other reason for a condition to be in the national news) may have an effect on uptake. Similarly, changes in health services, such as a rollout of measures to improve use of a therapy, or guidelines from a national body may have an impact in uptake nationally over time. Also, access to online therapies is affected by employment and deprivation rates [11]. Matching areas of intervention and control reduces the chances of bias. If we can limit online advertising to one area and compare it with another area where there is no advertising, then we can assume that any difference between the two geographical areas is due to the advertising. We can therefore estimate its cost effectiveness. Subsequently, we can decide whether it is worth using online advertising to raise awareness, or whether other methods would be more cost effective.

Google AdWords (Google Inc, Mountain View, CA, USA) provide the option of purchasing sponsored links that become visible when certain key words are targeted. They can be purchased to be targeted by location. AdWords have been used by others to recruit to studies, for example, to a depression screening site [12], for use of condoms [13], and to a quit-smoking campaign [14], but the cost effectiveness of their use was not assessed. To be able to carry out geolocated cluster RCTs, we need to know whether we can restrict the method of raising awareness to a particular area. If the intervention was via a group of general practitioners or through locally placed advertising, the contamination to other geographical areas is likely to be small. We have therefore run a pilot cluster RCT comparing AdWords targeting depression with local organization website ads and with no intervention, to increase the uptake of online cognitive behavioral therapy, in particular LLTTF [15].

Contamination between intervention and control arms is always of concern in RCTs and often one of the reasons for suggesting cluster rather than individual randomization. But cluster trials also have their limitations [16-21]. On the other hand, interventions, such as population-level advertising, can be randomized only at a cluster rather than an individual level. There seems to have been little examination of contamination between geographical clusters in this sort of trial. We needed to know whether it is possible to target online ads so that there is minimum leakage. Do services such as AdWords target locations as well as claimed? Can we be sure that normal online use of search engines does not corrupt the study? Will leakage be to adjacent areas or, given the increase in use of mobile access and other problems of geolocation, will it be random?

To our knowledge, this is the first study addressing the use of such approaches to target depression. We have assessed contamination between the two interventions that included online ads and control areas and discuss whether geographically targeted online interventions are possible for cluster RCTs.

Methods
Previous registrants on LLTTF gave the first part of their postcode. We stratified postcodes according to their use of LLTTF and population (Figure 1 and Multimedia Appendix 1) and chose a purposive sample of 16 postcode areas that were similar in population and previous use of LLTTF but were, as far as possible, not adjacent. (Multimedia Appendix 2 shows adjacent postcode areas.) These were randomized to the four arms of the pilot cluster RCT (Table 1, Figure 2). In the eight areas in arms A and C we ran AdWords. In the eight arms in B and C we aimed to place ads on local organization website ads and with no intervention, to increase the uptake of online cognitive behavioral therapy, in particular LLTTF [15].
Table 1. Study areas, showing eight postcode areas (columns A and C) allocated to AdWords and eight postcode areas (columns B and D) allocated to another intervention and control (total population 7,000,564).

<table>
<thead>
<tr>
<th>Study area characteristic</th>
<th>A (AdWords)</th>
<th>B (local websites)</th>
<th>C (AdWords and local websites)</th>
<th>D (control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total population</td>
<td>1,797,192</td>
<td>1,618,281</td>
<td>1,636,920</td>
<td>1,948,171</td>
</tr>
<tr>
<td>Postcode area</td>
<td>Liverpool (L)</td>
<td>Leeds (LS)</td>
<td>London SW (SW)</td>
<td>Nottingham (NG)</td>
</tr>
<tr>
<td>Estimated populationa</td>
<td>843,450</td>
<td>737,343</td>
<td>783,340</td>
<td>1,080,230</td>
</tr>
<tr>
<td>Previous use of LLTTFb (rate per 100,000 population)</td>
<td>57</td>
<td>68</td>
<td>56</td>
<td>59</td>
</tr>
<tr>
<td>Approximate distance (miles) to nearest control (center to center)</td>
<td>35 to Oldham</td>
<td>29 to Oldham</td>
<td>130 to Dudley</td>
<td>NA&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Postcode area</td>
<td>Redhill (RH)</td>
<td>Southend (SS)</td>
<td>Kingston (KT)</td>
<td>Oldham (OL)</td>
</tr>
<tr>
<td>Estimated population</td>
<td>494,414</td>
<td>493,206</td>
<td>490,104</td>
<td>443,800</td>
</tr>
<tr>
<td>Previous use of LLTTFb (rate per 100,000 population)</td>
<td>39</td>
<td>46</td>
<td>52</td>
<td>43</td>
</tr>
<tr>
<td>Approximate distance (miles) to nearest control (center to center)</td>
<td>120 to Dudley</td>
<td>160 to Dudley</td>
<td>130 to Dudley</td>
<td>NA</td>
</tr>
<tr>
<td>Postcode area</td>
<td>Lancaster (LA)</td>
<td>Slough (SL)</td>
<td>Darlington (DL)</td>
<td>Dudley (DY)</td>
</tr>
<tr>
<td>Estimated population</td>
<td>325,972</td>
<td>337,631</td>
<td>341,488</td>
<td>397,639</td>
</tr>
<tr>
<td>Previous use of LLTTFb (rate per 100,000 population)</td>
<td>31</td>
<td>23</td>
<td>38</td>
<td>32</td>
</tr>
<tr>
<td>Approximate distance (miles) to nearest control (center to center)</td>
<td>45 to Oldham</td>
<td>110 to Dudley</td>
<td>75 to Oldham</td>
<td>NA</td>
</tr>
<tr>
<td>Postcode area</td>
<td>Harrogate (HG)</td>
<td>Kirkwall (KW)</td>
<td>Shetland (ZE)</td>
<td>Hebrides (HS)</td>
</tr>
<tr>
<td>Estimated population</td>
<td>133,356</td>
<td>50,101</td>
<td>21,988</td>
<td>26,502</td>
</tr>
<tr>
<td>Previous use of LLTTFb (rate per 100,000 population)</td>
<td>79</td>
<td>246</td>
<td>155</td>
<td>136</td>
</tr>
<tr>
<td>Approximate distance (miles) to nearest control (center to center)</td>
<td>50 to Oldham</td>
<td>135 to Hebrides</td>
<td>235 to Hebrides</td>
<td>NA</td>
</tr>
</tbody>
</table>


<sup>b</sup> Living Life To The Full.

<sup>c</sup> Not applicable.

The Google ad (Figure 3) targeted eight postcode areas for two of the arms (A and C in Table 1) using AdWords-customized targeting. Targeting postcode areas (eg, KT) was not an option offered by Google. Options did, however, include targeting a radius of 1 mile or more around a postcode district (eg, KT2) or to hand draw a polygon to enclose the area of interest. Hand drawing a polygon to exactly cover postcode areas was quite difficult, so we used a mix of methods. Four postcode areas (HG, KT, RH, SW) were defined using circles of 1 mile radius for all postcode districts within the postcode area, and four (L, LA, DL, and ZE) were defined by hand-drawn polygons. Multimedia Appendix 3 shows the hand-drawn polygons, gives an assessment of how well the postcode district circles correspond to the postcode area boundary for London SW, and demonstrates the effect of this method in urban and rural areas.

We originally asked AdWords to display the ad for the keyword depression. AdWords suggested other similar keyword combinations and we accepted all suggestions (Multimedia Appendix 4). AdWords gives information on the number of impressions by day, keyword, and location. We ran one simple ad (Figure 3) for all locations with a maximum expenditure of £7.50 per day. AdWords decided when to present the ad. Users searching on terms such as depression and depression help would, depending on our budget and competing ads, be presented with our ad. Those who clicked on the ad were directed to our research website, which collected the computer Internet protocol (IP) address, date, and time. We specifically did not try to raise the visibility of our website to normal Google, Yahoo, or Bing searches.

Visitors were asked for their postcode area and to complete the Patient Health Questionnaire [22] assessing depression. Users were then offered four links: MoodGYM, LLTTF, NHS Choices information on depression [23], and Samaritans [24] (Multimedia Appendix 5). The order in which the links to MoodGYM and LLTTF were presented was randomized, and similarly the order of links to NHS Choices and Samaritans was...
randomized. Data collection methods and AdWords targeting were piloted and refined from April 17 to June 8, 2011. (Multimedia Appendix 6 gives details of some changes made.) We analyzed data from our website and Google Analytics (Google Inc) between June 9 and September 30, 2011 to evaluate the accuracy of targeting of the Google AdWords.

We used location data from Analytics (Table 2) and postcode areas as reported by users (Table 3) to estimate contamination between the intervention and control arms. Analytics is linked to AdWords to the extent that analysis can be restricted to people clicking through from an ad. We used users’ IP address as captured on our website to compare with their stated postcode as a comparison (Table 4).

We compared the location of the reported town from Analytics of people clicking on the ad within the 16 sample areas. Analytics has an idiosyncratic view of the geography of London, which seems to be reported as either London, Kensington, Lambeth, or Poplar, and various parts of greater London such as Wembley. It looks as if Google may have divided London into sections (West = Kensington, South = Lambeth, East = Poplar, North included as “London”) and then classified unknown places as “generic London.” However, despite our repeated attempts to obtain clarification, Google did not answer our requests to clarify this. Others have previously commented on this [25].

Analytics, like many other IP databases, returns a town name. We looked up each town given by Analytics on Google Maps, finding a postcode from the central area of that pin on the map. That postcode was deemed the face value area. We then put the postcode of that location into the Freemap Radius around a Point tool [26], plotting a 2 mile radius around that postcode. If the place name had a postcode that was within 2 miles of one of our sample areas, we allocated it to that area. Postcodes that were not in our sample were allocated to Other (Table 2).

We used the postcode area, as given by participants on our website questionnaire, to compare how many participants were in the intervention areas and how many in other areas, including our control areas (Table 3). We also calculated the rate of registration on our website for each postcode by dividing the number of registrations by the population of the relevant postcode area. Rates were divided into four groups and mapped, showing intervention and control areas (Figure 2).

For most analyses, we took the postcode area given by the registrant on our website as the reference standard. We had no definitive check on whether they entered their postcode area accurately, but we carried out a more detailed analysis of 200 consecutive users who completed our website questionnaire between September 1 and 10, 2011, comparing the location derived from their IP address and their stated postcode area. We compared the estimated location derived from the computer’s IP address with the stated postcode area using three IP location websites: (1) www.whatismyip.com, (2) www.whatismyipaddress.com, and (3) www.maxmind.com. We examined agreement between the IP location methods and then between one of these (maxmind.com) and the stated postcode area. Combining these approaches, we estimated the impact of contamination on control areas.

The study was approved by the UK National Health Service (NHS) South West 2 Research Ethics Committee (Reference 11/H0203/8; February 2011).

Table 2. Google Analytics data showing total visitors (n = 3752) between June 9 and September 30 (by Cost per Click and other), classified using their town into an arm in the trial or as other area (ie, not in the trial).

<table>
<thead>
<tr>
<th>Trial arm and intervention</th>
<th>Number of visitors (from Analytics)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
</tr>
<tr>
<td>A (AdWords)</td>
<td>554</td>
</tr>
<tr>
<td>B (Website ads)</td>
<td>29</td>
</tr>
<tr>
<td>C (AdWords and website ads)</td>
<td>2034</td>
</tr>
<tr>
<td>D (Control)</td>
<td>8</td>
</tr>
<tr>
<td>Other</td>
<td>1127</td>
</tr>
<tr>
<td>Total</td>
<td>3752</td>
</tr>
</tbody>
</table>
Table 3. Website data showing total visitors (n = 2236) between June 9 and September 30 (from all sources), classified using the postcode area they gave into an arm in the trial or as other area (ie, not in the trial).

<table>
<thead>
<tr>
<th>Trial arm and intervention</th>
<th>Number of visitors (from stated postcode)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
</tr>
<tr>
<td>A (AdWords)</td>
<td>242</td>
</tr>
<tr>
<td>B (Website ads)</td>
<td>47</td>
</tr>
<tr>
<td>C (AdWords and website ads)</td>
<td>174</td>
</tr>
<tr>
<td>D (Control)</td>
<td>22</td>
</tr>
<tr>
<td>Other</td>
<td>1751</td>
</tr>
<tr>
<td>Total</td>
<td>2236</td>
</tr>
</tbody>
</table>

Table 4. Comparison of IP data with stated postcodes for a subsample of 200 visitors who completed our website questionnaire, including postcode area, between September 1 and 10, 2011.

<table>
<thead>
<tr>
<th>Stated postcode</th>
<th>Targeted</th>
<th>Adjacent</th>
<th>Elsewhere</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP postcode</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Targeted</td>
<td>16</td>
<td>7</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>Adjacent</td>
<td>5</td>
<td>26</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>London</td>
<td>10</td>
<td>24</td>
<td>50</td>
<td>84</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>Elsewhere</td>
<td>3</td>
<td>10</td>
<td>23</td>
<td>36</td>
</tr>
<tr>
<td>Total</td>
<td>37</td>
<td>71</td>
<td>92</td>
<td>200</td>
</tr>
</tbody>
</table>
Figure 1. Registration rates by UK postcode area on Living Life To The Full between June 2008 and June 2009, showing four quartiles from darkest (top quartile) to white (lowest quartile) and 16 postcode areas (postcode letters; trial arm) sampled for study and randomized to four arms (A–D).
Figure 2. Postcode areas (as stated by participants) showing number of participants (out of 2236) expressed as a rate per million in four groups: darkest, 120+; dark gray, 80 to less than 120; light gray, 40 to less than 80; white, less than 40. Map shows the 16 postcode areas in the study, four in each of arms A, B, C, and D.

Figure 3. Location-targeted Google ad. NHS = UK National Health Service.

Results

Between June 9 and September 30, 2011, AdWords reported that the ad had been shown 300,523 times and the click-through rate was 1.4%, costing the project £848 at an average cost per click of £0.20. Analytics reported that we had 3929 unique visitors to the website making 4424 visits. Most (96.16%, 4254) visits were from search engines, of which 4207 (95.07%) were from AdWords. Only 37 visits were from normal searches using Google or Yahoo, 109 were direct traffic (the research team) not included in further analysis, 45 were from one referring site (Leeds University) and another 16 from other sites that were not part of the study. So the site had low visibility and very little access from the wider Web, apart from access by AdWords.
Virtually all (99.21%, 4389) visits were from the United Kingdom, with the few overseas visits likely to be from national Web crawlers. A total of 12% (540) of visits were from mobile devices. The number of clicks on the site gradually increased over the study period (Figure 4).

Tables 2 and 3 show that in the period of study of just under 4 months we had 3752 UK visitors to the website, of whom 2236 (59.59%) completed the website questionnaire giving their postcode. Table 2, based on Analytics estimates of the locations of everyone visiting our website, suggests that there was very little contamination of the control arm in this cluster trial. In the worst-case scenario, only 22/3752 (1%) people who clicked on a Google ad were in the control area. On the other hand, the process was inefficient, as 30% of clicks were wasted on people who were not in the study areas. However, the postcode area stated by participants in our reference standard, and if we look at those who completed our website questionnaire and gave their postcode area (Table 3), we see that only 21% give a postcode in our study area and 1% were in the control area.

Figure 2 shows that most leakage from the intervention arms was to nearby or adjacent postcode areas and that control areas were far enough away not to have much contamination. More leakage seemed to be associated with Liverpool, Lancaster, and Darlington, where we had used polygons to define the areas (Multimedia Appendix 3), and in London SW.

Table 2 shows a major imbalance between the number of participants in arm A and arm A of the trial. Although the arm C intervention was intended to include local website referrals as well as AdWords, we were unable to place many such ads, so arm C was in effect simply AdWords. The target populations of arms A and C were similar, but arm C had nearly four times as many visitors according to Analytics. Table 3, on the other hand, shows that slightly more participants gave their postcode as belonging to arm A than to arm C, but with similar rates per 1000 population (0.13/1000 vs 0.11/1000, respectively).

We know (see above) that 95% of the visitors came to our website as a result of clicking on a Google ad. So, was the Google ad not well targeted or was the reporting by Analytics inaccurate, or did both contribute? Analytics suggests that 30% of people who clicked on an ad were not in the target areas. But, if we use the postcode areas provided by respondents, 80% were not in target areas (Table 3). However, we can see from Figure 2 that in many cases this was due to leakage to neighboring areas and that contamination of the control areas was only 1%.

To explore further why Analytics and the postcodes stated by participants gave a different picture, we compared the estimated locations from IP addresses. There was good agreement between two of the three location websites (187/200). The IP location given by www.whatsmyip.com had little agreement either with the other two databases or with the stated postcode area. We have not used it further. As there was little difference between whatismyaddress and maxmind, we randomly chose maxmind to compare against the stated postcodes.

For this subsample of 200/2236 records over 10 days, 19% (37/200) of stated postcodes were in AdWords target areas, which is not dissimilar to that (21%) seen for the whole sample (Table 3). Half of the IP locations were vague (London or United Kingdom). Of the 34 (10 + 24) vague IP locations, 26/34 were for stated postcodes in or adjacent to London SW or Kingston and so could have been in agreement. For all but 1 of the 23 in which both IP location and stated location were off-target, the IP location and self-stated location were different. The 3 where the IP location was on-target and the 5 where the IP location was adjacent but the self-stated postcode was off-target may have been due to the person giving the wrong postcode (eg, their home address rather than current location). The best-case scenario for the accuracy of AdWords targeting is if we assume that the 108 people who gave their postcode as one of the target or adjacent postcodes were on-target or that there was a slight leakage. To this we might add the 8 people thought to be on-target or adjacent by the IP location but whose stated postcode was elsewhere. That is, in total, just over half may have had AdWords targeted correctly.

Discussion

This study has shown that a cluster RCT of location-targeted online advertising using AdWords, randomizing at the postcode area level, in Britain is possible without too much contamination. In our pilot cluster RCT, we will ultimately compare the number of registrations on LLTTF in the intervention and control arms, and the associated costs. However, this intermediate, more detailed analysis of how location targeting works using data from AdWords, Analytics, and our website provides an insight into how to target online advertising by location for researchers considering an RCT using this method.

We had not identified in the literature any rigorous study of raising online awareness in mental health using a cluster RCT.
approach with geographical controls. This study has shown that, despite the limitations we encountered in using AdWords, cluster RCTs with geographical controls using British postcode areas are feasible. Contamination between intervention and control arms is not a major problem. In this study we used 12 postcode areas as interventions and 4 as controls, chosen from all 121 British postcode areas, and had less than 1% contamination. Provided the cluster design can have sufficient distance between intervention and control, leakage of location-based online ads should not significantly contaminate the control.

On the other hand, substantial leakage would increase the cost per successful contact. Because of the different denominators, sources of information, and ways of collecting and classifying locations, interpreting Tables 2–4 is quite difficult. At first sight, the numbers may appear contradictory. Figure 5 shows a model of our interpretation of these data. From Table 4, we concluded that about half of the online ads were roughly on-target. We approximated figures from Table 3 to conclude that a quarter were exactly on-target and a quarter had leaked. Overall reporting by Analytics suggested that two-thirds of ads were correctly geographically targeted (Table 2); this implies that Analytics “thinks” that two-thirds to one-half of those off-target are actually right. Thought of in terms of sensitivity and specificity, our campaign was specific, in that no more than 1% (Tables 2) of visitors to our website were from control areas, but was not very sensitive, in that only a quarter (Figure 5) were in target areas.

AdWords currently uses a composite method of IP or user’s address, Web history, and other clues, while Analytics considers only the visitor’s IP address and a lookup database. Bearing this in mind, Table 2 shows that although we asked AdWords to target certain areas, by Google’s own Analytics reporting, it failed in 30% of cases. As Figure 5 shows, some of this failure can be explained by leakage—that is, participants who could have been in the targeted areas if we had used the available methods better—so we cannot blame AdWords for getting it wrong. We estimate that AdWords got the geographical targeting right for about half the people who saw the ads—that is, about half of our participants were actually in the target postcodes when they clicked on the ad. Of the half whom AdWords did not get on-target, Google (via Analytics) “admitted it” for two-thirds—that is, Analytics recorded them as being in areas that were not targeted by AdWords—whereas Analytics and AdWords were consistent (but wrong) for one-third of those not on-target (ie, one-sixth overall).

Despite the wasted ads, the cost per participant within our intervention areas (approximately £1/person) is still low relative to other methods of raising awareness and is likely to be much more cost effective. For example, in another strand of research in secondary care [27], and more recently in primary care [28], we have been recruiting patients to offer them help in using the Internet. Leafleting methods, particularly in general practice or community settings, cost tens or even hundreds of pounds per person recruited. Of course, if we were not carrying out a cluster trial, AdWords would appear even more cost effective, as raising awareness of online cognitive behavioral therapy is useful wherever people live. The cost of AdWords depends on current competition for the particular keywords being used, so the costs for studies would be different.

The English Department of Health was heavily criticized for spending £2.5 million on AdWords between February 2009 and January 2010 [29]. The Department of Health declined to give further details of how they had spent this money or its cost effectiveness. By judicious design of the website, NHS Choices and other NHS websites should be a high-profile search result.

If a Google search returns a website among its first page of normal search results, then advertising using AdWords may be a waste of money. When there is substantial competition for a user’s attention, advertising may be worthwhile. The results of a search and the additional impact of advertising should be explored in more detail before committing to a long-term advertising budget. For example, we examined the probability of finding online cognitive behavioral therapy sites by searching for the term depression and have estimated the increased probability as a result of our AdWords campaign (paper submitted). It is possible that the NHS AdWords campaign may have been implemented without prior piloting or evaluation. It may have been cost effective but we do not know.
What Have We Learned?

Have we learned helpful points about using AdWords (in its current format) that may be of use to other researchers? Arm C, which included London SW, had (according to Analytics) nearly four times the number of registrants on our website compared with arm A. The population of each was similar, so we must hypothesize that (1) AdWords showed the ad disproportionately (for a given number of people searching on depression) more often in London, resulting in more hits, or (2) there were more people in London searching on depression, resulting in AdWords displaying it more often, or (3) there was more competition for ads in areas other than London, or (4) more people in London than in other areas clicked through on the ad.

On the other hand, when we examined our website data, we did not see this same imbalance, suggesting two further explanations: (5) that AdWords worked quite well in targeting on the requested areas but Analytics reported very badly, or (6) that many more people from London than from other regions logged on to the site but did not complete the questionnaire. AdWords supplies the number of impressions only by keyword and not by area for a given campaign, and Analytics does not give information on the number of impressions. We do not know how AdWords decides to display ads if it is given a choice of regions for a given budget.

AdWords provides click-through rates by campaign or by keyword but not by location within a campaign. As we had our AdWords campaign set up initially—as one campaign that included the various locations—we could not analyze click-through rate by location. In retrospect, a better strategy to running one AdWords campaign with multiple postcode areas would be to run separate campaigns for each of the target postcode areas with their own separate budgets allocated proportionately to their populations. This would give more information about why ads were performing better in parts of an intervention arm and would allow for greater control. Furthermore, the postcode area could be included in the ad wording to help in location targeting (Figure 6). After completing data collection for this study, we ran regional ads of this sort for 2 months. Data presented in Multimedia Appendix 7 show that AdWords presented the ad more than twice as often in London SW as in Liverpool per head of population than in other areas. There was no major difference in click-through rates. Running separate campaigns in each area appears to be a better strategy in being able to control a study, but questions remain as to why there should be such a large variation in presentation of ads.
Another alternative is to consider excluding London postcodes from the study. However, this would mean that the capital, with its different population and environment compared with many parts of Britain, would not be represented. London distorts the targeting, perhaps because of the likelihood that Internet service providers are based in London or because of the idiosyncratic way that IP location databases and Google interpret the geography of London [25]. Whatever strategy is adopted, the imbalance in the arms points to the need to pilot the study design.

When we started this study, AdWords offered targeting through drawing a radius around a point and a hand-drawn polygon. We used both methods but probably had more leakage from using polygons. Google has (as of October 29, 2011) abandoned the use of hand-drawn polygons [30]. Given our experience, in future (1) we would use only the radius method with the smallest radius possible (1 km) rather than 1 mile in urban areas, (2) in urban areas, we might consider targeting the center of each sample area, leaving a no-man’s-land of untargeted areas near the postcode area boundary, and (3) in rural areas, on the other hand, we might use larger-radius circles, as the surface area of postcode districts varies greatly between rural and urban areas (see Multimedia Appendix 3).

**Recommendations for Future Trials**

In summary, we would recommend running separate campaigns for different areas with budgets proportional to the target populations, so that the number of presentations of ads and click-through rates can be more easily monitored. We would use radius around a point rather than hand-drawn polygons, and would use the smallest radius (1 km) possible in urban areas. We might avoid including London in a trial and we would put more emphasis on distance between areas included in the study, in particular, to control areas, and less emphasis on trying to match on other characteristics.

**Considerations for Improvements in AdWords and Analytics to Support Research**

Supporting health research is not Google’s main priority, but if we were able to see improvements in Google products, what would be useful for studies of this type? First, we would like AdWords and Analytics to coordinate better. For example, if we request AdWords to target an area X, we would expect Analytics reports to show that area X was targeted. Table 2 shows that this is currently not the case. Others have commented on the different systems used by AdWords and Google Places [31]. Second, we would like to be able to understand the geography used, particularly of London. Third, we would like more integration between Google Insights and Google AdWords, so that we could understand better whether getting more presentations of an ad in one area was due to the volume of users searching on relevant terms or some function of competing bids.

**Limitations**

There is of course no guarantee that the ability to target online advertising will always be available in this form. While the increasing use of mobile access to the Internet is encouraging the use of location-specific ads [32], concerns about privacy (eg, [33,34]) and the changing legal environment have resulted in Google allowing people to opt out of its location service [35]. In this study, 12% of visits were from mobiles; it is possible that as this proportion increases, locating users may become more difficult, resulting in more leakage.

AdWords is of course not the only way of local advertising online. This is a complex domain with large financial gains or losses to be made between the big corporations. Ongoing comparisons of the various geotargeted advertising solutions from Microsoft, Facebook, LinkedIn, etc would be worthwhile. For example, Facebook allows geotargeting of ads by radius and other useful criteria such as age, demographics, and interests [36]. Microsoft is now offering radius targeting for Bing and Yahoo with a radius of 5 to 100 miles [37]. Ongoing comparisons are particularly important if we are to ensure that the appropriate population is targeted for a study.

Google has 60%–80% of the search market globally [38]. Facebook is used by 43% of the UK population [39], although it may be underrepresented among, for example, older people or people with few social contacts (who may be the population that most needs to be targeted). Google is starting to compete with Facebook by promoting Google+ [40], where users can
volunteer as much information as they wish about themselves and their current and past locations, and so Google may revise and refine its geotargeting strategy in due course. Each company will continue to develop its methods, sometimes leading to improved, sometimes to reduced, options for researchers.

Cluster trials are stronger—that is, less subject to chance bias—if they include more clusters [21]. Our study, although selection of our clusters took into account population size and previous use of LLTTF, was therefore relatively weak in that each arm included only four postcode areas (clusters). There are two ways we could have included more clusters. First, we could have included more postcode areas. Britain has 121 postcode areas, of which 16 were in our study. Given the shape of Britain, the shape of the postcode areas, the fact that we purposively sampled by quartiles of previous use of LLTTF and population size, and that we had four arms, we already had some difficulty in selecting areas that were not adjacent. However, a simpler trial with two arms and more areas sampled should be possible and would give a stronger design. In a larger country such as the United States it may be easier to choose control arms with no contamination.

The alternative way of increasing the number of clusters is to reduce the target size to a postcode district—that is, to target, for example, KT1, SW4—with controls at the district level. Britain has just over 3000 postcode districts such as this. In our use of AdWords, we defined postcode areas by the sum of postcode districts. Leakage between postcode districts within an area (eg, between KT1 and KT2) was not a problem for our design, in that leakage was into another district in the same geographical area. If we had used single postcode districts scattered over Britain, there would have been more leakage into non-study areas and it would have been difficult to find suitably distant control areas. There is clearly a trade-off between reducing the bias from having a small number of clusters and having leakage on a greater number of clusters. Analysis of registration on LLTTF by postcode district will allow assessment of intracluster correlation. We think that postcode area is the best size of region for this type of study in the United Kingdom, but having only two arms with more areas in each would be preferable.

We cannot be sure how the findings of this study would translate to other countries, particularly in relation to the complications of including London described above. It seems quite likely that densely populated cities that host many Internet service providers may cause some distortion of the geography used by online advertising.

Other limitations to this study relate to the lack of information from Google or inconsistencies in methods. For example, in trying to assess leakage, we used Google Maps to pin a location for a town and to subsequently draw a radius and assess whether the area of someone using our website might have been targeted by AdWords. But, as we have seen, Google is not consistent between Ads and Analytics, or between Ads and Places, so is quite likely also not to be consistent between Maps and Analytics. However, in the absence of an integrated system, this method did give us an idea of whether we could attribute a case to leakage or to random error.

Conclusions
At least for now, it seems feasible to carry out a cluster RCT of location-targeted online ads in Britain at the postcode area level. Internet recruitment provides unique challenges in understanding the characteristics of participants and which denominators and populations to use [41]. We have highlighted several issues that may help other researchers to use AdWords and other online advertising, but we conclude that it is possible to geographically target Internet ads in a cluster RCT without too much contamination.
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Abstract

Background: In health care, the use of physical parameters to monitor physical disease progress is common. In mental health care, the periodic measurement of a client’s functioning during treatment, or routine outcome monitoring, has recently become important. Online delivery of questionnaires has the potential to reduce clinicians’ resistance to the implementation of routine outcome monitoring. Online delivery enables clinicians to receive results on a questionnaire in a graphic directly after data entry. This gives them insight into the progress of a client at a single glance.

Objective: To explore clinicians’ perspectives on a routine outcome monitoring procedure where questionnaires and feedback on scores were delivered online. Questionnaires could also be filled out on paper and then entered into the online system by a research assistant.

Methods: In 2009 we sent an online survey, consisting of five yes-or-no questions and six open-ended questions, to all clinicians in the 14 mental health care organizations working with the routine outcome monitoring system in the Netherlands. Of the 172 clinicians contacted, 80 (47%) opened the link and 70 of these 80 (88%) clinicians completed the survey.

Results: Clinicians seldom used the graphical feedback from the Web-based system, which indicates that direct feedback on scores did not enhance the implementation of routine outcome monitoring. Integration into the electronic patient record and more training on interpretation and implementation of feedback in daily practice were seen as the primary points for further improvement. It was mainly the availability of a research assistant that made the routine outcome monitoring procedure feasible.

Conclusions: Without a research assistant and training in the interpretation of outcomes, software programs alone cannot ensure effective implementation of monitoring activities in everyday practice.
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Introduction

Regular monitoring of clients with chronic physical diseases using specific outcome measures—for example glucose levels in diabetes or blood pressure in patients with heart failure—is common in health care [1-3]. In mental health care, the periodic measurement of clients’ functioning during treatment, or routine outcome monitoring, has only recently become important [4-7].

By providing regular information to both the professional and the client on the course and severity of symptoms during treatment, routine outcome monitoring is assumed to improve informed decision making and therefore quality of care. Well-timed information on the severity and course of symptoms during treatment is an integral part of routine outcome monitoring [8,9]. Increased workload due to systematic data collection, such as filling out questionnaires multiple times, can
easily lead to resistance by clinicians [10]. Therefore, the additional burden of data collection should balance the utility of these data from the clinician’s perspective.

Online delivery of questionnaires may facilitate routine outcome monitoring by (1) reducing the logistic burden, (2) being able to provide feedback directly to clinicians, which is an extension of the paper-and-pencil method, and (3) reducing the amount of missing data, because one may not proceed without answering all questions [6,10,11]. However, previous research has suggested that attention should be paid to cross-validation between electronic and paper-and-pencil versions of the questionnaires, as psychometric properties may change [12-14] and Internet-based surveys do not automatically translate into higher response rates than with paper-based versions [15-19].

To stimulate the use of routine outcome monitoring in old-age psychiatry in the Netherlands, we introduced the Mental Health Care Monitor Older Adults (MEMO) system. This Web-based system was designed to deliver the benefits mentioned above and contains Web-based versions of questionnaires, automatically calculated sum scores, graphics presenting the symptom course over time, and reminders to clinicians of when follow-up assessments are needed. Depending on their own individual preferences, clinicians could also fill out the questionnaires on paper and a research assistant would then enter the data into the Web-based system. The present study explored the acceptability of using a Web-based routine outcome monitoring system in old-age psychiatry from the perspective of the clinician.

Methods

Description of MEMO

MEMO was started in 2008 for a period of 5 years. During information meetings, managers received extensive information about the procedure of MEMO. After these meetings, 14 of the 41 mental health care organizations throughout the Netherlands applied to participate in MEMO. All clients referred by their general practitioner to these 14 organizations and who progressed to treatment after intake at an outpatient clinic for old-age psychiatry were monitored. The only exclusion criterion was a primary diagnosis of a cognitive disorder. Data were collected at fixed intervals and included diagnostic variables, measures of mental and social functioning, treatment characteristics, and client satisfaction (see Table 1 [20-23]).

Before the introduction of MEMO, outcomes were not measured in such a structured and uniform way in old-age psychiatry in the Netherlands. To ensure high-quality data collection, funding was provided to organizations to employ a research assistant. We also provided annual training sessions for the use of the Health of the Nation Outcome Scales for older adults (HoNOS 65+) and the Web-based system (see below).

Table 1. Measurement overview of Mental Health Care Monitor Older Adults (MEMO).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Rater</th>
<th>Time point</th>
<th>12 months/end of treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic variables</td>
<td>MHP</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>DSM-IV-TR-TR classification</td>
<td>MHP</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>HoNOS 65+ (mental and social functioning)</td>
<td>MHP</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>GDS-15 (severity of depressive symptoms)</td>
<td>Client</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Type of treatment</td>
<td>MHP</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Life events</td>
<td>MHP</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>MHCCT (client satisfaction)</td>
<td>Client</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

a Mental health care professional.

b Diagnosis according to the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, text revision [20].

c Health of the Nation Outcome Scales for older adults [21].

d Geriatric Depression Scale 15-item version [22].

e To be filled out only by clients with a primary diagnosis of a mood disorder.

f Categories are based on the Dutch reimbursement categorization: psychological therapy, supportive counseling, activating techniques, psychopharmaceutical treatment, relation or system therapy, and electroconvulsive therapy.

g Mental Health Care Client Thermometer [23].

As clients neither were subjected to interventions nor had to obey behavioral rules for MEMO, the medical ethics committee Medisch-ethische Toetsingscommissie instellingen Geestelijke Gedonheidsszorg decided that the Dutch Medical Research Involving Human Subjects Act was not applicable and the study did not require ethics approval. Nevertheless, all clients were informed about the scientific purposes of MEMO, and clients who did not agree to the use of their anonymous data were excluded.

Web-Based Data Collection

NetQuestionnaires Netherlands (Utrecht, the Netherlands; www.netq.nl) developed our Web-based system for both data.
acquisition and processing (sum scores and graphical presentation of symptom course).

To safeguard the data collected, we observed the Data Protection Act and ensured confidentiality through the use of an HTTPS connection, which secured the communication on the Internet, as well as a login procedure and a separate environment for each organization, which prevented the exchange of client data between organizations [24].

After a client was added to the system, based on the diagnosis, the questionnaires that had to be filled out at baseline were shown and could be filled out immediately online. During follow-up, the system tracked each client and signaled every 4 months, up to 12 months, by email alerts to both clinicians and research assistants when new questionnaires had to be completed. Immediately after data entry, the system generated a graphic visualizing the progress of the client and thereby giving feedback to the clinician. For example, the feedback in Figure 1 shows that the client had a score of 5 at intake and improved after 4 months to a score of 3.

For clinicians who preferred to use paper-and-pencil forms, feedback was delayed until the research assistant had entered the data into the system. The participating organizations asked clients to fill out their questionnaires on paper.

Figure 1. Example of the graphical feedback generated by the Web-based system to show clinicians the progress of their client during treatment. Clarification of Dutch language terms: Totaalscore = sum score (at a particular questionnaire); Meting 1 = sum score at intake; Meting 2 = sum score at the second moment in time; Score (y-axis) = sum score; Sessie (x-axis) = session (1 = intake, 2 = second moment in time). Clarification of symbols: exclamation mark = questionnaires have to be filled out for this particular client; check mark = the client has ended treatment; alarm clock = client has been monitored for 1 year and therefore monitoring can be ended.

Evaluation Questionnaire

Measurement
To evaluate the MEMO procedure, we emailed an online questionnaire to all 172 clinicians who were authorized to use the Web-based system after 1 year of data collection. They were asked to help improve the procedure of MEMO by filling out the questionnaire, which would take 10 minutes at most. Responses would not be communicated to their organization or manager. To avoid duplicate entries the software did not allow clinicians to open the questionnaire more than once. In addition to general information (organization, sex, age, profession, and work experience), the questionnaire consisted of 5 items that could be answered with either yes or no: (1) Do you think the MEMO procedure is feasible? (2) Do you use the graphical feedback from the system? If yes, the following questions were displayed: (3) Do you think the graphical feedback is relevant to your work? (4) Based on the graphical feedback, did you change the treatment plan for a specific client? (5) Do you think this type of feedback should be continued? Each question was accompanied by an open-ended question that gave them an opportunity to explain their answer. Next, clinicians were asked to grade the graphical feedback (on a scale of 1 to 10). The final question for all clinicians was “Do you have any suggestions for data collection and giving feedback in mental health care for older adults?” The questions were spread over 4 pages: (1) general information, (2) feasibility questions, (3) questions on the graphical feedback, (4) suggestions for data collection. Clinicians were able to review and change their answers in the course of completing the questionnaire. Responses were automatically captured in a database. To improve the response
rate. (1) contrary to the yes-or-no questions, the open-ended questions were not mandatory to prevent premature discontinuation, (2) clinicians received a reminder after 1 month, and (3) a gift voucher of €25 was raffled off among the respondents in each organization.

Analysis

Qualitative data analysis was performed on the answers to the open-ended questions. The contents of the answers were labeled (by MV). These labels were data driven. When coding was complete, the frequencies of the codes were analyzed.

Results

Of the 172 clinicians, 80 (47%) opened the link to the evaluation questionnaire; 70 of these 80 (88%) clinicians completed the questionnaire (n = 41, 59% female; mean age 47.5, range 27–64 years; mean work experience 22, range 1–44 years). Participating clinicians were nurses (n = 38, 54%), psychologists (n = 24, 34%), psychiatrists or geriatricians (n = 5, 7%), and social workers (n = 3, 4%). Characteristics of nonresponders are unknown.

Although 54 of the 70 (77%) clinicians considered the procedures of MEMO to be feasible, only 11 of 70 (16%) actually used the graphical feedback (Table 2). The 11 clinicians who used the feedback considered that it was relevant to everyday practice and that it should be continued. They rated the quality of the feedback with a score of 7 (range 5–8). Clinicians who did not use the feedback gave the following reasons; no time (n = 8), forgot how to use the feedback (n = 5), did not understand graphical feedback (n = 3), and had recently joined the team and therefore had not yet had the opportunity to measure clients multiple times (n = 4).

Table 2. Clinicians’ answers to the yes-or-no questions on the feasibility of Mental Health Care Monitor Older Adults (MEMO) and the use of feedback from the Web-based system.

<table>
<thead>
<tr>
<th>Question</th>
<th>n</th>
<th>Positive answer (yes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedure MEMO feasible</td>
<td>70</td>
<td>54</td>
</tr>
<tr>
<td>Use of graphical feedback</td>
<td>70</td>
<td>11</td>
</tr>
<tr>
<td>Graphical feedback relevant</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Change of treatment plan</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Continuation of graphical feedback</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

Of 70 clinicians, 21 (30%) gave further suggestions, and 8 of these 21 (38%) suggested that the Web-based system could be improved by incorporating the system within the electronic patient record, through which alerts and graphics are seen directly in the record. The additional login procedure besides the electronic patient record was thought to be the main barrier to the use of the Web-based system. Instead, they filled out the questionnaires on paper. Of the 21 clinicians, 6 (29%) suggested that data collection be extended to other instruments beyond the HoNOS 65+ to obtain more detailed information. Of the 21 clinicians, 5 (24%) suggested that more attention should be paid to the implementation of routine outcome monitoring in everyday practice. Remarkably, only two comments about increased workload were given.

Discussion

Although the majority of clinicians considered the procedure of MEMO to be feasible, only a few actually used the graphical feedback from the Web-based system. The most common suggestion given to enhance the use of the feedback was to incorporate the Web-based system into the electronic patient record, so that the scores and graphics of their clients would be more easily accessible. This means that previous findings that software programs support direct feedback and monitor activities in clinical practice [6] hold true only if these programs are integrated into the electronic patient record.

As we did not integrate our Web-based system into the electronic patient record, it is likely that the availability of a research assistant made our routine outcome monitoring procedures feasible. This is in line with the findings of a previous study on younger adults, which showed that routine outcome monitoring is highly feasible when supported by trained assistants [7]. However, in that project, the routine outcome monitoring assistants carried out all measurements and reported to the clinicians by letter. In our study, clinicians performed measurements themselves and the research assistants did not report results. The research assistants only entered data into the Web-based system to enable clinicians to see the graphical feedback. Recent research showed that when female cancer survivors were given a choice between filling out a questionnaire online and filling out a paper version of the questionnaire, they preferred to fill out the paper version. When they were not given the choice, their response rates were similar for both the Web-based and paper-based questionnaire [25]. This provides further evidence that it was the availability of a research assistant that made our routine outcome monitoring procedure feasible, since clinicians had a choice and probably preferred to fill out the questionnaires on paper. However, the added value of our research assistants was probably much greater than simple data entry for the following reasons: (1) they had an overview of the entire project, and (2) they were easily accessible to clinicians for support using the Web-based system. Finally, they reminded clinicians to follow up measurements before passing the deadline. Therefore, even when clinicians did not have the opportunity to fill out questionnaires on paper, the support of a research assistant was critical to the implementation of the routine outcome monitoring and is probably the reason that in
our study only two comments on the increased workload were made. Previously reported barriers to routine outcome monitoring implementation from the clinician’s perspective included (1) the opinion that the expert knows best, (2) outcome measurement undermining clinical expertise and violating the privacy of the therapy dyad, (3) increased workload, and (4) fear of evaluation of their practice [6,7,10,26,27]. None of these reasons were mentioned in our survey. Instead, a lack of knowledge of how to implement outcome measures in day-to-day clinical practice appeared to be another barrier. Future research should investigate whether more training enhances the use of direct feedback in clinical practice. After successful implementation of MEMO, results will provide a proxy of quality of care. Additional measures of routine outcome monitoring will be needed to indicate quality of care in old-age psychiatry.

Limitations
First, the overall response rate (70/172, 41%) is rather low. Nevertheless, most nonresponders (92/172, 54%) did not open the link and therefore were not aware of the content of the survey. As 88% (70/80) of the clinicians who opened the link also filled out the questionnaire, it seems unlikely that the response rate is related to the content of the questionnaire. Second, as the explanatory items were not mandatory, some clinicians may have too easily skipped some of these questions. Therefore, reasons for not using the feedback or suggestions to improve the procedure of MEMO may have been missed. Third, open-ended questions were labeled by one person. Since the questions were structured and the clinicians’ answers were brief, it is likely that having a second person coding would have led to the same results. Fourth, organizations voluntarily applied for participation in MEMO, which could imply that participating clinicians were more in favor of using a Web-based system than were clinicians in organizations that did not participate. However, this seems unlikely to have been the case, because it was the managers who made the decision to participate in MEMO and not the clinicians themselves.

Conclusion
The availability of a research assistant seems to enhance the acceptability of routine outcome monitoring to clinicians. Integration of routine outcome monitoring software into the electronic patient record and more training on how to implement direct feedback in daily practice would make the Web-based system easier to use for clinicians.
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Abstract

Background: Effective communication of public health messages is a key strategy for health promotion by public health agencies. Creating effective health promotion materials requires careful message design and feedback from representatives of target populations. This is particularly true when the target audiences are hard to reach as limited English proficiency groups. Traditional methods of soliciting feedback—such as focus groups and convenience sample interviews—are expensive and time consuming. As a result, adequate feedback from target populations is often insufficient due to the time and resource constraints characteristic to public health.

Objective: To describe a pilot study investigating the use of crowdsourcing technology as a method to gather rapid and relevant feedback on the design of health promotion messages for oral health. Our goal was to better describe the demographics of participants responding to a crowdsourcing survey and to test whether crowdsourcing could be used to gather feedback from English-speaking and Spanish-speaking participants in a short period of time and at relatively low costs.

Methods: We developed health promotion materials on pediatric dental health issues in four different formats and in two languages (English and Spanish). We then designed an online survey to elicit feedback on format preferences and made it available in both languages via the Amazon Mechanical Turk crowdsourcing platform.

Results: We surveyed 236 native English-speaking and 163 native Spanish-speaking participants in less than 12 days, at a cost of US $374. Overall, Spanish-speaking participants originated from a wider distribution of countries than the overall Latino population in the United States. Most participants were in the 18- to 29-year age range and had some college or graduate education. Participants provided valuable input for the health promotion material design.

Conclusions: Our results indicate that crowdsourcing can be an effective method for recruiting and gaining feedback from English-speaking and Spanish-speaking people. Compared with traditional methods, crowdsourcing has the potential to reach more diverse populations than convenience sampling, while substantially reducing the time and cost of gathering participant feedback. More widespread adoption of this method could streamline the development of effective health promotion materials in multiple languages.

(J Med Internet Res 2012;14(3):e79) doi:10.2196/jmir.2063

KEYWORDS
Crowdsourcing; health promotion; public health informatics; limited English proficiency populations
Effective communication of health messages to a wide range of populations is a key public health strategy for preventing disease. Unfortunately, the vast majority of good-quality health information materials—such as websites, flyers, and patient handouts—in the United States are available only in English. Communication efforts frequently do not reach diverse populations because of language barriers. Design of effective health promotion materials for linguistically diverse populations requires careful development of key messages, as well as evaluation and feedback from target communities. Most methods that require collection of participants to develop and test multilingual health messages are both costly and time consuming [1]. We report here on the use of crowdsourcing to gather quick feedback on health promotion materials from English-speaking and Spanish-speaking populations in an inexpensive and efficient manner. The specific advantages and challenges of using this technique for health communications research are explored.

**Background and Motivation**

Health promotion materials—either in print or online—are important vehicles for communicating public health messages. Prior studies indicated that the design of these materials significantly affects readers’ understanding and retention of these messages [2,3]. In practice, however, too little attention is paid to information selection, wording, formatting, and the use of different modalities (text vs images). The effectiveness of different materials may also depend on the native language and cultural background of the target audience [4,5]. This factor should not be underestimated: according to the American Community Survey [6], 20% of the US population over 5 years of age speak a language other than English at home, and 43.8% of these have limited English proficiency, defined as having a primary language other than English and a limited ability to read, speak, write, or understand English.

Two reasons why health promotion materials are often developed in a cursory manner are time and costs. Typical health promotion research is conducted through surveys, interviews, and focus groups [7,8]. Such studies are costly, time consuming, often subject to selection bias, and of limited generalizability [9], since they most frequently rely on convenience samples of target populations.

Over the last 10 years, the use of Internet surveys has risen in popularity as a result of the ease of access and low costs. Although Internet surveys have raised concerns about generalizability, published studies indicate that Internet surveys that depend on self-selected populations reach more diverse populations than do traditional survey methods that rely on convenience samples. An investigation of a large sample of Internet participants (n = 361,703) revealed greater participant diversity in terms of gender, race, age, geographic diversity, and economic status than in traditional studies [10]. Crowdsourcing platforms provide a potential channel for easy access to and recruitment of participants for conducting Internet surveys, especially when trying to access a more diverse population such as non-English speakers. In this paper we communicate our experience using crowdsourcing technology to test public health promotion materials.

**Crowdsourcing**

Crowdsourcing is a term used to describe the outsourcing of online tasks performed by a network of people responding to an open call [11]. Although crowdsourcing was initially used for assigning computer-coding tasks, its application has been expanded to product development, advertising, and marketing research [12]. Crowdsourcing, as a method to reach participants, is beginning to revolutionize fields that rely on human experts to perform complex tasks. Collecting data from participant experts has traditionally been difficult, slow, and costly. Examples include speech transcription [13], translations [14], and image labeling [15]. Of the existing online crowdsourcing platforms, the most well known and well studied is Amazon’s Mechanical Turk (www.Mturk.com). Mechanical Turk is a crowdsourcing website for brokering so-called human intelligence tasks (HITs)—that is, tasks that are easy for a human to perform but are difficult for a computer. Mechanical Turk connects requesters of HITs to workers and allows for easy task creation, recruitment, compensation, and data collection. The site provides 24/7 access to participants from over 100 countries.

**Crowdsourcing in Social Science Research**

Since crowdsourcing provides easy, low-cost access to a potentially large pool of participants, it is starting to be considered as a method for research study recruitment in the psychological and behavioral sciences. Mechanical Turk and similar platforms can be used to conduct surveys, opinion polls, or online experiments. Crowdsourcing differs from traditional Internet surveys in that involves limited financial compensation and a pool of regular participants; thus, the recruitment potential, in terms of speed and number of participants, is greatly increased. The potential concern with this method is that there is no face-to-face interaction with participants—the natural question that arises is whether experimental results obtained in this way are valid. Participants might try to “game” the system and not be sufficiently engaged in the task, especially if their primary motivation is monetary compensation. In view of these concerns (see Schmidt [16] for a discussion), several recent studies have analyzed the validity of Mechanical Turk-based data collection for human participants research in political science, psychology, economics, and linguistics [17-21]. These studies have unanimously found that data gathered through Mechanical Turk closely mirrored results collected using standard experimental paradigms, demonstrating a high level of participant engagement, while being significantly easier, faster, and cheaper to obtain.

The relatively low level of compensation typical of Mechanical Turk HITs affected data collection time but not data quality. When compared with convenience samples and other Internet surveys, Mechanical Turk provided data that appeared to be as reliable as other traditional methods [17]. One reason for this outcome may be that, at least for workers located within the United States, the main motivations for working on Mechanical Turk are spending free time in a useful way, having fun, and earning additional income [22,23]. This is different for workers in other countries (eg, India, which hosts the second-largest
segment of Mechanical Turk workers) where compensation is a stronger motivation, though few people use Mechanical Turk as their primary source of income [17]. Berinsky et al [18] and Buhrmester et al [19] also found that Mechanical Turk participants are more diverse and demographically representative than convenience samples.

Crowdsourcing in Public Health
In the context of health care, various forms of crowdsourcing have been used for disaster response [24] and reporting disease outbreaks [25]. These forms of crowdsourcing relied on unpaid volunteers to provide services such as language translation or geolocation. To the best of our knowledge, Mechanical Turk or comparable platforms that implement online microtask brokering have not been studied as a tool in public health communications research or practice, in particular for testing and validating user-oriented health information materials.

Our hypothesis was that crowdsourcing could be an alternative to in-person methods to test public health promotion materials, especially to gain access to non-English-speaking populations. We set out to determine the potential of Mechanical Turk as a rapid, low-cost method for testing the format of health promotion messages designed for diverse populations, including limited English proficiency populations. In particular, we sought to identify the ease of recruitment, costs, and participant demographics associated with using Mechanical Turk to gather rapid and relevant feedback regarding formatting preference from English-speaking and Spanish-speaking individuals for public health communications research.

For this tutorial we chose to focus on our experience studying pediatric dental health messages. Despite being highly preventable, dental disease remains the most common disease of children and adolescents [26]. Tooth decay is four times more common than asthma among adolescents aged 14 to 17 years. Over the past 50 years, major improvements in dental health have been reported nationally in the United States, yet striking disparities remain based on income, age, and race or ethnicity [26]. Many members of society are not informed about, or do not act upon, available dental health messages; therefore, we viewed dental health messaging as an important area for investigating targeted communications.

Methods
Mechanical Turk Setup
Amazon Mechanical Turk facilitates several steps in a crowdsourcing-based study, in particular publishing the task, recruiting participants, collecting the data, and compensating workers. Data preparation and response quality assessment need to be done offline by the researcher.

The first step in setting up a crowdsourcing task is to create and fund a Mechanical Turk account. There is no cost associated with setting up an account, but funds to compensate the workers and to pay the nominal fees charged by the website need to be paid into the account in advance.

The next step involves setting up the task to be performed by workers. The study designer needs to define the overall task, break it up into microtasks (small tasks that can quickly be performed by an individual worker), formulate the instructions to workers, and prepare the data associated with each task (such as text or images to be annotated, or survey questions). This is done offline, using in-house tools. The Mechanical Turk infrastructure is then used to determine the design of the HIT webpage presented to workers, as well as task and worker attributes, and to upload the data to Mechanical Turk. The desired number and type of HITs are then created automatically from the uploaded data and design template, and they are offered to workers meeting the specified attributes. For example, a researcher might want to annotate 100 different paragraphs. In this case, the template is the form designed to display the paragraph and capture the worker's annotation. Then the data—the 100 different paragraphs—are loaded to create 100 individual HITs.

Task design and attribute specification can be performed using one of three alternatives: the Web-based requester interface, command-line tools, or an application programming interface. In each case, several predefined options are available for the page design (including, for example, checkboxes, drop-down menus, radio buttons, and free-text answers). The task attributes include the compensation per task, number of days the task will be available on Mechanical Turk, the maximum time allotted to any individual worker for completing the task once he or she has accepted it, the number of assignments per task (how many different workers process a given task), and the autoapproval period (the time period after which the results submitted by the worker will automatically be approved). The worker attributes include his or her approval rating (based on previous HITs completed on Mechanical Turk), geographic location, adult content qualification, and any additional qualifications set up by the requester (such as performance on previous tasks by the same requester). The set of worker attributes allows requesters to cultivate pools of trusted workers who habitually deliver good-quality results.

As soon as the template data collection form is created and the data are loaded, researchers can publish the HITs and start receiving answers from workers. Responses can be downloaded, assessed for quality, and approved or rejected online or by uploading a corresponding data file. Once a HIT has been approved, the worker is paid the promised compensation; requesters also have the option of assigning bonuses to workers for particularly satisfying results.

Validity of Responses
One of the main difficulties faced when conducting crowdsourcing studies is assuring the validity of the responses obtained [27]. Since participation is anonymous and linked to monetary incentives, crowdsourcing can attract participants who do not fully engage in the requested tasks or might be unqualified to accurately complete them. There are several ways that a researcher might address this validity issue. The first one is one we already mentioned: setting up qualifications, including qualification tests that need to be passed before the worker can accept a HIT. Second, when the task is associated with an objective ground-truth answer for a subset of the data (such as finding a particular image among a set of images), responses...
can be rejected automatically when they do not correspond to the ground truth, and the worker can be blocked. However, this is not possible when the worker’s task is to provide a purely subjective assessment. Third, crowd-sourced data collection can involve multiple sequential stages—at each stage, a different set of workers correct the output from previous workers. Fourth, different measures of reliability can be computed on the responses offline, such as outlier statistics or agreement between multiple workers performing the same tasks. Finally, sanity checks (eg, comprehension questions) can be included in the HIT itself.

Crowdsourcing in the Development of Health Promotion Materials

We developed an online survey to test formatting and modality preferences for a variety of messages on pediatric dental health issues (see Multimedia Appendix 1).

The survey consisted of three sections. In the first part we asked a set of questions about the participants’ demographic background, including country of origin, native language, age range, gender, highest education level achieved, whether participants had a regular dentist, and when they last saw a dentist. In the second part, described in more detail below, a paragraph extracted from a pediatric dental education document was presented in four different formats along with text comprehension questions. In the third part participants were asked to select which of the four formats they preferred, followed by an open-text question asking them to state the reasons for their preferences. Optionally, participants were able to provide feedback on the task itself.

In total, we created 12 different survey forms for 12 different documents, each about a different dental health topic. Consent to participate, including information about time to complete the survey and information being collected, was provided prior to initiating the survey. We did not collect any personally identifiable information during the survey; workers are anonymous and only associated with an alphanumerical identification tag. The University of Washington Human Subjects Division approved the study.

For parts 2 and 3 we selected paragraphs from consumer education materials available on US national dental association websites, including the National Institute of Dental and Craniofacial Research, the American Dental Association, the American Academy of Pediatric Dentistry, and the American Academy of Family Physicians. We selected paragraphs to represent a variety of topics regarding childhood dental health, such as tooth brushing, pediatric dental visits, or fluoride use. The content of the selected paragraph was formatted into four versions. Format A consisted only of the running-text paragraph. Format B was a text-only bulleted list. Format C showed the running-text paragraph and a content-related image (either a photorealistic image or graphics). Format D showed the bulleted list plus the image. All four formats were displayed on the same page. However, the order in which the four formats were presented was determined by random selection. To ensure that participants read and reviewed each of the four versions thoroughly, thus ensuring the validity of their responses, they were requested to answer a different text comprehension question after the presentation of each format. If they answered questions incorrectly, their responses were discarded. We created and tested two versions of the survey, one in English and one in Spanish.

For each survey form, we created a separate HIT on Mechanical Turk. For each HIT, we collected 20 responses (ie, up to 20 different workers answered a single HIT, but a single HIT could not be completed multiple times by the same individual). For each of the two surveys we thus obtained 240 responses.

Participation was limited to individuals located in the United States and those 18 years or older. For the Spanish survey, participants were required to be native Spanish speakers and were asked to specify their country of origin. A separate language qualification test was not applied; however, all Spanish survey materials, including the HIT description and the comprehension questions, were in Spanish, and we did not see any evidence of nonnative speakers taking the Spanish survey. In addition, all comprehension questions were answered correctly. To ensure reliable participants, we also required that they have an approval rate of at least 95% in the HITs they had previously worked on. We allocated 15 minutes for the completion of a single HIT, although we estimated that it could be completed in a much shorter time; the compensation was US $0.25 per HIT.

Results

The data gathered allowed us to gain insights into participant demographics, the time and costs related to conducting a Mechanical Turk survey, and users’ preferences for different messaging formats.

Participant Demographics

We received responses from 236 individual participants for the English survey and 163 for the Spanish survey. Although participation was limited to individuals located in the United States, native Spanish-speaking participants were from 18 different countries. This is a wider distribution over countries than the overall Latino population in the United States, which tends to come more predominantly from Mexico, Central America, and the Caribbean [28]. The five most frequently mentioned countries included three countries in South America (Table 1).
Table 1. Most frequent countries of origin for native Spanish-speaking participants versus the US Latino population.

<table>
<thead>
<tr>
<th>Country of origin</th>
<th>Study participants (n = 163) %</th>
<th>US Latino population</th>
<th>Country of origin</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mexico</td>
<td>20.9%</td>
<td>Mexico</td>
<td>63%</td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>9.4%</td>
<td>Puerto Rico</td>
<td>9.2%</td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>9.2%</td>
<td>Cuba</td>
<td>3.5%</td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>6.1%</td>
<td>El Salvador</td>
<td>3.3%</td>
<td></td>
</tr>
<tr>
<td>El Salvador</td>
<td>4.6%</td>
<td>Dominican Republic</td>
<td>2.8%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 summarizes key demographic characteristics and the time required to answer our HITs. The overall demographic composition of our respondent populations is similar to compositions observed in previous studies [22,29]—that is, Mechanical Turk workers were predominantly young and well educated. It is noteworthy that the Spanish-speaking respondents overall seem to have been even more highly educated than their English-speaking counterparts.

Table 2. Comparison of Spanish-speaking and English-speaking survey participants.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Spanish-speaking (n = 163)</th>
<th>English-speaking (n = 236)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to completion of HITs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>~12 days</td>
<td>~6 days</td>
<td>NA&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>73 (45%)</td>
<td>138 (58.5%)</td>
<td>.007</td>
</tr>
<tr>
<td>Age 18–40 years, n (%)</td>
<td>130 (79.8%)</td>
<td>184 (78%)</td>
<td>.67</td>
</tr>
<tr>
<td>College or graduate degree, n (%)</td>
<td>117 (71.8%)</td>
<td>102 (43.2%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average time/HIT (minutes:seconds), mean (SD)</td>
<td>5:20 (2:50)</td>
<td>4:05 (3:31)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup> Human intelligence tasks.
<sup>b</sup> Not applicable.

**Time and Cost**

The responses for the English survey were collected within 6 days; the Spanish survey took approximately twice as long. The total cost including the Mechanical Turk commission amounted to US $374.

**Preliminary Preferences and Feedback**

The main goal of this study was to explore the feasibility of using crowdsourcing to obtain feedback on information presentation options. Thus, we mention the actual results regarding respondents’ preferences primarily for the sake of completeness. Both the Spanish and English survey results indicate that participants largely preferred the format that included bulleted text with an image related to the text. The remaining preferences were evenly distributed among the other three formats (Table 3).

Table 3. Comparison of format preferences Spanish-speaking and English-speaking survey participants (total n = 399).

<table>
<thead>
<tr>
<th>Format</th>
<th>Spanish-speaking (n = 163)</th>
<th>English-speaking (n = 236)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bullet + image</td>
<td>106</td>
<td>136</td>
<td>65.0%</td>
</tr>
<tr>
<td>Bullet alone</td>
<td>22</td>
<td>46</td>
<td>14%</td>
</tr>
<tr>
<td>Paragraph with images</td>
<td>27</td>
<td>33</td>
<td>17%</td>
</tr>
<tr>
<td>Paragraph alone</td>
<td>7</td>
<td>21</td>
<td>4%</td>
</tr>
</tbody>
</table>

In addition to asking participants to answer the survey, we gave them the opportunity to comment on the survey, which was extremely useful. Several participants provided relevant feedback about the HITs and the value of the health promotion documents. In general, participants seemed to enjoy the task and mentioned that they found it educational or that they thought it was a useful research study. As an example, one participant commented:

*My kids’ adult teeth got ruined from giving them bottles at bedtime and it pooling in their mouth. Wish I would have known this back when my kids were little.*
Other participants mentioned that they disliked photorealistic images of dental diseases but that they valued the message (translated from Spanish):

*The image is too graphic but it is adequate to convey the message.*

*Although the picture is disgusting, it is real, and it is important so moms can be aware of the consequences of sugar in children’s beverages.*

Others commented on specific issues of the Spanish wording, preferring expressions from some dialects of Spanish (eg, Mexican) over others.

**Discussion**

Crowdsourcing is a new method for gathering data when human participation is required. Our results show that this technology can be used for gathering useful feedback on the design of health information materials from a large number of participants in a rapid and inexpensive manner, which is in line with results from previous studies in related fields [17-21]. This is particularly important for public health purposes, where materials might not be tested because of time and resource constraints, making it difficult to access a sufficiently large subset of the intended target audience. For example, public health agencies in the United States are bound by federal requirements to provide certain health information to non-English-speaking populations [30], which makes having access to such individuals an important step in adapting health promotion materials. Through crowdsourcing we were able to rapidly recruit a large number of native Spanish speakers, residing in the United States, originating from a large number of countries. In addition to collecting data about preferred formats, we also received feedback regarding the survey itself and useful suggestions from Spanish speakers regarding alternative vocabulary and culturally appropriate images.

An unanticipated side effect of this study was the communication of dental health promotion messages to participants who stated they had previously been unaware of some of the dental health recommendations. Several participants noted their appreciation for participating in an educational HIT. It is conceivable that crowdsourcing can be used not only to test and develop health messages but also to distribute messages to targeted populations. In the ideal case, both purposes could be combined in one crowdsourcing application.

The preliminary results of our survey suggested that both English-speaking and Spanish-speaking participants in the United States preferred a format with bullets and images. The preference for images is consistent with results from prior studies using more traditional methods [4,31,32]. Despite this overall trend, preferences were not unanimous: 17.7% of Spanish speakers and 28.4% of English speakers preferred formats without an image. This variation suggests that in the future, feedback regarding individual messaging formats preferences could be used to inform message tailoring. In addition, some Spanish-speaking participants provided feedback on the wording of the survey, which suggests that crowdsourcing could be used to obtain user feedback to edit terms or phrasing in future versions of the survey.

**Limitations of Crowdsourcing**

In line with previous studies, the demographic information collected in this study indicates that the population we reached was younger and more educated than the general population. Reaching primarily younger participants could be helpful when targeting messages pertinent to young parents or young adults in general (eg, on sexually transmitted diseases, drug and alcohol abuse, and injury prevention). Interestingly, Spanish speakers overall reported higher levels of education than English speakers. Clearly, one limitation of the Mechanical Turk recruitment method is the difficulty in reaching populations with low literacy, low computer skills, low educational level, or the elderly, although those are often the populations most in need of health information and support. However, 6%–7% of both the Spanish-speaking and English-speaking participants together had less than high school education. It is possible that, with a sufficiently large sample, valid information about some of the less well-represented demographic groups could be obtained at costs that are still lower than those of traditional surveying methods. Alternative methods to Internet surveying may include crowdsourcing through cell phone text messaging, which may later prove to be an effective way to gain feedback from other hard-to-reach groups.

Given the monetary compensation of Mechanical Turk, it is possible that individuals might try to game the system by answering questions quickly without serious consideration. To guard against this, we required participants to accurately answer questions about the content before the HIT would be accepted. Although there is no guarantee that participants gave true answers, all participants answered the content questions accurately, and their comments suggested that the participants considered their answers carefully.

**Limitations of this Study**

The main limitation of this study was that, because it was a pilot study, we did not solicit a statistically significant number of participants to draw conclusions about the responses regarding formatting preferences. Our goal in this study was to investigate how easy or difficult it would be to gain access to specific populations through crowdsourcing. An expanded study is needed to identify whether there are significant differences in messaging preferences between English-speaking and Spanish-speaking populations. Our results suggest that by using Mechanical Turk we will be able to recruit a large sample of participants in a relatively short time and at low costs. In addition, we did not compare the results with more conventional survey methods using convenience samples. However, Mechanical Turk has been compared with traditional experimental paradigms in several previous studies (see above) and has been validated as a way to gather survey responses; moreover, we envision crowdsourcing as a different way to access participants that should not necessarily be compared with conventional survey methods. Our results suggest that the demographics of the surveyed population using crowdsourcing are likely to be different from those of convenience samples accessed through more traditional methods. As a result,
crowdsourcing provides access to a population not readily available through traditional methods. As a consequence, demographic questions need to be included in the survey and taken into consideration when analyzing the results.

Conclusions
We used crowdsourcing to recruit a substantial number of English-speaking and Spanish-speaking participants for a survey on health promotion materials in 2 to 4 days for low costs. Results suggest that crowdsourcing could become a valuable research tool in public health communications research.
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Abstract

Background: The implementation of health technology is a national priority in the United States and widely discussed in the literature. However, literature about the use of this technology by historically underserved populations is limited. Information on culturally informed health and wellness technology and the use of these technologies to reduce health disparities facing historically underserved populations in the United States is sparse in the literature.

Objective: To examine ways in which technology is being used by historically underserved populations to decrease health disparities through facilitating or improving health care access and health and wellness outcomes.

Methods: We conducted a systematic review in four library databases (PubMed, PsycINFO, Web of Science, and Engineering Village) to investigate the use of technology by historically underserved populations. Search strings consisted of three topics (eg, technology, historically underserved populations, and health).

Results: A total of 424 search phrases applied in the four databases returned 16,108 papers. After review, 125 papers met the selection criteria. Within the selected papers, 30 types of technology, 19 historically underserved groups, and 23 health issues were discussed. Further, almost half of the papers (62 papers) examined the use of technology to create effective and culturally informed interventions or educational tools. Finally, 12 evaluation techniques were used to assess the technology.

Conclusions: While the reviewed studies show how technology can be used to positively affect the health of historically underserved populations, the technology must be tailored toward the intended population, as personally relevant and contextually situated health technology is more likely than broader technology to create behavior changes. Social media, cell phones, and videotapes are types of technology that should be used more often in the future. Further, culturally informed health information technology should be used more for chronic diseases and disease management, as it is an innovative way to provide holistic care and reminders to otherwise underserved populations. Additionally, design processes should be stated regularly so that best practices can be created. Finally, the evaluation process should be standardized to create a benchmark for culturally informed health information technology.

(J Med Internet Res 2012;14(3):e78) doi:10.2196/jmir.2095
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Introduction

While the visibility of health disparities has recently come to the forefront of the US health care agenda, the topic of health care disparities is not new. In 1984 the health of the nation was addressed in the “Health, United States, 1983” report conducted by the US Department of Health and Human Services. This report stated that African Americans and other racial and ethnic minorities were experiencing a higher burden of death and...
illness than the rest of the nation [1]. As a reaction to this report, the Secretary of the Department of Health and Human Services created the first group solely designated to study minority health issues—the Task Force on Black and Minority Health. In 1985, this group published a comprehensive study on minority health problems, “Report of the Secretary’s Task Force on Black and Minority Health.” The report brought more awareness of health disparities in historically underserved populations and spurred research [1].

In the United States, historically underserved populations are growing in size, and hence health disparities are affecting a growing proportion of Americans. For instance, while 2000 census findings showed that 82% of the population was white, by 2015 this number is predicted to decrease to 79%. At that time, it is expected that these will be 5% Asian, 13% African American, and 15% Latino [2]. By 2050, ethnic populations will double in size in the United States and constitute 40% of the population [2]. Similar studies conducted outside of the census found similar results. Partida reported that one in eight Americans is foreign born, and 45% of children less than 5 years of age are not white [3]. Beyond ethnicity, the percentage of older Americans is also increasing, with the oldest (85+ years of age) and ethnic elderly populations growing at the fastest rates [4].

With historically underserved populations growing in the United States, it is important to study the potential and existing health disparities facing them. While there is no consensus regarding the specific definition of what constitutes a health disparity, the National Institutes of Health defined a health disparity as “differences in the incidence, prevalence, mortality, and burden of diseases and other adverse health conditions that exist among specific population groups in the United States” [5]. More specifically health disparities include inequalities and inequities in (1) environment, (2) access to, use of, and quality of care, (3) health status, or (4) a specific health outcome [5]. Examples of racial and ethnic health disparities include certain populations with exceedingly high rates of cardiovascular disease, diabetes, asthma, and cancer [6]. While factors including lower socioeconomic status, lack of insurance, lower levels of education, and living in communities with more environmental hazards have been cited as social determinants outside of the health care system, these do not fully account for health disparities [6]. A patient’s culture may contribute to the disparities facing them by influencing health beliefs, values, preferences, and behaviors. For instance, a patient’s ability to recognize symptoms and then effectively describe the symptoms to a provider will influence their interactions with their provider, which can in turn affect their health outcomes [6]. The United States made eliminating health disparities one of its main goals through Healthy People 2010, a federal interagency workgroup that provides 10-year national objectives for improving the general health of Americans [7]. Healthy People 2010 targeted disparities based on race and ethnicity, gender, education, income, geographic location, disability status, or sexual orientation [8].

As technology is being used to further the success of the health care system, there is interest in understanding how the increased use of technology affects the already unequal ability of minorities to access health care [9]. Health technology has been used since as early as the middle to late 19th century, when electrocardiograph data were transmitted over telephone wires [10]. Today, health information technology (IT) is used to benefit both the health care consumer and public health as a whole. Health care consumers benefit from health IT by receiving a higher quality of care, reduction in medical errors, fewer duplicate treatments and tests, decreases in paperwork, lower health care costs, access to health information, and access to affordable care [11]. The public health sector benefits from health IT, as it can facilitate earlier detection of infectious disease outbreaks, improve the tracking of chronic disease management, and gather de-identified data for research [11].

Technology can be used in a variety of ways to positively affect historically underserved health care consumers. For example, telemedicine has been suggested as a possible way to address health care disparities among historically underserved urban populations. Research shows that urban communities are often unable to access health care in a timely manner due to low physician-to-population ratios, limited specialty care, and overcrowded, inadequate, and inefficient organizational structures [12]. Telemedicine is an innovative way to decrease the health care gap through mitigating geographic barriers [12].

To promote widespread adoption of health IT, the US Department of Health and Human Services established the Office of the National Coordinator for Health Information Technology [13]. Health IT refers to “a variety of electronic methods used to manage information about people’s health and health care, on both an individual and a group level” [14]. Research has shown that health IT can enhance quality, communication [15], and cost-effective care [16], and can facilitate culturally competent outreach and education [17].

The purpose of this review was to examine ways in which technology is being used by historically underserved populations in order to decrease the health disparity through facilitating or improving health care access and health and wellness outcomes. While several studies have investigated how historically underserved populations use technology when addressing their health, these studies focused on a single historically underserved group or a single health issue. We used a methods-description approach method to synthesize published research from reference databases to draw a larger conclusion from the current literature [18]. We explored four main questions from the reviewed papers. (1) Which types of technologies are used to address potential disparities? (2) Which health issues are addressed in the reviewed papers? (3) Which historically underserved groups are targeted for technology-based interventions? (4) How are the health benefits and technologies evaluated? The systematic review was conducted in four reference databases (PubMed, PsycINFO, Web of Science, and Engineering Village) with search strings consisting of three topics: technology, historically underserved groups, and health. Findings are divided into five sections, each answering one of the five main questions. Outcomes include recommendations for increased use of certain technology, along with recommendations to use culturally informed technology in regard to distinct types of health conditions.
Methods

Definitions
The term minority has been used often in health research. However, the term is problematic, as it can create a sense of inferiority for the population in question [19]. Eysenbach suggested that eHealth is a broad topic encompassing 10 main concepts, one of which is equity [20]. He noted that certain patient populations are disadvantaged based on their lack of money, skills, and access to computers. However, the use of the term minority only further perpetuates these inequities. For this reason, we will not use the term minority in this paper. Instead, we will use the term historically underserved to refer to populations that are disadvantaged based on their race, ethnicity, age, gender, socioeconomic status, health status, or geographic location.

Larson stated that simplistic definitions of health should be avoided, as they lead to simplistic measures of health, health outcomes, and quality of care [21]. Therefore, it is important to use a more holistic definition of health that includes wellness; for instance, the World Health Organization defined health as “a state of complete physical, mental and social well-being, not just absence of disease” [21]. Pervasive health care takes this concept a step further and can be defined as “healthcare to anyone, anytime, and anywhere by removing locational, time and other restraints while increasing both the coverage and the quality of healthcare” [22].

The Health Technology Assessment Handbook defined health technology as “a collective term for procedures and methods for examination, treatment, care and rehabilitation of patients, including instruments, drugs, and preventive procedures” [23]. Health IT, which differs slightly from health technology, refers to the implementation of information processing that deals with the storage, retrieval, sharing, and use of health care information, data, and knowledge to facilitate both decision making and communication [24]. Health IT used directly by consumers is called consumer health IT. Or and Karsh defined consumer health IT as “computer-based systems that are designed to facilitate information access and exchange, enhance decision making, provide social and emotional support, and help behavior changes that promote health and well-being” [25].

EHealth refers to the use of electronic communication and information technology within the health sector. Tools often referred to in connection with eHealth include personal digital assistants, compact discs and DVDs, and interactive games [26]. Telemedicine, which is a part of eHealth, allows providers and patients in different geographic locations to communicate through computers, information, and telecommunication [12]. Telehealth, which is often used synonymously with telemedicine, is defined by the World Health Organization as telemedicine used by others beyond the physician [10] such as nurses and pharmacists. For this review, the author of the original paper differentiated between these 2 terms. For instance, if the author of the paper under review used the term telemedicine, we used it for this review; if the author of the reviewed paper used telehealth, we used it for this review as well.

Electronic health records (EHRs) are an electronic form of the traditional patient health record (patient’s health profile, and environmental and behavioral information). EHRs include a time dimension and allow multiple providers to contribute information to the record [27]. EHRs have been shown to have a positive influence on quality of care, patient safety, and system delivery [17]. Electronic medical records are similar to EHRs except they are created solely for care delivery organizations—that is, hospitals and physician’s offices [28]. EHRs have the ability to increase access to health care, reduce medication errors, and improve administrative efficiency and quality of care [16]. In contrast to the EHR, personal health records are an optional tool that allows people to manage their own health records [29]. The personal health record is a lifelong resource of health information that is managed by the individual in an electronic, universally available form [29].

For this review, we used a broad definition of technology that includes technology designed for both health and wellness. In this review, health-specific technology designed specifically for the clinical setting includes health IT, EHRs, and telemedicine. We also included wellness informatics, defined as “a human-centered computing science focused on the design, deployment, and evaluation of human-facing technological solutions to promote and manage wellness acts such as the prevention of disease and the management of health” [30], in this review. Wellness informatics encompasses technology that may have little or no interaction with the health care system and is used primarily by the consumer [30]. For this review, wellness informatics tools included media technology created for other domains, such as television, radio, and computers.

Search Strategy
From July to October 2011, we searched the online reference databases PubMed, Web of Knowledge, PsycINFO, and Engineering Village. For each database, we chose keywords to match the specific database’s thesaurus and used them to create search phrases. Each search phrase consisted of three key components: a word or phrase considering historically underserved populations, a word or phrase considering technology, and a phrase considering health, health access, or wellness (Table 1). Keywords about historically underserved populations included cultural diversity, ethnic groups, minority groups, cultural competency, ethnocentric, cross-cultural difference, racial and ethnic attitudes, racial and ethnic differences, and racial and ethnic discrimination. Keywords pertaining to health or health access included health education, patient acceptance of health care, attitudes to health, access to information, electronic health care, health, health system, and patient care. Finally, words considering technology included telemedicine, technology, medical technology, educational technology, medical information systems, eHealth, and health technology. When combined into the longer 3-part phrases, a total of 424 search phrases were used.
Table 1. Search terms by topic.

<table>
<thead>
<tr>
<th>Historically underserved populations</th>
<th>Technology</th>
<th>Health and health access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultural diversity (^a)</td>
<td>Telemedicine (^{a,b,c})</td>
<td>Health education (^a)</td>
</tr>
<tr>
<td>Ethnic groups (^{a,d})</td>
<td>Technology (^{a,b,c})</td>
<td>Patient acceptance of healthcare/ethnology (^a)</td>
</tr>
<tr>
<td>Medically underserved areas (^a)</td>
<td>Medical technology (^{a,d})</td>
<td>Acceptance of healthcare (^a)</td>
</tr>
<tr>
<td>Minority group (^a)</td>
<td>Educational technology (^a)</td>
<td>Attitudes to health (^a)</td>
</tr>
<tr>
<td>Cross-sectional studies (^a)</td>
<td>Electronic healthcare (^d)</td>
<td>Access to information (^a)</td>
</tr>
<tr>
<td>Cultural competency (^{a,d})</td>
<td>E-health (^d)</td>
<td>Health knowledge, attitudes, practice (^a)</td>
</tr>
<tr>
<td>Health status disparities (^a)</td>
<td>Health technology (^d)</td>
<td>Evaluation (^d)</td>
</tr>
<tr>
<td>Disparit(^d)</td>
<td>Healthcare technology (^d)</td>
<td>Health access (^d)</td>
</tr>
<tr>
<td>Social factors (^d)</td>
<td>Medical information systems (^b)</td>
<td>Technolog(^b) acceptance (^d)</td>
</tr>
<tr>
<td>Ethnocentric (^d)</td>
<td>Medical computing (^b)</td>
<td>Healthcare professionals (^d)</td>
</tr>
<tr>
<td>Reference group culture (^d)</td>
<td>Information technology (^{b,c,d})</td>
<td>Health system (^d)</td>
</tr>
<tr>
<td>Cultur(^d) bias (^d)</td>
<td></td>
<td>Health (^d)</td>
</tr>
<tr>
<td>Minority (^d)</td>
<td></td>
<td>Healthcare (^b)</td>
</tr>
<tr>
<td>Cultural aspects (^b)</td>
<td></td>
<td>Patient care (^b)</td>
</tr>
<tr>
<td>Culture bound syndromes (^c)</td>
<td></td>
<td>Health disparities (^c)</td>
</tr>
<tr>
<td>Ethnology (^c)</td>
<td></td>
<td>Health attitudes (^c)</td>
</tr>
<tr>
<td>Cross cultural differences (^c)</td>
<td></td>
<td>Health knowledge (^c)</td>
</tr>
<tr>
<td>Racial and ethnic attitudes (^c)</td>
<td></td>
<td>Health impairments (^c)</td>
</tr>
<tr>
<td>Racial and ethnic differences (^c)</td>
<td></td>
<td>Health complaints (^c)</td>
</tr>
<tr>
<td>Racial and ethnic groups (^c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race and ethnic discrimination (^c)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) PubMed.
\(^b\) Engineering Village.
\(^c\) PsycINFO.
\(^d\) Web of Science.

Inclusion and Exclusion Criteria

The scope of the review was focused by establishing inclusion and exclusion criteria. The selection criteria were that the paper (1) focused on a specific priority population(s), (2) discussed how the populations’ identity affected their experience within the health care system, and (3) discussed how technology use affected the experience.

We excluded studies if they (1) were published over 15 years ago (prior to 1996), (2) were not in English, (3) were conducted outside of the United States, (4) did not deal with health or wellness, (5) discussed mental health, end-of-life care, or dental care, or examined cost as the main variable, and (6) discussed the historically underserved population as a current or future employee of the health system instead of as a patient.

Analysis

We used a methods-description approach to analyze papers that met the inclusion criteria. This method documented the objective characteristics (as they were described by the primary author) of each study’s methods \([18]\). In compliance with the methods-description approach and to ensure standardized data extraction of the reviewed papers, we created a data table \([18]\) with the following sections: title, author, purpose, and key findings. After completing the table, we defined recurrent topics through coding. Coding is defined as the “analytical process through which concepts are identified and dimensions are discovered in data” \([31]\). Through use of coding, the following ideas were explored: the targeted historically underserved group, the health issue examined, how technology was used, evaluation techniques, and barriers to access or adoption (Multimedia Appendix 1 [4,9,12,13,15-17,32-149]).
Results

The 424 search phrases returned 16,108 papers. We excluded 15,422 papers as duplications or via the exclusion criteria through reading the titles. After reviewing the abstracts and full papers, we eliminated another 561 papers as not meeting the inclusion criteria. A total of 125 papers met the inclusion criteria and were included in this review (Figure 1). An overview of the 125 papers can be found in Multimedia Appendix 1.

All selected papers discussed the health disparity facing the historically underserved group in question and the importance of closing the gap or reducing the disparity. One-quarter of the papers (32) focused only on the health disparity without analyzing a potential solution. The remaining 93 papers briefly mentioned the disparity but focused on accessing a possible solution to lessen the disparity. For instance, 1 report discussed the health disparities facing the Hispanic community in the background of the paper. However, the main purpose of the paper was to determine the effectiveness of *La Clínica del Pueblo*, a health education collaboration that uses radio to increase medical knowledge and have a positive affect on health behaviors [44]. The design and development of the technology was discussed in detail in only 13 of the reviewed papers. More often, the authors simply stated that technology was used in an attempt to lessen the disparity. Additionally, 5 papers were review papers; of the 5 review papers, 2 discussed diabetes [36,62], 2 discussed general health and health IT [9,15], and 1 discussed health literacy for people whose second language is English [65].

Figure 1. Flow diagram of the study selection process.

Which Types of Technologies are Used to Address Negative Health Outcomes for Historically Underserved Populations?

We identified 30 types of technology in the selected papers (Table 2). The technology included both health informatics tools (personal digital assistant, radio, Internet, telephone, mobile computer, mobile phone, videotape, computer, kiosk, MP3, television, compact disc, multimedia tool, instant messaging, and fax machine) and more traditional health technology (general health IT, medical technology, telemedicine, telehealth, telemanagement, electronic medical records, personal health records, EHR, eHealth, assisted reproductive technology, high technology hospitals, rapid human immunodeficiency virus (HIV) testing, implantable cardioverter defibrillator, cochlear implants, and assistive technology). The technology was used in a variety of ways, including as educational tools, as pieces of interventions, or as collaboration tools between physicians and patients.
Table 2. Paper breakdown by technology.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>34</td>
</tr>
<tr>
<td>Internet (email, social networking sites)</td>
<td>23</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>10</td>
</tr>
<tr>
<td>Computer (computers in clinics)</td>
<td>9</td>
</tr>
<tr>
<td>Television (advertisements and shows)</td>
<td>8</td>
</tr>
<tr>
<td>General health information technology</td>
<td>6</td>
</tr>
<tr>
<td>Electronic health record</td>
<td>6</td>
</tr>
<tr>
<td>Radio</td>
<td>5</td>
</tr>
<tr>
<td>Telephone</td>
<td>5</td>
</tr>
<tr>
<td>Mobile phone (text messaging)</td>
<td>5</td>
</tr>
<tr>
<td>Assisted reproductive technology</td>
<td>5</td>
</tr>
<tr>
<td>Multimedia tool</td>
<td>4</td>
</tr>
<tr>
<td>Assistive technology</td>
<td>4</td>
</tr>
<tr>
<td>Telehealth</td>
<td>3</td>
</tr>
<tr>
<td>Compact disc</td>
<td>2</td>
</tr>
<tr>
<td>Kiosk</td>
<td>2</td>
</tr>
<tr>
<td>Telemanagement</td>
<td>2</td>
</tr>
<tr>
<td>eHealth</td>
<td>2</td>
</tr>
<tr>
<td>Medical technology</td>
<td>1</td>
</tr>
<tr>
<td>Electronic medical record</td>
<td>1</td>
</tr>
<tr>
<td>Personal health record</td>
<td>1</td>
</tr>
<tr>
<td>Personal digital assistant</td>
<td>1</td>
</tr>
<tr>
<td>Mobile computer</td>
<td>1</td>
</tr>
<tr>
<td>High-technology hospitals</td>
<td>1</td>
</tr>
<tr>
<td>MP3</td>
<td>1</td>
</tr>
<tr>
<td>Rapid HIV&lt;sup&gt;a&lt;/sup&gt; testing</td>
<td>1</td>
</tr>
<tr>
<td>Implantable cardioverter defibrillator</td>
<td>1</td>
</tr>
<tr>
<td>Cochlear implants</td>
<td>1</td>
</tr>
<tr>
<td>Instant messaging (on a computer)</td>
<td>1</td>
</tr>
<tr>
<td>Fax machine</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup> Human immunodeficiency virus.

At Which Disease, Health Problem, or Potential Problem is the Technology Aimed?

The reviewed papers discussed 23 health issues (Table 3). Roughly one-quarter of the papers (33) did not focus on a single health topic, but instead discussed the general health of a population. Other papers examined health issues such as disease management (e.g., diabetes, asthma, and obesity); health behaviors (e.g., nutrition and smoking); and short-term issues (e.g., breast-feeding, issues facing pregnant mothers, and child development).

Nearly half of the papers (62) examined the use of technology to create effective and culturally informed interventions (16 papers) or educational tools (46 papers). The reviewed papers pointed to many interventions and educational tools that were successfully designed for a historically underserved group. A study found that having famous athletes, musicians, and other celebrities from the African American community record commercials for adolescents’ MP3 players resulted in better health knowledge about asthma [95]. Another study created a telenovela for Latinas to discuss breast cancer in the dramatic and narrative format of a typical telenovela. Relating to the women on a cultural level, such as through the telenovela, resulted in higher breast cancer knowledge for the participants [144].
Table 3. Paper breakdown by health issue.

<table>
<thead>
<tr>
<th>Health issue</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>General health</td>
<td>33</td>
</tr>
<tr>
<td>Cancer</td>
<td>17</td>
</tr>
<tr>
<td>Diabetes</td>
<td>14</td>
</tr>
<tr>
<td>HIV/AIDSa</td>
<td>14</td>
</tr>
<tr>
<td>Nutrition, physical activity</td>
<td>8</td>
</tr>
<tr>
<td>Sexually transmitted infections</td>
<td>7</td>
</tr>
<tr>
<td>Reproduction</td>
<td>5</td>
</tr>
<tr>
<td>Obesity</td>
<td>4</td>
</tr>
<tr>
<td>Cardiovascular disease, heart problems</td>
<td>4</td>
</tr>
<tr>
<td>Breast-feeding</td>
<td>3</td>
</tr>
<tr>
<td>Smoking</td>
<td>3</td>
</tr>
<tr>
<td>Asthma</td>
<td>3</td>
</tr>
<tr>
<td>Persons with disabilities</td>
<td>3</td>
</tr>
<tr>
<td>Pregnancy issues</td>
<td>2</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>2</td>
</tr>
<tr>
<td>Sensorineural hearing loss</td>
<td>1</td>
</tr>
<tr>
<td>Organ donation</td>
<td>1</td>
</tr>
<tr>
<td>Hepatitis C</td>
<td>1</td>
</tr>
<tr>
<td>Health literacy</td>
<td>1</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>1</td>
</tr>
<tr>
<td>Poison control</td>
<td>1</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1</td>
</tr>
<tr>
<td>Child development</td>
<td>1</td>
</tr>
</tbody>
</table>

a Human immunodeficiency virus/acquired immunodeficiency syndrome.

**Which Historically Underserved Groups are Technology-Based Interventions Designed for in the Literature?**

The papers identified 19 different historically underserved populations (Table 4). Of the reviewed papers, 18 discussed multiple groups (eg, elderly African Americans or Hispanic women) and therefore appear in 2 categories in the table. In 8 the group in question self-identified as “racial and ethnic minorities.” We copied this term in this review paper only when the original author did not provide sufficient details to determine which racial or ethnic minorities were being examined. In addition to racial and ethnic minorities, the reviewed papers also included historically underserved groups that were characterized by their age, gender, location, and socioeconomic status.
### Table 4. Paper breakdown by historically underserved group.

<table>
<thead>
<tr>
<th>Historically underserved group</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>African American</td>
<td>64</td>
</tr>
<tr>
<td>Hispanic</td>
<td>51</td>
</tr>
<tr>
<td>Women (mothers)</td>
<td>26</td>
</tr>
<tr>
<td>Low socioeconomic status</td>
<td>11</td>
</tr>
<tr>
<td>Elderly</td>
<td>11</td>
</tr>
<tr>
<td>Adolescents, teens, and children</td>
<td>8</td>
</tr>
<tr>
<td>Racial and ethnic minorities</td>
<td>8</td>
</tr>
<tr>
<td>English as a second language</td>
<td>8</td>
</tr>
<tr>
<td>Native American and Alaskan</td>
<td>5</td>
</tr>
<tr>
<td>Men</td>
<td>4</td>
</tr>
<tr>
<td>Rural</td>
<td>4</td>
</tr>
<tr>
<td>Underresourced setting, underserved community</td>
<td>3</td>
</tr>
<tr>
<td>Community health center: underserved, low socioeconomic status, racial and ethnic groups</td>
<td>2</td>
</tr>
<tr>
<td>People getting tested for HIV&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2</td>
</tr>
<tr>
<td>Asian American</td>
<td>1</td>
</tr>
<tr>
<td>Immigrant</td>
<td>1</td>
</tr>
<tr>
<td>Homeless</td>
<td>1</td>
</tr>
<tr>
<td>People with AIDS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td>People living with HIV</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup> Human immunodeficiency virus.

<sup>b</sup> Acquired immunodeficiency syndrome.

### How Are the Health Benefits and Technologies Evaluated?

Other than the 3 review papers, the papers all used formative technology evaluation. They used two forms of evaluation: (1) evaluation of health changes related to use of the technology and (2) evaluation of the technology itself; few papers (23) used both types of evaluation. A total of 76 of the papers evaluated health changes due to use of the technology (eg, changes in health knowledge, health behavior changes, biometric changes, or changes in health-related quality of life). Of the 107 papers that evaluated technology, 57 evaluated acceptance of the technology (satisfaction or acceptance, usefulness, and willingness to use), 14 evaluated usability (ease of use), 35 evaluated the user’s ability to access the technology (access or usage rates and number of websites or television advertisements viewed by the population being studied. Table 5 lists the evaluation methods.
### Table 5. Evaluation metrics.

<table>
<thead>
<tr>
<th>Evaluation metric</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evaluation of health changes related to use of the technology</strong></td>
<td></td>
</tr>
<tr>
<td>Health knowledge</td>
<td>25</td>
</tr>
<tr>
<td>Behavior change (self-reported)</td>
<td>22</td>
</tr>
<tr>
<td>Behavior change (observed)</td>
<td>18</td>
</tr>
<tr>
<td>Biometric change</td>
<td>10</td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td>1</td>
</tr>
<tr>
<td><strong>Evaluation of the technology itself</strong></td>
<td></td>
</tr>
<tr>
<td>Access and usage rates</td>
<td>31</td>
</tr>
<tr>
<td>Self-reported satisfaction and acceptance</td>
<td>28</td>
</tr>
<tr>
<td>Usefulness (self-reported)</td>
<td>22</td>
</tr>
<tr>
<td>Ease of use (self-reported)</td>
<td>14</td>
</tr>
<tr>
<td>Willingness to use</td>
<td>7</td>
</tr>
<tr>
<td>Number of websites or television advertisements with desired information</td>
<td>4</td>
</tr>
<tr>
<td>Technology literacy improvement</td>
<td>1</td>
</tr>
</tbody>
</table>

### Discussion

The purpose of this study was to examine ways in which technology is being designed for historically underserved populations to facilitate or improve health care access and health outcomes. The reviewed studies focused on either (1) a defined historically underserved population, such as African Americans or people with a lower socioeconomic status, or (2) a historically underserved population, such as racial and ethnic minorities, as a group.

The results are organized into the four main questions. (1) Which types of technologies are used to address negative health outcomes for historically underserved populations? (2) At which disease, health problem, or potential problem is the technology aimed? (3) Which historically underserved groups are technology-based interventions designed for in the literature? (4) How are the health benefits and technologies evaluated?

### Which Types of Technologies are Used to Address Negative Health Outcomes for Historically Underserved Populations?

The papers discussed 30 different types of technology; half (15) are typically used within a clinical setting, while the remaining 15 types are often used outside of a medical setting. Technologies that are often used outside of a clinical setting were mentioned in the majority of papers (102 papers) and included technologies such as videotapes, Internet, computer, and radio. While not originally created for the health care system, these types of technology were readily adapted to aid health consumers. If a historically underserved population is already familiar with and has access to this type of technology, the technology might be an appropriate platform choice. For instance, 34 papers used videos to relay health messages. Videos are readily understood and easily accessed by the majority of the US population and therefore likely a good choice for health education or interventions aimed at historically underserved populations.

A total of 45 papers used technology typically used within a health care setting (eg, telemedicine, EHRs, or assisted reproductive technology). However, seven of these technologies (medical technology, electronic medical records, personal health records, high-technology hospitals, rapid HIV testing, implantable cardioverter defibrillator, and cochlear implants) were mentioned in only 1 paper [69,77,85,88,121,124,126]. Furthermore, telemedicine was the only type of health-specific technology mentioned in 10 or more papers.

Additionally, 16 papers discussed more than one type of technology, and the majority of these papers (14) mentioned two types of technology typically used outside of the medical office. The remaining 2 papers mentioned one type of each: one type of technology typically used at a clinic, and one type typically used outside of a clinic (telemedicine and videotapes [142], assistive technology and Internet [72]). None of the papers mentioned using more than one type of technology that is typically used inside a medical office.

Among the reviewed papers, videotapes were widely discussed as a method for interventions and educational tools (24 papers). Using videotapes instead of written materials to educate patients increased comprehension among breast cancer patients with low literacy skills [41]. Culturally tailored videotapes that employed characters of the same ethnic background as the patient influenced African American and Hispanic women on both a cognitive and emotional level [41]. Additionally, multiple studies showed increased trust among the patients when the narrator or main character of the educational videotape was the same ethnicity or race as the audience [47,144,150]. In addition, 2 studies demonstrated how storytelling can be used in videotapes to effectively communicate and educate patients about a specific health condition [78,122]. Videotapes were often complemented by other technology such as informational...
brochures [63], the radio [125], the computer [45,47], self-efficacy and skill-building exercises [53], multimedia tools [102,136], and telemedicine [142].

The Internet is highly used by health care professionals for interventions and education. One study showed the increased benefit of the Internet to individuals with lower incomes and education levels despite their lower use of the Internet to access health information [151]. Women, minorities, and poverty-stricken individuals (who are also part of the population with the fastest-growing rate of HIV/acquired immunodeficiency syndrome [AIDS]) are those most likely to not have access to the Internet [59]. While many historically underserved populations have lower access to the Internet on a computer, they have higher usage rates of mobile Internet access on handheld devices [151]. Almost two-thirds of African American (64%) and Hispanic people (63%) have wireless access to the Internet. In fact, more African American and Hispanic people own cell phones (87%) than their white counterparts (80%) and, further, these historically underserved populations use their phone data functions more than their white counterparts do [9]. Gibbons suggested that, due to the high usage rates, these tools could improve patient engagement and be an effective mode for interventions [9]. Crilly and colleagues suggested wireless handheld devices as a viable alternative for patients who face barriers due to geography [151]. Eyrich-Garg conducted a study on homeless individuals who faced barriers due to geography. Of the participants in his study, nearly half (44%) owned a mobile phone [59]. Of this 44%, one-fifth had accessed the Internet via their mobile phone in the past 30 days. For this reason, Eyrich-Garg suggested that health care providers could disseminate health information to the homeless through use of mobile phones [59].

Using mobile phones as a means to send information via text messaging is mentioned in the literature as a viable option for racial groups. Similar to their usage of mobile phones, African Americans use text messaging more than their white counterparts do [55]. Samal et al found that text messaging was an acceptable mode of information and communication technology for African American women in an urban sexually transmitted infection clinic [105]. Another study tested the feasibility of text messages as an HIV prevention method for young African American men. The results were positive and suggested that humor be used to initially engage the patient before providing an HIV fact later in the text [148]. While the research is new and applied to only a few select historically underserved populations, text messages are being used as a modality to disseminate health information to these populations.

To access the desired and undesired effects of technology and to search for relevant literature about a technology, a clear definition and delineation of technology is necessary [23]. When the technology is a surgical instrument or a piece of equipment, the definition is seldom a problem; however, other technologies are more complex and unformed, and require more thought to define (eg, wound care, fast-track surgery, or electronic medication). When a definition is created, the technology should be described from its material nature, its purpose, the degree of dissemination, and its maturity [23]. Kristensen and Sigmund suggested that the technology can be defined through a series of questions about how the technology is used for the disease or illness, or the technology [23]. To define the technologies in this review, we asked the following questions [23]. (1) Are there any special professional or technical requirements for operating the technology? (2) Are there factors that affect the application of the technology? (3) What is the purpose and application area of the technology? (4) At which disease, health problem, or potential problem is the technology aimed?

Questions 1 and 2 point to the need to effectively design technology that can overcome cultural differences that are exaggerated by the digital divide, health literacy, and language differences between historically underserved groups and the larger population. Every user needs to be able to operate and understand the technology to effectively access and use it to improve his or her health [23]. With regard to question 3, 23 identified 16 types of technology applications (Table 6). Question 4 is discussed in detail below.
Table 6. Types of technology

<table>
<thead>
<tr>
<th>Application of technology</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention or education tool</td>
<td>62</td>
</tr>
<tr>
<td>Health management tool</td>
<td>19</td>
</tr>
<tr>
<td>Tool for communication with provider</td>
<td>6</td>
</tr>
<tr>
<td>Health record</td>
<td>5</td>
</tr>
<tr>
<td>Reproduction</td>
<td>5</td>
</tr>
<tr>
<td>Assistive technology</td>
<td>4</td>
</tr>
<tr>
<td>Information-gathering tool</td>
<td>3</td>
</tr>
<tr>
<td>Interpretation tool</td>
<td>2</td>
</tr>
<tr>
<td>Information and communication technology</td>
<td>1</td>
</tr>
<tr>
<td>Health information tool</td>
<td>1</td>
</tr>
<tr>
<td>Cardioverter defibrillation—medical technology</td>
<td>1</td>
</tr>
<tr>
<td>Cochlear implant—medical technology</td>
<td>1</td>
</tr>
<tr>
<td>Pharmacy tool</td>
<td>1</td>
</tr>
<tr>
<td>Drug advertisements</td>
<td>1</td>
</tr>
<tr>
<td>Knowledge acquisition</td>
<td>1</td>
</tr>
<tr>
<td>Health literacy assessment</td>
<td>1</td>
</tr>
</tbody>
</table>

At Which Disease, Health Problem, or Potential Problem is the Technology Aimed?

Although 23 health issues were discussed in the reviewed papers, general health was discussed in one-quarter of the papers (33). The next five most mentioned health issues (cancer, diabetes, HIV/AIDS, nutrition and physical activity, and sexually transmitted infections) were mentioned in a disproportionate number of papers (60), while the remaining 17 health issues were mentioned in only 37 papers. Furthermore, eight of the health issues (sensorineural hearing loss, organ donation, hepatitis C, health literacy, high blood pressure, poison control, hypertension, and child development) were mentioned only a single paper each.

Which Historically Underserved Groups are Technology-Based Interventions Designed for in the Literature?

The reviewed papers discussed 19 historically underserved groups. African American and Hispanic populations were mentioned at least twice as often (64 and 51 papers, respectively) as the second-largest target group (ie, women were mentioned in 26 papers). While African American and Hispanic populations were mentioned often, other racial and ethnic groups were rarely mentioned. Native Americans and Alaskan natives were mentioned in 4 papers and Asian Americans were mentioned in only 1 paper. The studies involving Native Americans and Alaskan natives provided an overview of the Indian Health Service [114] and evaluated the positive implementation of EHRs [115], a telehealth network [56], and library access through the Internet [146]. The studies demonstrated the importance of involving and empowering the community to successfully implement health IT [56,146]. More research is needed on this population to better understand the intricacies of implementing health IT in the Indian Health Service. Only 1 paper mentioned Asian Americans [126]; however, this paper was not singularly about Asian Americans. The paper showed that white and Asian American children were more likely to receive cochlear implants than their Hispanic and African American counterparts [126].

While the majority of the papers did not mention gender, when gender was mentioned, women were discussed in 26 papers, while men were specifically discussed in only 4 papers. Of the 26 papers focused on women, 16 described health issues specific to women (7 papers on reproduction, 7 on breast cancer, and 2 on breast-feeding). The remaining 10 papers discussed health conditions that are not gender specific and that could affect males (3 papers on HIV, 2 on obesity, and 1 on the remaining health issues: general health, cardiovascular disease, sexually transmitted infections, nutrition, and cancer). Of the 4 papers dedicated to men, 1 discussed prostate cancer, which is specific only to men; however, the remaining 3 papers discussed HIV and sexually transmitted infections, which can also affect women. While it is understandable that papers discussing gender-specific health issues such as breast cancer or prostate cancer would focus on a single gender, 10 papers targeted only women and 3 papers targeted only men while addressing a non-gender-specific health issue.

It is important to note that attitudes toward technological interventions vary between historically underserved populations, not just between majority populations and historically underserved populations. A single intervention will not necessarily work for two separate racial or ethnic groups; interventions should be tailored to each population to be most effective. For instance, 1 study found that African American and Hispanic populations have different concerns regarding telemedicine [12]. While African American participants were
concerned by the physical absence of the health care professional and the ability to monitor their qualifications. Hispanic participants were concerned with whether telemedicine would be available to uninsured or undocumented individuals.

**How are the Health Benefits and Technologies Evaluated?**

The review papers used 12 types of evaluation. While we expected that most of the papers would use quantitative evaluation techniques, only half of the papers used these techniques. Objective evaluations were used in 90 papers (31 papers measured access or usage rates, 25 measured changes in health knowledge, 18 measured behavior changes, 10 measured biometric changes, 4 counted the number of websites or television advertisements with the desired information, 1 measured improvements in technology literacy, and 1 measured health-related quality of life). Self-reported measures were used in 93 papers (28 papers measured self-reported satisfaction or acceptance, 22 measured self-reported behavior changes, 22 measured self-reported usefulness, 14 measured self-reported ease of use, and 7 measure willingness to use the technology). Though 10 of the papers measured biometric changes, most of the papers did not evaluate the effects of the technology on health outcomes. Instead, the papers evaluated intermediate measures such as behavior changes or access rates of the technology.

Of the 67 papers that tested a culturally informed technology, 66 found the technology successful in at least one of the evaluated metrics; this points to the fact that health technology is an effective method to improve the health of historically underserved populations. The one study that did not have success aimed to improve HIV risk and sexual behaviors through a culturally appropriate educational video for 15- to 19-year-old black males [51]. Instead, the researchers suggested that an African American health educator conduct face-to-face interventions in order to have a greater impact.

**Conclusion**

This review illustrates how technology is being used by historically underserved populations to facilitate or improve their health care access and health and wellness outcomes. Synthesis of the literature points to the benefit of accounting for the end user’s culture when designing health technology. A person’s culture shapes how health information is received, what a health consumer considers a health problem, how symptoms are expressed, who should provide treatment, and what treatment should be provided [152]. The review conveys that culturally informed technology affects the health outcomes of the historically underserved populations facing health disparities in the United States.

**Which Types of Technologies are Used to Address Negative Health Outcomes for Historically Underserved Populations?**

The reviewed papers discussed 30 different types of technology, both those typically used inside a medical setting and those typically used outside of a medical setting. Health IT can lessen barriers facing historically underserved populations [11]. However, administrators and physicians should carefully analyze the type of technology they choose to implement, as different types of technology are better than others at overcoming certain barriers. Since different historically underserved populations face distinct barriers, choosing a technology type should be an informed decision. For instance, people living in rural and underserved areas face extra barriers related to provider availability and transportation [153]. The use of telemedicine, where the providers can be located in a different region, can overcome these barriers and aid historically underserved populations in accessing patient-centered care [4,37]. However, of the reviewed papers, only 4 discussed using telemedicine to aid underserved or rural populations [4,12,37,35]. In another example, using culturally tailored technology that places little financial burden on the consumer and is easy to use, such as videotapes, television advertisements, and compact discs, can help mitigate health disparities facing individuals with low socioeconomic status [154]. This review provides evidence that these technologies have been implemented to help historically underserved populations (34 video papers, 8 television papers, 2 compact disc papers). Additionally, the type of technology with the greatest potential to aid individuals facing multiple chronic conditions is EHRs [155]. However, none of the 32 chronic disease papers (diabetes, HIV/AIDS, asthma, and hypertension) used EHRs.

Choosing an appropriate type of technology is not enough; the technology should be tailored toward the intended population, as personally relevant health technology is more likely than more broad technology to change behavior [1].

**At Which Disease, Health Problem, or Potential Problem is the Technology Aimed?**

The reviewed papers discussed 23 health issues, with 33 of the papers discussing general health concerns. Since the US federal government requires recipients of federal funds to provide language assistance services, including bilingual staff and interpreters, at no cost to the patient [152], it is surprising that health literacy was not mentioned in more papers. Technology can easily translate difficult health terms and issues into more easily understood concepts for laypeople. Recent reports by the Institute of Medicine and Agency for Healthcare Research and Quality (AHRQ) recommended that future research examine culture and cultural differences when measuring health literacy [156]. Specifically, the 2004 AHRQ report recommended that covariates such as socioeconomic status or education level should be further explored [157]. In addition, it is surprising that chronic diseases were not mentioned in more papers, as chronic diseases are the leading cause of health disparities [36]. Technology can help health consumers manage their overall health behaviors and medicine intake, and thus we expected that more papers would have discussed chronic diseases. Nearly half of the papers discussed how the technology was used to create culturally informed interventions or educational tools. Obtaining access to culturally appropriate and accessible health education is a necessary piece of receiving high-quality, patient-centered care [154]. Similarly, the reviewed papers support Barrera et al’s findings that culturally appropriate health interventions are more effective than usual care. However, there are important limitations to previous research [158]. Since
culturally adapted interventions are seldom directly compared with nonculturally informed interventions, it is difficult to state with certainty that the cultural aspect of the intervention was an important piece of the success of the intervention.

**Which Historically Underserved Groups are Technology-Based Interventions Designed for in the Literature?**

The papers included in this review highlight a relatively limited number of historically underserved groups (19). However, the review papers did discuss seven priority populations defined by the AHRQ. The AHRQ focused on seven priority populations as specified by Congress in the Healthcare Research and Quality Act of 1999: racial and ethnic minorities, low-income groups, women, children, older adults, residents of rural areas, and individuals with special health care needs, such as individuals with disabilities and individuals who need chronic care or end-of-life care [153]. According to AHRQ, racial minority groups are white people, black people, Asians, Native Hawaiian or other Pacific Islanders, American Indian and Alaska natives, and people who belong to more than one race; ethnic minority groups are Hispanic or Latino [153]. Within the reviewed papers, chronic care and disabilities were not discussed as characterizing historically underserved groups but were mentioned as health issues facing the different populations. In addition to the AHRQ priority populations, the reviewed papers discussed an additional four historically underserved groups: people who speak English as a second language, men, immigrants, and homeless people.

Of the 19 historically underserved groups discussed in the reviewed papers, 11 of these groups were discussed in fewer than 5 papers. Further, five groups (Asian Americans, immigrants, the homeless, people with AIDS, and people living with HIV) were discussed in a single paper. The discrepancy in the number of papers reviewed per historically underserved population is potentially problematic, as it can result in gaps in information regarding the less-studied populations [153]. Furthermore, understudied populations are left out of relevant discourse and in turn rendered invisible and powerless [159]. It is important to study all historically underserved groups to avoid this invisibility and bring awareness to the populations.

The reviewed papers tended to examine one identity that an individual might hold. In addition to studying historically underserved groups separately, researchers should examine populations from an intersectional theoretical perspective. Intersectionality refers to particular forms of intersecting oppressions [160] such as being both Hispanic and an older individual. The combination of these two identities creates different barriers for the patient than either single identity would create on its own. While the papers discussed 18 combinations of cultural groups, they did not adequately theorize the issue of intersectionality and therefore cannot fully understand the barriers and problems facing individuals within the group.

**How are the Health Benefits and Technologies Evaluated?**

We identified 2 main forms of evaluation in the reviewed papers: evaluation of health changes related to use of the technology and evaluation of the technology itself. A fraction of the papers (23) used both types of evaluation. A wide range of evaluation metrics were used; about half of the papers (64) used self-reported measures as part of their evaluation, while 10 papers measured biometric changes. Even though previous research found self-reports to not be an accurate predictor of health information competencies [161], 32 papers used only self-reported metrics.

The reviewed papers did not include a validated method to evaluate the specific cultural aspect of the health technology. Design processes should be reported in the research so that best practices can be created for culturally relevant design methods. Only 13 of the reviewed papers provided detail on the design process of the interventions and educational tools. Future research should evaluate metrics for culturally informed health technology. These metrics will need to be adapted and changed for different cultural groups, as diverse cultural groups expect different criteria from their health technology.

**Study Limitations**

We followed systematic review methodology; however, this method has several limitations. Systematic reviews can only assess published work and report on the findings in those articles. Other potential limitations include the use of a single reviewer and the exclusion of studies regarding mental health, end-of-life care, and dental care.

**Future Recommendations**

More research about culturally informed technology for health is needed. In conjunction with this research, it is imperative for researchers to continue collecting data on cultural populations [162]. Gaps in knowledge about the access to and use of health services by historically underserved populations exist in terms of learning practices, methods to navigate services, and help-seeking behaviors [163]. Further research is necessary to understand the limitations of the data and avoid overgeneralizations [162]. Future recommendations include the following:

- Theoretical models and perspectives are needed to design culturally informed technologies.
- Methodologically, more research should be conducted to create a culturally informed approach to the design of health technology geared toward historically underserved populations. While methods should vary based on the technology, cultural population, and health issue, a broad methodology should be recommended for the future design of culturally informed health technology. This methodology might include formative research, which can aid researchers in overcoming their own implicit biases by using participatory methods to help them understand the population, create programs specific to the population’s needs, and ensure the programs are acceptable to the population through pilot testing [164]. Formative research includes qualitative research methods such as focus groups, interviews with key informants, surveys, and field notes. When using formative research to develop culturally informed health IT, key informants might include cultural theorists.
Financial incentives should be provided to organizations that adopt technology for historically underserved populations. The financial burden of purchasing, implementing, and maintaining health IT serves as a barrier to the adoption among underresourced providers who frequently serve lower socioeconomic patients [14].

Recommendations related to the type of technology chosen are as follows:

- When designing or implementing health technology for historically underserved populations, the type of technology should be carefully considered. Barriers to access and use of health IT differ between populations; different types of technology can be used to overcome distinct barriers. Therefore, the choice of technology type is important. Future research should create a comprehensive list of which types of technology would be most beneficial for each group. For instance, telemedicine is a useful tool to reach rural populations, and mobile telephones are a useful tool to reach African American populations.
- Trust and lack of cultural relevance have been found to be a barrier, as lack of trust in the technology, technical problems, or confusing instructions have a negative impact on adoption and usage rates among historically underserved populations [9]. More research is necessary to determine whether patients’ culture changes their level of trust in culturally informed health IT.
- Future studies should examine how to best diffuse technology into a population [165]. When implementing an intervention, researchers should evaluate the readiness of the intended population.
- As new technology is invented and as the cost of current technology decreases, culturally informed health technology should be adapted. For instance, social media, which have rapidly grown in the 21st century [166], should be further examined as a possible method to reach historically underserved populations. Social media have already started to enter the health care system through online patient communities such as PatientsLikeMe, QuitNet, and CureTogether. These networks create spaces for patients to discuss specific conditions and share their experiences. If access does not serve as a barrier, research shows that these social networks can be useful for historically underserved populations [9]. Social media may prove to be a cheaper way to access geographically isolated populations.

Recommendations related to the disease, health problem, or potential problem are the following:

- Future studies should use culturally informed health IT for chronic disease management. The emphasis on self-management support programs has shifted from pedagogical education with education content defined by health care professionals to an individualized approach that addresses the specific needs of a patient’s situation [167]. Future research should examine how to best use technology to aid in the disease management of historically underserved populations with chronic diseases.

The recommendation related to the evaluation of the technology is the following:

- The evaluation process should be standardized to create a benchmark for culturally informed health IT. Participatory approaches should be used when possible to evaluate technologies, but metrics related to culturally informed design are needed. While research should dictate these metrics, possible metrics might include issues surrounding access, usability, perceived usefulness, and cultural appropriateness.
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Abstract

Background: Expressing emotion in online support communities is an important aspect of enabling e-patients to connect with each other and expand their social resources. Indirectly it increases the amount of support for coping with health issues. Exploring the supportive interaction patterns in online health social networking would help us better understand how technology features impacts user behavior in this context.

Objective: To build on previous research that identified different types of social support in online support communities by delving into patterns of supportive behavior across multiple computer-mediated communication formats. Each format combines different architectural elements, affecting the resulting social spaces. Our research question compared communication across different formats of text-based computer-mediated communication provided on the MedHelp.org health social networking environment.

Methods: We identified messages with nurturant support (emotional, esteem, and network) across three different computer-mediated communication formats (forums, journals, and notes) of an online support community for alcoholism using content analysis. Our sample consisted of 493 forum messages, 423 journal messages, and 1180 notes.

Results: Nurturant support types occurred frequently among messages offering support (forum comments: 276/412 messages, 67.0%; journal posts: 65/88 messages, 74%; journal comments: 275/335 messages, 82.1%; and notes: 1002/1180 messages, 84.92%), but less often among messages requesting support. Of all the nurturing supports, emotional (ie, encouragement) appeared most frequently, with network and esteem support appearing in patterns of varying combinations. Members of the Alcoholism Community appeared to adapt some traditional face-to-face forms of support to their needs in becoming sober, such as provision of encouragement, understanding, and empathy to one another.

Conclusions: The computer-mediated communication format may have the greatest influence on the supportive interactions because of characteristics such as audience reach and access. Other factors include perception of community versus personal space or purpose of communication. These results lead to a need for further research.

(J Med Internet Res 2012;14(3):e54) doi:10.2196/jmir.1824
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Introduction

The Internet is a tool that can quickly connect people to each other, forming niche communities that house conversations. Many people go online for communicative or social reasons, as well as tailored information, as they face important decisions [1-4]. In 2009, the Pew Internet & American Life Project found that e-patients wanted to access user-generated or “just-in-time someone-like-me” health information such as newsgroups, blogs, social networking sites, or updates [4]. It is very likely that they are looking for compassion or experiential knowledge.
E-patients are Internet users who seek, share, and sometimes create information about health and wellness [4]. They benefit from sharing their experiences, discussing medical information, and exchanging social support. Social support through peer communication can enable e-patients to cope with stress, and it also increases access to information [5,6]. Emotional support, which is one type of social support, can lead to improved health outcomes such as easing adjustment to cancer [7]. Many users join online support groups for a sense of community among those who have similar experiences [7,8]. In fact, some researchers suggest that online communities become surrogate families of e-patients, where members share common problems and help each other toward mutual goals through good times and bad [7,8].

Online communities exist across websites built upon social technologies, such as bulletin boards and mailing lists, and social network sites. Social network sites are different from previous text-based communication formats in their emphasis on the website representing relationships between users and architectural elements that encourage interpersonal relationships [9]. Social network sites enable users to find each other and build connections using profile pages and a spectrum of private and public communication tools [10,11]. These social technologies are particularly useful for health services in enabling the creation of Web interventions to help heavy drinkers [12-14].

Studying the patterns of nurturing interactions within a support community gives useful insight into users’ information and emotional needs from an online support group. Each computer-mediated communication format has a unique combination of characteristics that affect the interaction patterns of nurturant support. Understanding the relation between the technology and how it affects user behavior could help both end users and designers of these online communities. Supposing that one computer-mediated communication format may have a higher association with a particular type of question, this could be useful in the design of Web interventions that incorporate online communities [15]. Studies such as the present one that report social interaction patterns in an online community could reveal areas of improvement for software that serves as the backbone of online communities. The objective of our research was to identify the types of nurturing social support in an online health care social networking site across three different text-based communication tools: discussion forums, personal journals, and notes. This study presents empirical data as evidence that patterns of nurturing support vary among the different online tools. We discuss our results in conjunction with theories to explain possible causes of support behavior patterns.

Related Work

Previous research documented examples where e-patients needed online social support beyond technical support and information from health providers (e.g., doctor visit reminders); however, these studies were limited on the technical front due to overlooking specific characteristics in the computer-mediated communication format as a factor of support group behavior. Computer-mediated communication enables interpersonal communication in a public environment, but end users often conduct their conversations on this platform as a private space [9,16-18]. This dilemma presents the motivation to compare supportive communication across multiple formats.

Online Social Support

Support communities are likely to exist in a health domain when patients experience stress or confusion at a personal level [19]. E-patients’ information needs often coexist with other conditions (e.g., receiving unfortunate news or requiring a behavior change). For example, a patient with liver cancer may have learned that the cancer was a result of overdrinking over many years. When shifting to a sober lifestyle, the patient may find general social support from friends to be helpful in preventing a relapse [20].

Of the different social support types available (informational, nurturant, and instrumental), nurturant support is known as a more intimate type of support, built upon trust and more frequent interactions [21,22]. It includes expressions of caring for someone without necessarily seeing tangible efforts. Social network sites are online spaces where users can work on creating intimate relationships with each other using the friending and messaging features, thus exchanging social support [10,23].

Expressing emotion is an important component in the daily management of relationships. Unlike in other online communities, users of social network sites tend to expect to gratify their social–emotional needs rather than informational [22]—for instance, positive comments between friends on general social network sites such as MySpace [23]. Close friends are sources of emotional support that can help with coping in difficult times or to improve mental health [24-26]. People with strong ties often communicate through many channels [24,27], but also with more emotional content than when communicating with strangers. We suspect that the different communication formats can reveal a spectrum of nurturant support types.

Positive outcomes from participation in self-help groups include (1) sharing information such as ideas, facts, and resources, (2) engaging in dialogue to reveal multiple perspectives, (3) discussing taboo subjects, (4) being “all in the same boat” with others, (5) experiencing mutual support, (6) engaging in problem solving and rehearsing, (7) overcoming alienation and isolation, (8) engaging in catharsis, (9) taking on the role of helper, (10) developing inspiration and hope, (11) developing social networks, and (12) assisting more people less expensively [8,19,28,29]. Support community members often share personal experiences, which may also include personal information. Emotional support is a valuable element of social support and in helping support seekers in coping with health problems [19,28,29]. Peer communication such as establishing social norms or finding role models and sharing feelings can also play a role in facilitating new health habits, such as quitting smoking [30]. Because of the nature and helpfulness of emotional support, we explored the nurturing types (esteem, network, and emotional) across the various computer-mediated communication formats.
Medical Environment of Sharing Nurturant Support

While similar studies over the past decade also identified the content within online support communities across several health conditions, they did not focus on the impact of technology on the communication. Table 1 [6,19,21,28,31-36] shows a brief list of these related studies. For instance, they compared types of social support exchanged across email lists and discussion groups [19,21,28,31] and bulletin boards [6,32-36]. These earlier forms of social technologies lacked some features of current social media computer-mediated communication formats, particularly profile pages.

Table 1. Previous studies of online support in health-related social networking sites.

<table>
<thead>
<tr>
<th>Study</th>
<th>Data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bambina [21]</td>
<td>Support OnLine Cancer Forum, 84 members, 1149 messages</td>
</tr>
<tr>
<td>Braithwaite et al [28]</td>
<td>Support Network for disabilities, 42 users, 1472 messages</td>
</tr>
<tr>
<td>Meier et al [31]</td>
<td>Association of Cancer Online Resources</td>
</tr>
<tr>
<td>Cunningham et al [32]</td>
<td>Alcoholism, 10 months, 474 posts (moderated)</td>
</tr>
<tr>
<td>Coursaris et al [33]</td>
<td>HIV/AIDS®, 5000 messages</td>
</tr>
<tr>
<td>Eichhorn [34]</td>
<td>5 eating disorder message boards, 490 messages</td>
</tr>
<tr>
<td>Pfeil and Zaphiris [35]</td>
<td>Depression/seniors, discussion forum</td>
</tr>
<tr>
<td>Selby et al [36]</td>
<td>StopSmokingCenter.net (moderated) (November 6, 2004–May 15, 2007)</td>
</tr>
</tbody>
</table>

* Human immunodeficiency virus/acquired immunodeficiency syndrome.

Previous studies of online support communities also identified various types of support that they provided [6,19,21,28,32-35], and compared online support with face-to-face empathy [35] and with other types of communities [19]. They gave examples of benefits from participation [8,37]; however, these studies did not discuss their findings in light of communication format characteristics or looking at the relationship between the use of the tool and the tool itself. We were interested in a more in-depth study of social software features that affect social interaction patterns.

Some of these studies focused on evaluating support communities [32,36], while many of the other studies aimed to describe the content of the support communities [19,21,28,35]. Some studies also investigated the types of social support exchanged using Cutrona and Suhr’s [38] social support framework [33,34]. Evaluation could be useful in understanding what users need from the online support community.

Computer-Mediated Communication Through Social Network Sites

We viewed social support exchanges in an online community from an architectural perspective, where the site design affects user behavior [9,39,40]. Certain features, such as privacy level settings, suggest acceptable behaviors to promote “the development of particular culture or behaviors and identity presentation;” however, users will customize them to improve their social interactions [9,39]. This might be a cause for concern because electronic media lack clear boundaries between traditionally public and private spaces [9,40]. In the physical world, the walls of offices and houses clearly separate distinct situations, and gates section off personal property. However, the Internet blurs the separation between public and private information in the online space [9]. In social network sites, users must balance their private and public selves, especially when conducting social interactions with each other. For example, Facebook is similar to a greenhouse, with its publicly open structure and many communication tools that members use to leave social cues for each other [9]. Public comments and other communication can signal the “strength and context of a relationship” [39].

Social network sites encourage disparate individuals to connect, communicate, and take action, which fosters interaction that is primarily interpersonal [9,41]. Social network sites provide the capability for users to represent themselves with an online presence (identity information) that contains shareable personal information, such as their birthday, preferences, photographs, and writings, and can assist in developing common ground and facilitate initial interactions [11,41]. Convenient features allow users to form and maintain online network “friends;” where, if one user invites another user with a friend request and is accepted, a relationship is established on the website [10]. Friends can communicate through social network sites in several ways, including private and public messaging systems [9,10,23,26,41]. Studying these interactions (eg, the length, frequency, and content of these comments) rather than explicit articulations on profile pages can reveal the conversational profile of each relationship [9,39].

Social network site interactions are founded upon norms of everyday face-to-face interaction, but when they are adapted to the online setting, the distinction between public and private spheres is blurred [17]. The space experience comes from relations with others [42,43]. In neutral spaces such as urban spaces that offer public gatherings, a group’s main activity is informal conversation. Public spaces such as parks are communal and have certain purposes of use compared with a private space such as a home. Communication tools are designed with a spectrum of privacy options, where each
computer-mediated communication format may project toward
users a different perspective of intimacy, and therefore lead to
different social supports being offered and sought. For instance,
users might post questions with factual answers in a forum that
all other users can easily notice and access, for a better chance
to receive a quick answer from a broad audience. On the other
hand, users who seek encouragement may prefer using a
personal journal to limit support requests to a smaller group of
closely related users.

The research literature also suggests that, regardless of context,
software features affect user behavior in online communities
[9,16]. More specifically, elements within each computer-mediated communication format affect the resulting
social interactions. In this study, we observed interactions in
the forum, across user journals, and in profile posts on MedHelp.
The forum is similar to a community hall in the sense that the
space belongs to the community. In that community space,
anyone can post in, comment on, or read discussion threads.
All forum post and comments of a medical support community
are available in the corresponding support community page.
The threads are sorted by the dates when they are posted. The
access authorization is managed by the community
administration. In contrast to the forum, journals and notes are
similar to friends sitting in a coffee shop and having a personal
conversation. All journal messages and notes are posted on a
user’s personal profile page instead of on a community page.
There is no single aggregate page listing multiple journal authors
or multiple note recipients. Instead, users must go through the
personal profile page of an individual user to post a message.
The user (or owner) of the personal profile page can control
access to journals and notes to “Everyone,” “Only my friends,”
or “Only me.” In this personal space, any passerby would be
near enough to overhear comments but would immediately
interrupt the conversation. The distinction between the sense
of communal space and personal space derives from certain
architectural elements, which determine the openness to new
messages (see Table 2). In a way, these computer-mediated
communication formats are similar to MySpace’s and
Facebook’s privacy features that allow a user to put a fence
around personal property. A unique feature in these health social
network sites allows users to add optional health data such as
daily weight to forum and journal posts to share with others.
Reading new messages also varies across each format; new
forum messages are listed collectively on the support community
page, and journal and notes are listed on each user’s profile
page.

Table 2. Comparison of architectural elements in computer-mediated communication formats in MedHelp.

<table>
<thead>
<tr>
<th>Format</th>
<th>Architectural element</th>
<th>Access and notifications</th>
<th>Privacy settings</th>
<th>Other features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forum</td>
<td>Any user</td>
<td>Public Forum Page</td>
<td>Public</td>
<td>Add Tags, Select topic, Add to watch list, Show Ticker</td>
</tr>
<tr>
<td>Journal</td>
<td>Owner of journal</td>
<td>Friends (depending on settings)</td>
<td>Everyone, Only my friends, Only Me</td>
<td>Add Tags, Show Ticker, Add Photo</td>
</tr>
<tr>
<td>Notes</td>
<td>Friends</td>
<td>None</td>
<td>Everyone, Only my friends, Only Me</td>
<td>Add as friend</td>
</tr>
</tbody>
</table>

By exploring the range of nurturing behaviors displayed across
multiple computer-mediated communication formats of an
online health supportive community, we can understand how
the software features affect communication between individuals
of the community. Previous research did not address the
communication platform characteristics as an influence on
resulting user behaviors. We used content analysis to identify
themes in user-created content. We speculated that patterns of
nurturant support exchanged across different social media
communication formats may vary depending on the architectural
elements characterizing the communication tools. In this study
we tried to answer the following question: What are the
differences in nurturant support types (esteem, network, and
emotional) across different communication formats (forum,
journal, and notes)? Results from this study would be useful for
improving the design of technologies supporting online
communities, because the increasing socialization of online
health information will open up opportunities for future online
health services[4]. By answering these research questions, we
hope to better understand the link between site design and group
interactions in an online health community.

Methods

We collected data from a health social media website called
MedHelp [44], which has features similar to those in Facebook
to help people connect with each other. It is one of the oldest
patient communities on the Internet, founded in 1994 by a
software developer and pharmaceutical/biotech professional,
both of whom were touched personally by their families’ health
conditions. Their website has over 12 million visits each month.
Alcoholism is one of the leading health problems in the United
States, with many researchers publishing studies of the disorder.
The Alcoholism Community is one of the biggest communities
on MedHelp, with many user activities, which provides enough
data for analysis.

Our approach consisted of data collection with a Web crawler
and manual content analysis. Although the typology of social
support used in this study was originally developed for short
conversations between spouses rather than a support group, it
has been shown to be sufficiently generalizable for use in
support groups [28,33,34,38]. All five of the supracategories
from Cutrona and Suhr’s [38] typology were coded in our data.
Of these five, we did not find instrumental support, such as the
tangible assistance of offering the recipient a loan and offering to perform an indirect task.

**Study Setting: MedHelp Support Communities**

MedHelp is a health-oriented social networking service where individuals can connect with other people (patients, caregivers, doctors, etc) and information resources. Its platform provides an environment for registered users to join peer support communities as members and to communicate using several tools, such as discussion forums, journals, and notes. The forum for each peer support community is unmoderated, in the sense that any MedHelp user is able to post questions to the community or respond with comments without undergoing an approval process. The journals format allows users to record thoughts and feelings. Notes are a way for users to keep in touch with each other through their profile pages on MedHelp.

The support community page lists the most recently updated forum threads in the main section and recent activity on the sidebar, which also lists recent updates or journal comments (Figure 1). There is also a sidebar box that lists community members and links to their profile pages. Each personal profile page displays sections of the user’s activity across communication tools (Figure 2). Privacy settings on an individual user’s profile page can affect who can read updates and write notes. If the settings for journals and notes are set to Only my friends, then only users who are friended may view these contents. If the setting is set to Only me, only the user can see his or her own content when logged in. The content in each of these tools is organized chronologically.

**Figure 1.** Community activity (messages and updates) are displayed on public forum page.
How Users Message Each Other in MedHelp

The three communication tools we investigated in this study (forum, journals, and notes) are available for any MedHelp support community member to post content. Each tool varies in features for posting content (Figure 3, Figure 4, Figure 5). Users can post questions or polls to the forum, record thoughts in journals, and contact other users with notes.

To post a question in the forum, users are required to type in a title, select a topic, describe their question, and optionally add tags (Figure 3). When posting to the forum it is fairly clear that the intention is for the user to communicate with the entire support community.

A posting to a journal can include title, entry, tags, and photos, with selected privacy options (Figure 4), and is listed only on a user’s profile page. The intention of posting to the journal for MedHelp users is to record their thoughts and feelings. Only the owner of the personal profile page can initiate a thread by making a journal post, but other authorized users are able to comment on a journal post.

Notes on a user’s personal profile page include type of note and the content in the note (Figure 5). Any member who is allowed to read the notes entries is allowed to post. Users can leave notes on other members’ pages if they are allowed to read it. If the user is not a friend, there is an option to befriend the user. However, the owner of the personal profile page is not allowed to post to his or her own notes section.

The journal and notes features are similar to Facebook and MySpace wall posts, which allow users to communicate one-on-one. However, MedHelp is more specific on who can initiate, comment on, and post in journal and notes sections. The screen shots are shown in Figures 3–5.
Figure 3. Posting a question on the forum.
Data Collection and Preparation
We developed a Web crawler in the Java language to scrape data from the MedHelp Alcoholism Community [44] and saved the data to text files. The text files were then converted to Excel spreadsheets (Microsoft Corporation, Redmond, WA, USA) for identifying themes during the descriptive content analysis.

The data we were interested in collecting included messages created by members in the Alcoholism Community. We collected publicly available messages from the discussion forums, user journals, and notes on users’ profile pages. Because the forum was slightly different from journals and notes, we took different steps for each sample. To collect forum messages, we had the crawler scrape each thread of messages and divided it into posts and comments. To collect user journal messages and profile posts, we first identified the list of users who publicly listed their memberships in the MedHelp Alcoholism Community. Then on each user’s profile page, we specified that the crawler go to the link for journals to scrape publicly available entries and their corresponding comments. We also specified that the crawler scrape the profile posts. For each message the crawler identified, we attached information, if it was available, about the author, recipient, timestamp, and titles.

Content Analysis
We used descriptive content analysis to find patterns of social support in messages in the MedHelp Alcoholism Community.
interactions across 3 months of data (June 19 to September 19, 2009). More than one theme could appear per message. No identifiable information, such as each participant’s drinking problems, was part of the final analysis.

Our unit of analysis was at the message level. We developed definitions of social support types by reviewing examples from the related literature and matched them with themes within the data [21,38,45,46]. A pretest was conducted to determine whether the categories captured a majority of the message postings. Results of the pretest informed our decision to organize our definitions into three categories (information, nurturant, and instrumental). The interrater reliability of the coding system was determined using two coders who were both graduate students in information science with health informatics experience. They received the coding instructions and conducted the coding independently. The results were recorded onto an Excel spreadsheet. We used Cohen kappa to determine the interrater agreement (kappa = .719). This indicated that a high agreement was achieved.

We found only two types of support in the data: informational support and nurturant support. The third type, instrumental support, is typically found in face-to-face support interactions and was not found in our data.  

**Support Types: Informational Versus Nurturant Support**

Social support is the provision of psychological and tangible resources intended to benefit an individual’s ability to cope with stress, such as information or statements leading the person to believe he or she is cared for. We discuss the types of social support messages used in computer-mediated support groups, organized within Cutrona and Suhr’s [38] guideline for categories of informational support and nurturant support. There are two main types of support: (1) action facilitation, which is intended to help stressed individuals to solve or eliminate problems causing distress, and (2) nurturant support, which caters to the emotional side by comforting support seekers [36,38]. Action facilitation support includes both informational support and instrumental support. Informational support could be facts, advice, information referral, personal stories, or opinion. Instrumental supports are tangible services, either direct or indirect, for improving the situation (eg, driving a friend to the hospital). In this study we focused on the second type of support occurring in different computer-mediated communication formats of an online health support community because we wanted to better understand how a specific support relates to computer-mediated communication formats and because we found more messages with nurturant support. We looked for patterns of nurturing interactions across each format to identify differences in behavior across the group. Nurturant support includes esteem support, network support, and emotional support, which are defined in more detail in the next section.

**Coding Scheme: Informational Support Types**

Informational support in messages conveys instructions, including (1) advice or teaching, (2) referrals to other sources of information, (3) situation appraisal, (4) stories of personal experience, and (5) opinions. Messages coded as informational support often appeared as an attempt to reduce uncertainty for the message recipient [28,34,38]. We identified these informational support types in the forums, journals, and notes.  

**Coding Scheme: Nurturant Support Types**

Nurturant support posts provide expressions of caring or concern [30,33,34,38,47,48]. These are summarized in Table 3. Nurturant support is a more compassionate type of support whose purpose is to help the recipient with coping or relieving stress. It has been studied in a variety of online patient support communities, listed in Table 4 [6,19,21,28,31-34,37,49].
Table 3. Definitions of nurturant support types for content analysis measures.

<table>
<thead>
<tr>
<th>Support type</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Esteem</strong></td>
<td>Gives positive comments validating a recipient’s self-concept, alleviating feelings of guilt as a person; includes compliments, validation, and relief from blame [36]</td>
<td>Congratulations on your sobriety!</td>
</tr>
<tr>
<td></td>
<td><strong>Compliment</strong></td>
<td>Conveys positive assessment toward someone or emphasizes the recipient’s skills and abilities</td>
</tr>
<tr>
<td></td>
<td><strong>Validation</strong></td>
<td>Recognizes need by expressing agreement with the recipient’s perspective on the situation</td>
</tr>
<tr>
<td></td>
<td><strong>Relief of blame</strong></td>
<td>Tries to alleviate the recipient’s feelings of guilt about the situation</td>
</tr>
<tr>
<td><strong>Network</strong></td>
<td>Focuses on messages to broaden support seekers’ social network so they don’t feel alone, by connecting them to others with similar situations; includes access, presence, and companions [36]</td>
<td>Don’t blame yourself</td>
</tr>
<tr>
<td><strong>Access</strong></td>
<td>Invites new members to join conversations or offered to connect members with others having similar interests</td>
<td>Well, I guess I wasn’t much help, but I appreciate the input, and it’s good to know you’re not alone. Thank you x. Maybe we can help each other.</td>
</tr>
<tr>
<td><strong>Presence</strong></td>
<td>Offers to spend time with the person, to be there in time of need</td>
<td>...well my dear...please stay in touch with us here...we do care what happens to u!:)</td>
</tr>
<tr>
<td><strong>Companions</strong></td>
<td>Reminds the person of availability of companions, of others who are similar in interests or experience</td>
<td>Just reach out and I will be there ok?</td>
</tr>
<tr>
<td><strong>Emotional</strong></td>
<td>Gives expressions that support recipient’s feelings or reciprocates emotion; the emphasis of this category is on supporting emotional states rather than the recipient’s identity or self-concept [36,46]</td>
<td>You’re going through a rough time</td>
</tr>
<tr>
<td><strong>Relationship</strong></td>
<td>Stresses the importance of closeness and love in relationships the recipient has with others</td>
<td>Hung in there hon.</td>
</tr>
<tr>
<td><strong>Physical affection</strong></td>
<td>Offers physical contact, including hugs, kisses, hand-holding, shoulder patting; obviously, physical affection could not be given online, but it was often offered and conveyed verbally</td>
<td>You deserve a big bear hug!</td>
</tr>
<tr>
<td><strong>Confidentiality</strong></td>
<td>Promises to keep the recipient’s problem in confidence; confidentiality is typically symbolic [28]</td>
<td></td>
</tr>
<tr>
<td><strong>Sympathy</strong></td>
<td>Expresses sorrow or regret</td>
<td>Sorry it had to happen to you.</td>
</tr>
<tr>
<td><strong>Listening</strong></td>
<td>Provides attentive comments as the recipient speaks</td>
<td></td>
</tr>
<tr>
<td><strong>Understanding and empathy</strong></td>
<td>Expresses understanding of the situation or discloses a personal situation that communicates similarity of one person’s experiences with another’s</td>
<td></td>
</tr>
<tr>
<td><strong>Encouragement</strong></td>
<td>Provides messages of hope or confidence</td>
<td>Hang in there!</td>
</tr>
<tr>
<td><strong>Prayers</strong></td>
<td>In spiritual words, mentions praying, spiritual healing, or God</td>
<td>I will keep you in my prayers.</td>
</tr>
</tbody>
</table>
Table 4. Comparison of nurturant support types in previous studies (by reference number).

<table>
<thead>
<tr>
<th>Support type</th>
<th>Studies and settings</th>
<th>Disability</th>
<th>Eating disorder</th>
<th>HIV/AIDS(^a)</th>
<th>Addiction</th>
<th>Torn knee ligament</th>
<th>Depression</th>
<th>Cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Esteem</td>
<td>[28] [6,33] [32] [31]</td>
<td>[32] [37]</td>
<td>[34] [21] (b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compliment</td>
<td>[28] [32] [37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>[28] [32] [34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relief of blame</td>
<td>[28] [32] [31] [32]</td>
<td>[34] [21] (b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network</td>
<td>[28] [6,33] [32] [31]</td>
<td>[32] [34]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presence</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Companions</td>
<td>[28] [32] [31]</td>
<td>[34] [21] (b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional</td>
<td>[28] [6,33] [32] [34]</td>
<td>[34] [49]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relationship</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical affection</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidentiality</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sympathy</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Listening</td>
<td>[28] [32]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understanding and empathy</td>
<td>[28] [32] [31,37] [19]</td>
<td>[21,49]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encouragement</td>
<td>[28] [32] [34]</td>
<td>[34] [21,49]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prayers</td>
<td>[28] [6] [32] [34]</td>
<td>[34] [49]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\) Human immunodeficiency virus/acquired immunodeficiency syndrome.

\(b\) This study used the label emotional support for validation support.

Results

The three samples of data consist of user-created messages from the discussion forums \((n = 493)\), user journals \((n = 423)\), and notes \((n = 1180)\). Based on the displayed structure, forum and journal messages were grouped into posts \(\text{(ie, messages that start the thread)}\) and comments to the post. The data sets encompassed 81 forum posts; 412 forum comments, 88 journal posts, and 335 journal comments (Table 5).

Table 5. Summary of samples and their sizes.

<table>
<thead>
<tr>
<th>Type of message</th>
<th>Sample</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Forums</td>
<td>Journals</td>
<td>Notes</td>
</tr>
<tr>
<td>Messages</td>
<td>493</td>
<td>423</td>
<td>1180</td>
</tr>
<tr>
<td>Posts</td>
<td>81</td>
<td>88</td>
<td>NA(^a)</td>
</tr>
<tr>
<td>Comments</td>
<td>412</td>
<td>335</td>
<td>NA</td>
</tr>
</tbody>
</table>

\(^a\) Not applicable.

There was a range of message characteristics. A message contained on average 2.57 codes with a maximum of 10 codes per message, except for the first post of each thread, which had a maximum of 6 codes. Some messages only offered support (eg., “Have you tried Naltrexone? It is supposed to help with the cravings there are other meds that can help with it too. If all else fails, make a picture of tea and pop some popcorn and hang out with him with your ‘drink’.”), or only requested support (eg., “Hi, is there a medicine to take to stop the craving for alcoholic drink?”). We first identified informational and nurturant support in the samples (both provided and requested) and present these findings first before presenting specific nurturant support types.

Informational Versus Nurturant Support

The contrast between informational and nurturant support was apparent among the computer-mediated communication formats. Discussion forums were more informational than the other two (journals and notes). More nurturant support was offered in notes and journal comments, whereas more informational support was offered in the forum. However, when requesting social support, users were not as likely to seek nurturant support.
The only exception is in journal posts, where the user was more likely to seek nurturant support.

To illustrate the differences in the computer-mediated communication formats, we plotted data onto a graph (Figure 6). The points are noted in parenthesis (x,y), where x indicates the number of messages in the sample with nurturant support and y indicates the number of messages in the sample with informational support. The sample name has a prefix that signifies offered support (o) or requested support (r). Three main clusters showed up. Group 1 contained formats where a majority of messages offered informational support (eg, advice). This type of support was found in 83% (67 of 81 messages) of forum posts, 85.2% (351 of 412 messages) of forum comments, and 92% (81 of 88 messages) of journal posts. Group 2 contained formats where a majority of messages offered nurturant support (eg, encouragement). This type of support was found in 74% (65 of 88 messages) of journal posts, 67.0% (276 of 412 messages) of forum comments, 84.9% (1002 of 1180 messages) of notes, and 82.1% (275 of 335 messages) of journal comments. Group 3 contained all the formats’ levels of requested information and nurturant supports, which were relatively low compared with offered supports.

Our initial analysis showed more messages with nurturant than informational support. This is an interesting type of support to investigate because it tends to be more interactive in a bidirectional way. We were interested in studying this to have a better understanding of how a specific social support can be facilitated. In our next step, we analyzed the specific types of nurturant support more carefully for each sample, and then compared results across all samples. For example, there was a link between requested support in journal posts (37%, or 32 of 88 messages with nurturant) and offered support in journal comments (82.0%, or 338 of 412 messages with nurturant). There was an interesting connection in reverse for notes, where users requested information but provided more emotional support. While forums may be seen as a question-and-answer portal for exchanging information, the portion of nurturant support was higher than expected in the comments.

Figure 6. Informational and nurturant support levels in user-created messages.

Nurturant Support Offered

Table 6 summarizes the number of messages showing nurturant support offered for each sample. After tabulating these numbers, we converted them into percentages. Figure 7 displays the percentages and shows two types of patterns. Two nurturant support patterns emerged in messages that offered support: emotional > network > esteem (forum posts, notes) and emotional > esteem > network (forum comments, journal posts, journal comments). We explain these two patterns in the section.

<table>
<thead>
<tr>
<th>Support type</th>
<th>Forums</th>
<th>Journals</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posts</td>
<td>Comments</td>
<td>Posts</td>
</tr>
<tr>
<td>Esteem</td>
<td>1</td>
<td>53</td>
<td>13</td>
</tr>
<tr>
<td>Network</td>
<td>5</td>
<td>18</td>
<td>2</td>
</tr>
<tr>
<td>Emotional</td>
<td>12</td>
<td>259</td>
<td>61</td>
</tr>
<tr>
<td>Total</td>
<td>18</td>
<td>330</td>
<td>76</td>
</tr>
</tbody>
</table>

Emotional was the most commonly appearing subtype among offered nurturant support (Figure 7). Network and esteem occurred less in comparison. In two sets (journal comments, forum comments), esteem is greater than network (esteem > network), while emotional is greater than network (emotional > network).
network). This pattern may reflect the compassionate nature of users who recognized the perspective of the first author, compliments, or relieving blame. In addition, journal posts also displayed more esteem than network, which may indicate their authors’ awareness of their audience. Conversely, in the samples that had more network than esteem (notes, forum posts), the strategy might have been to increase communication with an emphasis on presence, access, or companionship.

The first pattern where network is greater than esteem support might be an indication of the user’s informational or emotional state while starting a thread in the forum or creating a note for a friend. The emphasis on network over esteem suggests promoting presence and involvement with the community, which could be a strategic expression for being a worthy recipient of social support. The lower amount of esteem support might suggest social status as less important than membership. The similarity between forum posts and notes may suggest that users post without expectation of a direct response.

The second pattern, where the communication formats had the pattern of more esteem than network support (emotional > esteem > network; forum comments, journal posts, journal comments), may suggest that these formats are more suitable for praising and complimenting others. Forum comments contained less explicit network support, which might suggest that the act of replying shows presence. Similar to journal posts and journal comments, here the act of posting may be an indicator of network support. Offering emotional and esteem support more than network might result from an assumption that other members are aware of network support, and need is not explicitly stated. It is possible that users were compelled to offer esteem support when they were more familiar with someone or his or her situation.

One possible cause of pattern differences could be that levels of network or esteem support are correlated with relationship strength. Surprisingly, offered support in journals is different from that in notes, even though their features make them “publicly private.” While journals and notes users who communicate with each other might be friends of each other, the longer message format of journals may not be as conducive as notes to maintaining relationships.

**Figure 7.** Nurturant support offered in messages. FC = forum comments; FP = forum posts; JC = journal comments; JP = journal posts.

---

### Nurturant Support Requested

We identified fewer messages with requested nurturant support than offered nurturant support (Table 7). We calculated the percentage by dividing the number of messages containing nurturant support by the total number of messages.
For requested nurturant support, emotional support was highest in all sets. Esteem support was also frequently requested among all sets of messages but was most noticeable in journal comments, which may indicate a desire on the part of the commenter to help the journal message author feel better about him- or herself. Journal messages did not show network support, possibly because readers were already known friends. In comparison with other formats, in notes and forums requests for network support are quite frequent.

The three patterns that emerged among messages that requested nurturant support were emotional > network > esteem (forum posts, notes); emotional = network > esteem (forum comments); and emotional = esteem (journal posts, journal comments).

The first of these patterns (emotional > network > esteem) appeared in forum posts and notes. The combination of requested supports was an effect of users explicitly stating the type of support they sought, such as an emotional release from thinking about the situation. Notes had more messages requesting network than forum posts, which might emphasize referring to the friendship between the author and receiver. In the forums, more comment messages offered network support than in post messages, which could indicate that people comment on forum threads because they know there is someone else with a similar situation to talk about. The pattern of requested support in notes is most similar to that in forum posts, where network was requested more often than esteem, possibly because they were emphasizing their presence in the online community.

In the second pattern, emotional support occurred in the same number of messages as esteem (forum comments), a demonstration of users showing empathy and appreciation. Perhaps members found talking to each other soothing, especially in the encouragements and time spent chatting with each other. While there was less emotion in forum comments than in forum posts, more esteem and network supports were requested. Perhaps it was easier for members to ask for additional types of support after asking for emotional support at least once before.

We observed the third pattern of requested nurturant support in journal posts and journal comments, where users were more likely to request only emotional and esteem, rather than network. Because users who write to each other in the journals have a higher likelihood of being friends in the online community or have a stronger relationship than forum users, they may find it unnecessary to emphasize reminders of network presence, as that might be a purpose more suited for notes. In the case of no network support in a pattern, the architectural features of the tool offered a way out of explicitly stating network support in the note content through the friends feature shown on the profile page. In the journals, users intend to write for themselves or friends, and usually only friends notice new posts and are willing to comment after reading them.

### Discussion

This study identified nurturing social support types in user-created messages across three different text-based communication tools (discussion forums, personal journals, and notes) of an online health care social networking site. The content analysis codes came from a literature review and were organized into Cutrona and Suhr’s [38] supracategories, and are similar to those from other studies [33,34]. We analyzed the social support in the MedHelp Alcoholism Community most often exchanged by group members during a 3-month period. Interestingly, the nurturant support pattern in forum posts and notes was the same for both the support offered dimension and the support requested dimension, where emotional was greater than both network and esteem support (emotional > network > esteem). These percentages are shown in Figure 7 and Figure 8, and a summary of patterns is explained in Multimedia Appendix 1. The patterns (emotional > esteem > network; emotional = esteem) we found among journal messages (journal posts, journal comments) also group these samples together. Forum comments is the only sample where the pattern of offered support (emotional > esteem > network) was different from requested support (emotional = network > esteem). While the three computer-mediated communication formats of MedHelp have similarities, the differences in architecture appear to have affected the support exchanged.

We found that some formats were more conducive to emotional connecting than others, yet overall each was used for different purposes. This study gathered empirical data of patterns varying nurturing support among the different online tools. This information could be potentially useful to social support scholars and designers of online support groups to understand how software features affect users’ behavior. In this section, we explain the results in the context of theories from the related research literature.
Comparing Patterns From This Study With Related Studies

Similar studies identifying social support in online health support communities found various levels for each nurturant support type [6,19,21,28,32-35]. These studies collected data from settings using bulletin boards or email lists, which is similar to the MedHelp forums. To the best of our knowledge, there have not been any documented cases of health support groups incorporating computer-mediated communication formats similar to MedHelp’s journal or note formats, nor any studies of social support within them. Many studies reporting social network site data are not tailored to a health issue, but rather are general social network sites (eg, Facebook, MySpace, and LinkedIn), where users may already know each other offline. Table 8 summarizes results from other studies identifying social support in health communities in bulletin board or email list styles, rather than social media features such as profile post messages and journal entries. Most studies found that emotional and network support appeared more frequently than esteem support.

Figure 8. Requests for nurturant support in messages. FC = forum comments; FP = forum posts; JC = journal comments; JP = journal posts.
The members of the Alcoholism Community favored the emotional type of nurturant support, similarly to findings from other health support communities [6,19,28,33,34]. We also noted a substantial amount of informational support in our data in addition to nurturant support. Of all our results, the forum posts sample appears to be most similar to previous findings from bulletin boards (emotional > network > esteem). Notes showed a similar pattern to the forum posts; however, journal messages followed a different pattern with no network support (esteem = emotional). This low amount of network support shows that it is not typical to use journals as a place to indicate a relationship bond between two users, or that network support needs were met simply by participating in the community without the need for explicitly stating requests or offers of network support. In notes, on the other hand, any member can leave a note for a friend and not expect any response. With the journal format, users are given more control over who can read and comment, so in that format initiating an explicit support request is required to receive any comments. Journal post authors are more likely to post a message for themselves. For example, one author wrote in her journal “I doubt if anyone will read this and that is ok as I am writing this more for my benefit then anyone else...” and probably did not expect a reply. In fact, the same post goes on to state “I do not need anyone to tell me how lucky I am, how well off i am, or how good i look. I still feel very fragile and needed to just let someone know that might have a word or encouragement or kniiness [sic]...”

Explaining These Patterns

Although offline support is often available from friends and family, e-patients and their caregivers participate in online support groups for the added benefit of specific types of nurturant support. We found different types of nurturing support in the MedHelp Alcoholism Community of varying patterns across the multiple computer-mediated communication formats. Two theories might be able to explain why the number of support types varies: (1) the purpose of communication affects which format people use to convey and seek help for different types of needs, and (2) the public and private spheres where communication is mediated by particular norms of acceptable behavior affect the content construction for each message.

Limitations

Our results cannot be generalized for two reasons. First, the study setting here is more narrowly defined than in previous studies and we were studying a specific alcoholism community from MedHelp. Second, MedHelp has particular software features for computer-mediated communication that other websites may not have. Alcoholism as a health condition has its own characteristics that can influence attitudes and behaviors. Our hope is to extend more work on each of these reasons to better understand the impact of technology on human interactions.

Purpose of Communication

People use different communication tools for different purposes; for example, some online community members sought information, while others sought compassion and intimacy through conversations [22,50]. This distinction is possibly the result of numerous waves of information needs when recovering from alcoholism [7]. Presenting one’s information need(s) to the community may be a way to initiate presence and involvement as a new member, but also for older members to welcome new members. While information is often explicitly

Table 8. Nurturant information support interaction patterns in related studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Data</th>
<th>Architectural element</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preece [19]</td>
<td>Torn knee ligament, 500 messages, April 1996–April 1997</td>
<td>Email list</td>
<td>Nurturant &gt; information (no distinctions)</td>
</tr>
<tr>
<td>Bambina [21]</td>
<td>Support OnLine Cancer Forum, 84 members, 1149 messages (unmoderated)</td>
<td>“an Internet cancer support forum...a virtual space...to exchange support;” only requires email address; archives posted online and publicly available</td>
<td>Network &gt; emotional</td>
</tr>
<tr>
<td>Braithwaite et al [28]</td>
<td>Support network, 42 users, 1472 messages</td>
<td>“Messages were distributed via email through a nationwide computer BBS network.”</td>
<td>Emotional &gt; esteem &gt; network</td>
</tr>
<tr>
<td>Meier et al [31]</td>
<td>10 cancer mailing lists hosted by the Association of Cancer Online Resources (5 months)</td>
<td>Mailing lists</td>
<td>Nurturant &gt; information (no distinctions)</td>
</tr>
<tr>
<td>Cunningham et al [32]</td>
<td>Alcoholism, 10 months, 474 posts (moderated)</td>
<td>Bulletin Board</td>
<td>Emotional &gt; esteem</td>
</tr>
<tr>
<td>Eichhorn [34]</td>
<td>5 eating disorder message boards, 490 messages</td>
<td>Yahoo Discussion Groups</td>
<td>Emotional &gt; network &gt; esteem</td>
</tr>
<tr>
<td>Selby et al [36]</td>
<td>Smoking cessation</td>
<td>Web assisted tobacco intervention, bulletin board</td>
<td>Esteem &gt; emotional</td>
</tr>
</tbody>
</table>

a Human immunodeficiency virus/acquired immunodeficiency syndrome.
stated within messages, sometimes participation is motivated by other reasons such as relationship maintenance [10,23]. In fact, results from our analysis of notes messages support previous findings from MySpace profile wall posts, which mostly contained short messages to fulfill two purposes; making initial contact and keeping in touch [23]. Because it is so easy to publish information with social media technology, blogs are often used as way to share knowledge and skills, rather than to keep in touch with friends and family [51].

While the purpose of communication can vary across computer-mediated communication formats, it is not the same as the purpose of the community—that is, exchanging support. In this case, the purpose of communication through notes and forum posts (eg, reaching out to others with emotional and network supports) and the purpose of the community (eg, connecting with other patients) overlap. For example, access to other patients’ stories on the Internet can be reassuring [52]. In addition, social media make it easier to obtain social feedback and reviews. People who are unsure about medical answers find confidence from social feedback [37]. Health issues trigger anxiety and questions; however, online communication with familiar folk can be soothing, as it might enhance the quality of relationships and improve the psychological well-being of the support seeker [29,53]. For example, most blogs allow readers to leave comments and, in this way, they both generate conversation and encourage collaboration [51]. Users of online support communities often communicate in one-on-one situations or in small groups of 3–5 individuals [29].

Communal Versus Personal Spaces

The different nurturant support patterns in the various computer-mediated communication formats may also be explained by communication theory, which separates communication into that targeted to the public (eg, mass media, advertisements) and private interpersonal communication (eg, email). In recent years, studies of online communication have shown that social media mimic physical spaces by providing online spaces for communication but are also used to exchange private information. The distinction between the traditionally public and private spheres is blurred in online communication [9,17]. We believe that, because privacy can be controlled through notes and journals, we can distinguish these as private spheres, which are more personal, and the forum as a public sphere, where conversations are exchanged in a community setting. While the sphere may be a factor that influences behavior in each format, we believe that the computer-mediated communication format itself is the driving force for different behavior patterns. For example, notes are similar to forum posts, where as forum comments are similar to journal posts and journal comments. It is possible that people are not aware of privacy issues in an online environment or do not find it necessary to control privacy settings or learn about their implications.

In a physical setting, it is easy to perceive the relative privacy of the space. However, in an online environment, the amount of privacy is not transparent, and many private areas become “publicly private.” In this case, perhaps the MedHelp users did not assess the online setting as they would a physical face-to-face setting. In light of the content observed through this community (eg, blackouts, possible violent episodes), the online setting diminishes the amount of stigma that would be present in face-to-face support.

Emerging Issues: Collaboration and Health Outcomes

In the course of identifying support types, we also found evidence of users in the Alcoholism Community mentioning their health outcomes (eg, quitting drinking) or of collaboration. Although bulletin boards have a less-than-expected effect on behavior change such as smoking cessation, they are often an integral component in Web intervention programs by allowing participants to communicate with each other [54]. Bulletin boards are not suggested as a primary information source or to be appropriate for everybody, as only certain people will voluntarily use them, and they often have a small core set of active users. Participation is also linked to other factors such as an e-patient’s phase of quitting (ie, former smokers will have higher participation rate than those prequitting) and the speed of responses to posts.

Social media allow a direct connection between information and the consumer [55]. Social networking enables and facilitates collaboration and collaborative filtering processes. For example, it enables users to see what their peers or others with a predefined relationship (friends, colleagues, fellow patients, etc) are doing; enables automated selection of relevant information (based on what peers are doing and reading on the Web); enables reputation and trust management, accountability, and quality control; and fosters viral dissemination of information and applications (it is this viral marketing aspect that makes Web 2.0 applications so attractive to venture capitalists and public health practitioners alike). Moreover, social networking is a potentially powerful tool to engage users, in that it provides social incentives to enter, update, and manage personal information. Teenagers spend hours keeping their Facebook profile current, constantly updating their status. The same generation of users may possibly turn their attention and energy to similar tools for health.

Future Work

More research to better understand how social support is communicated among computer-mediated communication formats in these groups would be particularly useful to those interested in designing, providing, using, or evaluating online support as an alternative to face-to-face support. Knowing how to develop and sustain an online community is important, as a certain level of active users from peer families and visible signs of their activity are necessary to attract returning users [56]. Potential benefits of social network site participation for e-patients include peer support (availability of an opportunity to receive and offer support), which can be an empowering experience in a customizable setting (eg, revealing limited identity information or restricting the number of friends). Not only that, a personalized space could also help patients open up about their health issues. This could be beneficial to the area of preventive medicine.

Future work that identifies patterns at the message level rather than patterns for each sample would help with understanding
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the construction of each message. This study did not account for individual characteristics such as each member’s support profile, such as whether he or she is more likely to provide or request support. Future work that identifies whether support is given explicitly to a recipient could be useful.

Another direction for future work is to explore theories on personas at an individual level. For example, the theory of faceted social identity in sociology states that people behave differently with different groups. Users communicate with different categories of relationships online [57]. Users present identities depending on who they are communicating with and seek different types of support. For example, close friends are more likely sources of emotional support. Email is thought of as more personal and private than social network sites, and users are more likely to experience more comfort in using that platform to communicate with close relations [57]. Some users may also be motivated to keep in touch with others, whereas others want to share information [22,50,51]. Age can also be a factor in activeness online.

Yet another research angle for studying patient communities is shared patient data, which is mostly quantitative data (eg, blood pressure) rather than qualitative data such as stories and advice [49,58]. Participants often look for similar patients (by having a medical ailment, hobby, or other thoughts in common) to make their connections. Websites such as PatientsLikeMe “promote data-centered patient conversations.” This might be a good direction, as there are many lurkers in support communities [59], who feel that reading community messages is enough to feel a sense of belonging to the collective intelligence. The influence of interpersonal association on personal health records could lead to improved health outcomes as people become more aware of their day-to-day behaviors.

Conclusion
People are drawn to online health support communities because of the availability of tailored information and the opportunities to meet peers who share similar experience(s). Emotional support is an important component of interactions within support groups; however, it varies in exchange across different social media communication formats for reasons such as demographics and formats of communication tools. Users may prefer to ask basic informational questions in the forum because they would rather have any answer than only the specific answer. Furthermore, users may prefer using the journals to disclose specific information that only a select few people can read. Deeper understanding of these associations would help in designing health-related Internet applications. This in turn can contribute to applications such as online intervention programs.

We found two general patterns in offered nurturant support and three general patterns in requested nurturant support. Offered nurturant support is typically emotional support such as encouragement, and then either esteem (eg, validation) or network (eg, reminders of presence) support. Requested support was also typically emotional support, but with more network than esteem support. There was no mention of network support in the journal posts or comments. We attempted to link theories with results to explain the supportive behaviors. Theoretical perspectives include (1) the purpose of communication, where people use different platforms differently to convey different types of information, and (2) the influence of public and private spheres of communication on the users’ behavior. Further research could provide more insight into these two phenomena.

This research offers a novel message regarding the impact computer-mediated communication format has on user interaction patterns in online support communities. It is not clear how people seek or provide social support in an online format, so we explored how the social media platform facilitates the exchange of social support. Social media have more computer-mediated communication features than were present in previously studied software platforms for online communities, in that they give the user a bit more control over whom they share information with, by offering multiple formats for private and public messaging. This research also examined the issue of space preference for privacy and the kinds of support in each format for disclosing information to specific people. We studied how people use social media for nurturant support to have a better understanding of how computer-mediated communication formats can encourage a specific type of social support. For example, people with alcoholism, people who want to quit smoking, or cancer survivors may need more nurturant support. People using other types of health intervention such as weight loss may need more informational support. Therefore, the design and utility of social media can be tailored to the particular purpose.
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Abstract

Background: Antimicrobial resistance has reached globally alarming levels and is becoming a major public health threat. Lack of efficacious antimicrobial resistance surveillance systems was identified as one of the causes of increasing resistance, due to the lag time between new resistances and alerts to care providers. Several initiatives to track drug resistance evolution have been developed. However, no effective real-time and source-independent antimicrobial resistance monitoring system is available publicly.

Objective: To design and implement an architecture that can provide real-time and source-independent antimicrobial resistance monitoring to support transnational resistance surveillance. In particular, we investigated the use of a Semantic Web-based model to foster integration and interoperability of interinstitutional and cross-border microbiology laboratory databases.

Methods: Following the agile software development methodology, we derived the main requirements needed for effective antimicrobial resistance monitoring, from which we proposed a decentralized monitoring architecture based on the Semantic Web stack. The architecture uses an ontology-driven approach to promote the integration of a network of sentinel hospitals or laboratories. Local databases are wrapped into semantic data repositories that automatically expose local computing-formalized laboratory information in the Web. A central source mediator, based on local reasoning, coordinates the access to the semantic end points. On the user side, a user-friendly Web interface provides access and graphical visualization to the integrated views.

Results: We designed and implemented the online Antimicrobial Resistance Trend Monitoring System (ARTEMIS) in a pilot network of seven European health care institutions sharing 70+ million triples of information about drug resistance and consumption. Evaluation of the computing performance of the mediator demonstrated that, on average, query response time was a few seconds (mean 4.3, SD 0.1×10^2 seconds). Clinical pertinence assessment showed that resistance trends automatically calculated by ARTEMIS had a strong positive correlation with the European Antimicrobial Resistance Surveillance Network (EARS-Net) (\(\rho = .86, P < .001\)) and the Sentinel Surveillance of Antibiotic Resistance in Switzerland (SEARCH) (\(\rho = .84, P < .001\)) systems. Furthermore, mean resistance rates extracted by ARTEMIS were not significantly different from those of either EARS-Net (\(\Delta = \pm 0.130; 95\%\) confidence interval –0 to 0.030; \(P = .004\)) or SEARCH (\(\Delta = \pm 0.042; 95\%\) confidence interval –0.004 to 0.028; \(P = .004\)).

Conclusions: We introduce a distributed monitoring architecture that can be used to build transnational antimicrobial resistance surveillance networks. Results indicated that the Semantic Web-based approach provided an efficient and reliable solution for development of eHealth architectures that enable online antimicrobial resistance monitoring from heterogeneous data sources. In future, we expect that more health care institutions can join the ARTEMIS network so that it can provide a large European
and wider biosurveillance network that can be used to detect emerging bacterial resistance in a multinational context and support public health actions.

(J Med Internet Res 2012;14(3):e73) doi:10.2196/jmir.2043

KEYWORDS
Antimicrobial drug resistance; heterogeneous databases; online information services; surveillance

Introduction

Since their discovery, antibiotics have proved powerful for the control of bacterial infections. However, because of multifactorial causes, especially the widespread use of antibiotics in medicine, animal husbandry, and agriculture, pathogens have developed increasing resistance to many effective drugs [1,2]. The problem of antimicrobial resistance has reached an alarming level, and urgent efforts are needed to avoid regressing to the preantibiotic era [3,4].

In addition to well-known drug resistance cases such as Pneumococcus species to penicillin [5-7], outbreaks of new resistant pathogens have become ever more common and have caused many deaths worldwide. Aware of the risks that antimicrobial resistance poses to global public health, the World Health Organization (WHO), among other measures, chose combating antimicrobial resistance as the theme of World Health Day 2011. Lack of effective monitoring systems was identified as an underlying cause of resistance increase, and its improvement is one of the policies the WHO adopted to tackle the problem[8].

Over a decade ago, Monnet et al[9] described and compared the most relevant antimicrobial resistance surveillance systems in Europe. Since then, no new public transnational surveillance initiatives have been developed[10]. Consequently, most projects in use are based either on reporting and manual data acquisition or on outdated information technologies, especially concerning data integration and semantics. Furthermore, no cross-country surveillance system that provides online, direct, and real-time access to antimicrobial resistance information is available. All the systems implemented so far are dependent on delayed data warehouses, usually compiled yearly, which, among other weaknesses, fail to capture antimicrobial resistance outbreaks[10,11]. Finally, these systems do not provide easy ways to export data. Participating institutes have to comply with the surveillance system standards, a labor intensive task, especially for newcomer institutions or newly discovered resistance pathogens [11].

The primary aim of this study was to develop a framework for transnational antimicrobial resistance monitoring, featuring real-time access to laboratory information and being generic with respect to data sources, in order to support multinational resistance surveillance. The secondary aim of the study was to investigate the use of Semantic Web-based architecture in the integration and interoperability of interinstitutional and cross-border databases to support such a framework. To fulfill these aims, we designed the Antimicrobial Resistance Trend Monitoring System (ARTEMIS). ARTEMIS architecture illustrates how Semantic Web technologies can support online monitoring of antimicrobial resistance trends in heterogeneous networks of health care institutions. It demonstrates how semantically interoperable end points can provide on-demand information on resistance evolution. Furthermore, it describes ways to automate the monitoring process through a state-of-the-art clinical data integration system, which provides mechanisms to adapt to existing electronic health records and laboratory information systems. The architecture is validated according to performance and clinical pertinence.

This paper addresses a large audience, from engineers who have Semantic Web techniques in mind to public health authorities, by showing the results of applying Semantic Web technologies to one of the most crucial current public health challenges: building a global surveillance system for antimicrobial resistances. Here we discuss the technical framework of the project, a technical evaluation, and the quality of the system compared with existing surveillance networks.

Previous European Antimicrobial Resistance Monitoring and Surveillance Initiatives

Several projects have been implemented to provide monitoring and surveillance of antimicrobial resistance evolution in a European context. WHONET was one of the first initiatives to standardize and aggregate results from laboratories in a cross-country environment[12]. Since 1995, the WHO has been developing the WHONET software, in which participating microbiology laboratories present their tests using a specific susceptibility testing terminology defined by the WHO.

The most successful European surveillance project is the European Antimicrobial Resistance Surveillance System[13] developed by the European Centre for Disease Prevention and Control. According to the agency, 900 public health laboratories serving over 1400 hospitals in Europe participate in the network, providing results on a yearly basis. To improve data quality, external control is applied to the susceptibility testing methods used by the participating laboratories. The project has recently evolved into the European Antimicrobial Resistance Surveillance Network (EARS-Net)[14] and will serve as a reference to assess the sampling effectiveness of ARTEMIS.

A few other public initiatives were introduced in parallel. In 1998, the European Society of Biomodulation and Chemotherapy created the European Surveillance of Antibiotic Resistance project[15]. The goal was to establish a representative network of sentinel diagnostic laboratories across Europe to provide antimicrobial resistance monitoring and early detection of new resistant pathogens. In the same year, the US Centers for Disease Control and Prevention launched the International Network for the Study and Prevention of Emerging Antimicrobial Resistance [16] with 79% of participant countries, out of 40, from Europe. The main objective of the project was...
to serve as an early warning system for emerging resistant pathogens. Finally, in 1999, the Antimicrobial Resistance Information Bank [17] was derived from the WHONET informal network. Results were reported to the WHO, and an additional external audit quality control was performed on the data. All of these projects have been discontinued, and some were characterized more as a survey than as a surveillance system.

In contrast to the previous initiatives, The Surveillance Network is a corporate-funded surveillance project[18]. It started in 1992 in the United States and later enrolled European laboratories as well. The data extraction and aggregation processes are done by Focus Technologies Inc. (Herndon, VA, USA), the company responsible for the project. Unfortunately, despite having probably the biggest antimicrobial resistance database worldwide, this network provides no antimicrobial resistance information free to the public.

The DebugIT Project

ARTEMIS was developed as part of the Detecting and Eliminating Bacteria Using Information Technology (DebugIT) project, which is funded by the European Union Seventh Framework Programme [19]. DebugIT is a consortium composed of 14 industrial, research, and clinical institutions from nine countries that are collaborating to build a framework for sharing antimicrobial resistance information from clinical information systems in a Europe-wide context. The project aims to reuse existing clinical data for generating new knowledge to be incorporated in decision support and monitoring engines at the point of care and for developing prevention strategies at policy levels.

The DebugIT architecture (Figure 1) is based on distributed services that exchange information using Semantic Web technologies [20]. The Semantic Web stack provides methods that can contribute to solving technical, syntactic, and semantic differences between disparate data sources [21-24], bringing formal and meaningful representation to data models and sources. First, it presents a standard format to encode information called Resource Description Framework (RDF) [25], which models Web resources in a subject–predicate–object form, a so-called triple. This generic model, in contrast to the entity-relationship model used in traditional databases, facilitates the representation of clinical facts to an unconstrained dimension[26]. Second, it has defined the Simple Protocol and RDF Query Language (SPARQL) standard that provides ways to access ubiquitously resources available on the Web[27]. Finally, computer-interpretable ontologies written in the Web Ontology Language [28] bring formal conceptualization to RDF resources, improving the quality of data and fostering interoperability between heterogeneous systems.

Figure 1. Architecture of the Detecting and Eliminating Bacteria Using Information Technology (DebugIT) framework. Components of the architecture, such as the clinical data repository (CDR), knowledge repository (KR), decision support system (DSS), and monitoring system (MS), are interconnected using the HTTP/SParQL protocol through the Internet bus. Messages are transferred in the RDF format, and ontologies formalize the data model and content.

Methods

Experts from the DebugIT project with different backgrounds, including infectiologists, epidemiologists, computer scientists, knowledge engineers, and eHealth service providers, were involved in the design of ARTEMIS. Over the course of 2 years, we held weekly meetings with these experts to discuss the status of the tasks involved in the system development [29]. In the process, we reviewed the existing distributed integration and interoperable eHealth systems and European antimicrobial resistance monitoring programs. Thereafter, we elaborated the requirements and designed the system model.

Design Requirements

To provide a monitoring system that can be effectively used in the fight against antimicrobial resistance, we derived the following six main requirements based on the published literature and on the expertise of the DebugIT consortium.

The System Shall Provide Online Information

All public European supranational monitoring systems provide resistance information in batch mode—that is, data are collected into batches of laboratory tests and processed periodically, usually on a yearly frequency. While online resistance information is useful on a daily basis at local levels, recent infectious pandemic threats have shown how important this information would be at a multinational level for decision makers. Thus, changing this paradigm to online trends is crucial for antimicrobial resistance surveillance, especially for early warning of emerging resistance trends [10,11].

The System Shall Provide Aggregated Information From Numerous National Sources

Increasing antibiotic resistance is a worldwide public health concern, and for its effective combat, a successful surveillance system has to offer multinational resistance information[30].
The System Shall Not Store Data Centrally
Sharing biomedical data raises several ethical concerns[31]. To comply with international standards on sharing biomedical information, increase the trust of data providers, and encourage collaboration in the surveillance network, central aggregation must be avoided.

The System Shall Implement a Formal and Semantic-Aware Data Model
Most of the available systems do not use formalized biomedical data models, nor computable terminologies and ontologies. As a result, the process of extracting resistance information and data analysis in a heterogeneous environment is done manually or semiautomatically. In addition to the overhead work, the lack of formal conceptualization of the raw laboratory data can have a negative influence on the quality of the data.

The System Shall be High Performing
To be operatively used by health care professionals, whose working environment is recognized to be very time constrained, eHealth systems must provide a fast response time.

The System Shall Provide Reliable Results
Automatic extraction of antimicrobial resistance trends from heterogeneous data sources poses several challenges to accurate data analysis, including concept ambiguity and the common denominator, which can degrade the quality of the examination. However, especially if the system is used by clinicians at the point of care, the accuracy of the results must be equivalent to those obtained by semiautomatic processes, where data cleansing and audit are performed prior to integration and interpretation.

System Model
To fulfill the ARTEMIS desiderata, we envisaged the system according to the Semantic Web-complying architecture presented in Figure 2. The system’s semantic interoperability schema is based on an ontology-driven data integration approach[32], where multiple semantically flat local data definition ontologies are mapped to a common domain ontology, the DebugIT Core Ontology [33]. Semantic mappings at local and global levels align concepts from the local ontologies with the domain knowledge.

In the architecture’s data model layer, local laboratory databases are connected online to semantic-aware end points, the local clinical data repositories (ICDRs) [34,35]. The ICDRs formalize the local sources and provide a query interface to the controller layer. The semantic mediator, implemented at the controller layer, represents antimicrobial resistance clinical questions as query templates for each end point and coordinates the access to the different sites. It performs the query’s data aggregation operations locally to improve query performance and the site’s data integration on the fly to avoid central storage. Finally, in the view layer, query templates with parameters extracted from the domain ontology are used to represent antimicrobial resistance clinical questions. As a proof of concept, three initial query templates were proposed by clinicians to be implemented in the system. (1) What is the evolution of resistance to :antibiotic of :bacteria cultured from :sample extracted from :gender patients at :clinical_setting during period :begin_date - :end_date? (2) What is the prevalence of :antibiotic :susceptibility :bacteria in :sample extracted from :gender patients at :clinical_setting during period :begin_date - :end_date? (3) What is the rate of :gender patients that get :antibiotic to treat :bacteria infection found in :sample at :clinical_setting during period :date_begin - :date_end?

A more detailed description of the system model is given in Multimedia Appendix 1.
Figure 2. Antimicrobial Resistance Trend Monitoring System (ARTEMIS) architecture. (a) Ontology components. Models: data definition ontology (DDO), DebugIT Core Ontology (DCO), and interface ontology (IO). Mappings: local-terminology-to-DCO (LT2DCO) and global-terminology-to-DCO (T2DCO). (b) Run-time business components. (1) Data layer components are deployed within the demilitarized zone of the health care institution. (2) Controller and view layers contain central services, which are deployed in the Internet. ICDR = local clinical data repository.

Participants
To assess ARTEMIS, we connected a network of seven data providers: National Heart Hospital, Sofia, Bulgaria; Les Hôpitaux Universitaires de Genève, Geneva, Switzerland; Georges Pompidou European Hospital, Paris, France; Internetový Prístup Ke Zdravotním Informácím Pacienta, Prague, Czech Republic; Swedish Intensive Care Registry, Sweden; Athens Chest Hospital “Sotiria”, Athens, Greece; and Universitätsklinikum Freiburg, Freiburg, Germany. Table 1 summarizes antimicrobial resistance-related data shared by these institutions.

We obtained permission to use de-identified data from the ethics committees of the respective participant hospitals. Privacy-sensitive information accessible through the local end points was pseudoanonymized to conform to the European legal and ethical patient data-sharing framework[36]. Data values such as date of birth were truncated to the year, and concepts such as episode of care (or encounter) and patient identifiers were encrypted. Furthermore, query templates are pathogen and population centric—that is, the information collected concerns the resistance and treatment of a pathogen population for a given antibiotic in a set of microbiology results. It is therefore not related to a specific patient.
Table 1. Data used in the Antimicrobial Resistance Trend Monitoring System (ARTEMIS).

<table>
<thead>
<tr>
<th>Data group</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
<th>Data item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td>Age</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Location</td>
<td>Department</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Laboratory</td>
<td>Bacteria</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Antibiotic</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Specimen</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Medication</td>
<td>Drug</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>S.I.R. j</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Triangles (x10⁶)</td>
<td>0.05</td>
<td>25.20</td>
<td>19.87</td>
<td>2.79</td>
<td>0.02</td>
<td>3.81</td>
<td>19.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Athens Chest Hospital “Sotiria.”
b Georges Pompidou European Hospital.
c Les Hôpitaux Universitaires de Genève.
d Internetový Prístup Ke Zdravotním Informácím Pacienta.
e National Heart Hospital.
f Swedish Intensive Care Registry.
g Universitätssklinikum Freiburg.
h Concept available in the local clinical data repository.
i Concept not available in the local clinical data repository.
j Breakpoint values: susceptible (S), intermediate (I), and resistant (R).

Outcome Measures

The implementation of the functional features defined in the first four design requirements is described at the technical component level using design pattern [37-39] examples. In contrast, for the last two requirements, which can be quantitatively measured, results are presented using efficiency and effectiveness metrics.

Methods for Data Acquisition and Analysis

We measured efficiency using the mediator’s query retrieval time for the three aforementioned query templates. Combinations of pathogens, antibiotics, and sample types were applied to vary the queries and thus avoid database caching effects. Results of the local aggregation mode applied in the query mediator were compared with a central aggregation strategy (baseline).

To assess effectiveness, resistance trends extracted using query template 1 were compared with data from two publicly available surveillance systems: EARS-Net and the Sentinel Surveillance of Antibiotic Resistance in Switzerland (SEARCH). We extracted yearly resistance trends for seven key pathogenic bacteria—Enterococcus faecalis, Enterococcus faecium, Escherichia coli, Klebsiella pneumoniae, Pseudomonas aeruginosa, Staphylococcus aureus, and Streptococcus pneumoniae—based on their presence in the three systems. Antibiotics were selected if they were present on both ARTEMIS and the reference system. Resistance rates of the last 4 years (2006 to 2009) available in EARS-Net were used, whereas all years (2008 to 2010) available in SEARCH were taken into account. ARTEMIS data sources that did not contain either more than 1 million triples or data elements to answer the queries were excluded from the analysis, resulting in four sites: Georges Pompidou European Hospital, Les Hôpitaux Universitaires de Genève, Swedish Intensive Care Registry, and Universitätssklinikum Freiburg.

We compared results from Georges Pompidou European Hospital, Swedish Intensive Care Registry, and Universitätssklinikum Freiburg with the resistance rates of their respective EARS-Net countries—France, Sweden, and Germany— and results from Les Hôpitaux Universitaires de Genève with SEARCH. We report correlation and equivalence results using the Spearman rank correlation and the two one-sided convolution[40,41] tests, respectively (see Multimedia Appendix 2).

Results

ARTEMIS was implemented and deployed in a pilot network of seven European health care institutions sharing 70+ million triples of antimicrobial resistance information. As Figure 3 shows, near real-time resistance trends can be extracted from the distributed network using the system’s Web interface. The tool can be accessed at http://babar.unige.ch:8080/artemis.
Model Components

In this section, we present design patterns describing the main functional features of the online distributed monitoring system.

Online Information Provider

Requirement

The system shall provide online information.

Design

In the architecture presented in Figure 2, local semantic-aware end points, realized by RDF stores, are plugged into the laboratory databases. Thus, microbiology tests are accessible as soon as they are available in the production databases. These end points are formalized by local ontologies and exposed to the Web so that data are reachable by other parts of the system. In cases where local laboratory databases communicate in the SPARQL protocol, they can be directly connected to the network.

Example

In ARTEMIS, the technical interoperability with the different data sources is provided by D2R [42] engines complemented by site-specific extract, transform, and load processes (Figure 4, part a), which can exploit autocoding methods [43,44]. Alternatively (Figure 4, part b), for cases where there is an accessible production laboratory database, D2R can be plugged directly into the existing system to transform the local data source into a semantic end point (ICDR).
**Distributed Storage**

**Requirement**
The system shall provide aggregated information from numerous international sources.

**Design**
The technical and semantic heterogeneity within models and concepts from different clinical data sources poses an important barrier for data aggregation and analysis. ARTEMIS architecture relies on a layer of semantically formalized end points, the ICDRs, to solve part of the integration problem. These end points provide a first level of interoperability, modeling the local systems and the data content and providing a common protocol to access data, the SPARQL protocol. The semantic mediator designed in the controller layer builds on top of the ICDR layer and allows the creation of homogeneous aggregated views over the distributed data sources. Thus, the system becomes a grid of semantic-aware sentinels that provide antimicrobial resistance information from heterogeneous supranational data sources.

**Example**
In ARTEMIS, the ICDRs are provided by RDF-like stores to create the first semantic layer on top of the local databases. The data definition ontologies formalize the local end points and expose linkable data on the Web. The Jena Framework is used for querying the remote ICDRs and for reasoning over the RDF models.

**Institutional Autonomy**

**Requirement**
The system shall not store data centrally.

**Design**
ARTEMIS changes the centralized integration paradigm used in antimicrobial resistance surveillance. Unlike other systems,[9-11] its distributed architecture does not require centralization of microbiology test results. At query time, a global aggregated view on the local end points is created by the semantic mediator, solving the problem of interoperability while avoiding a central repository, which would violate the project’s legal requirements. Additionally, since there is no need to move data across the health care border, this design gives full control to participating sites, allowing them to stop sharing data at any moment. Further, no historical information for the respective site is kept on the system.

**Example**
In the model–view–control pattern [37] presented in Figure 2, persistent data stores are deployed only within the demilitarized zone of the data providers. The central mediator process and aggregates query constraints locally. In this configuration, there is no need to move datasets with information at the patient level out of the institutional borders. Only aggregated population data are retrieved at query time. Furthermore, institutions can stop sharing data at any moment by shutting down the ICDR server. This change is automatically reflected in ARTEMIS, which will not be able to retrieve any data from the respective data source; other sources remain seamlessly reachable.

**Knowledge Representation**

**Requirement**
The system shall implement a formal and semantic-aware data model.

**Design**
In a multinational environment, the contents of electronic health records and laboratory information systems are expressed in several languages and different terminologies. Additionally, spelling mistakes and abbreviations are common in concept definitions. These ambiguities reduce the quality of the statistical analysis. To have unified semantics across the different data sources, in ARTEMIS’s knowledge model (Figure 5), concepts are represented using a formal language (RDF/OWL). Further, they are aligned into common syntaxes defined by biomedical terminologies. Finally, to have a common meaning across the whole system, these formally represented terminologies are mapped to a shared domain ontology.
Figure 5. The hybrid ontology-driven interoperability mapping model. White elements represent local-level concepts and blue elements represent shared knowledge. (a) Local entity-relationship schemata are formalized by the data definition ontologies (DDOs). Mappings between DDO data elements and DebugIT Core Ontology (DCO) link local concepts to the global knowledge. (b) Example of a semantic mapping: concept map diagram (left) and RDF/Notation3 representation (right).

Example
In ARTEMIS, standard terminologies such as the Systematized Nomenclature of Medicine-Clinical Terms (SNOMED-CT), the WHO’s Anatomical Therapeutic Chemical (WHO-ATC) classification system, and the Universal Protein Resource (UniProt/NEWT) are mapped to DebugIT Core Ontology using the Simple Knowledge Organization System (SKOS) ontology [45] and Notation3 rules (Figure 5b). If local concepts are not already defined using these terminologies, they are normalized against them using automatic classification tools [43,44]. Alternatively, local concepts represented in the SKOS notation can be directly mapped to DebugIT Core Ontology.

Performance Requirement
We assessed the mediator’s SPARQL query performance for query templates 1, 2, and 3. A query mix composed of 225 unique queries, spanning 4 years in daily, monthly, and yearly periods, were used. Each query mix was submitted 10 times against the seven end points. Table 2 summarizes the results.

The mean query response time was 4.3 (SD 0.1×10²) seconds. Comparing the results with a different aggregation strategy, based on central reasoning, the average retrieval time increased almost 30-fold (mean 130.5, SD 0.1×10³ seconds).

Figure 6 shows how the response time of ARTEMIS queries varied with the number of rows retrieved for different query templates and aggregation periods. Indeed, the response time is highly correlated with the number of rows retrieved (ρ = .81, P < .001).
Table 2. Arithmetic ($t_a$) and geometric ($t_g$) mean (SD) execution times for the two query mediation strategies: local (Antimicrobial Resistance Trend Monitoring System [ARTEMIS]) versus central (baseline) reasoning.

<table>
<thead>
<tr>
<th>Template</th>
<th>Number of distinct queries</th>
<th>ARTEMIS t_g (seconds)</th>
<th>t_a (seconds)</th>
<th>Baseline t_g (seconds)</th>
<th>t_a (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75</td>
<td>8.4 ($0.1 \times 10^2$)</td>
<td>4.2 (0.1)</td>
<td>311.0 ($0.9 \times 10^3$)</td>
<td>308.3 (0.1)</td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>2.3 ($0.6 \times 10$)</td>
<td>1.3 (0.1)</td>
<td>74.7 ($0.6 \times 10^2$)</td>
<td>72.1 (0.1)</td>
</tr>
<tr>
<td>3</td>
<td>75</td>
<td>2.0 ($0.2 \times 10$)</td>
<td>1.7 (0.1)</td>
<td>5.9 ($0.8 \times 10$)</td>
<td>2.7 (0.1)</td>
</tr>
<tr>
<td>All</td>
<td>225</td>
<td>4.3 ($0.1 \times 10^2$)</td>
<td>2.1 (0.1)</td>
<td>130.5 ($0.1 \times 10^3$)</td>
<td>39.2 (0.1)</td>
</tr>
</tbody>
</table>

Figure 6. Query performance. Response time and rows retrieved by template (1-3) and aggregation period. As the number of rows retrieved increases, the response time tends also to increase.

Result Reliability Requirement

Following the data selection criterion, we created 221 queries for EARS-Net and 153 for SEARCH based on template 1. Table 3 shows the geometric mean resistance rates extracted from the three systems. The results yielded a strong positive correlation coefficient between ARTEMIS and both EARS-Net ($\rho = .86$, $P < .001$) and SEARCH ($\rho = .84$, $P < .001$) reference systems.

The within-country geometric standard deviation of EARS-Net was $\sigma_{ears} = 0.130$. This value was extrapolated to the similarity region $\Delta$ ($\Delta = \sigma_{ears}$) of the two one-sided convolution test. Figure 7 (part a, all results and part b, without outliers) presents the correlation between the two systems, and Figure 7c shows the regions of similarity. The confidence interval (CI) lies in the region of similarity (95% CI 0–0.030; $P < .001$), confirming
the equivalence between the ARTEMIS and EARS-Net resistance rates. Similarly, for SEARCH, the Swiss region’s geometric standard deviation was $\sigma_{\text{search}} = 0.042$, indicating a small susceptibility rate variation in the different regions. In this scenario, the results of ARTEMIS (Figure 8, part a) cannot be considered equivalent to SEARCH (95% CI 0–0.052; $P = .18$). However, removing outliers—that is, those results that fall within a difference in resistance rate bigger than $3\sigma_{\text{search}}$ (Figure 8, part b)—also leads to an equivalent outcome (95% CI –0.004 to 0.028; $P = .004$).

Table 3. Resistance rate geometric mean (SD) and correlation results.

<table>
<thead>
<tr>
<th>Number of queries</th>
<th>Resistance rate</th>
<th>$\rho$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EARS-Net$^b$</td>
<td>SEARCH$^b$</td>
<td>ARTEMIS$^c$</td>
<td></td>
</tr>
<tr>
<td>221</td>
<td>0.032 (0.002×10$^2$)</td>
<td>NA$^d$</td>
<td>0.038 (0.002×10$^2$)</td>
</tr>
<tr>
<td>153</td>
<td>NA</td>
<td>0.042 (0.001×10$^2$)</td>
<td>0.053 (0.002×10$^2$)</td>
</tr>
</tbody>
</table>

$^a$ European Antimicrobial Resistance Surveillance Network.

$^b$ Sentinel Surveillance of Antibiotic Resistance in Switzerland.

$^c$ Antimicrobial Resistance Trend Monitoring System.

$^d$ Not applicable.

Figure 7. Antimicrobial Resistance Trend Monitoring System (ARTEMIS) vs European Antimicrobial Resistance Surveillance Network (EARS-Net). (a) Resistance rates (n = 221). Black line indicates an exact match (100% equivalence). Gray line indicates best fit. Gray dashed lines indicate $\Delta = \pm 0.130$. (b) Resistance rates without outliers (n = 213). (c) Gray vertical dashed lines indicate similarity region $\Delta$. Gray horizontal bars indicate two one-sided convolution confidence interval (CI). 95% CI$^a$ 0–0.030 ($P < .001$); 95% CI$^b$ 0.002–0.026 ($P < .001$).
**Discussion**

In this paper, we present an online and source-independent architecture that enables monitoring of multinational microbiology databases. The system was implemented and deployed in a pilot surveillance network distributed across Europe. From the results, one can see that Semantic Web-based architectures such as that of ARTEMIS are suitable to automate the integration and interoperability of distributed microbiology laboratory data sources. Therefore, it can be used to enable automatic access to antimicrobial resistance information in a transnational context and foster real-time multinational biosurveillance. The architecture is able to interoperate heterogeneous networks via the use of semantic maps that account for local specificity. The data integration process is performed on the fly using standard end points powered with RDF/SPARQL communication, which are mediated by a central engine. The local end points are directly connected to the laboratories' databases and as such are able to provide (near) real-time resistance information, while avoiding centralization of the data.

**System Architecture**

The data integration architecture proposed in ARTEMIS is distinct from existing antimicrobial resistance surveillance systems [14,17,18], as it implements a loosely coupled data federation design[46], which is realized by formalization of the data sources and data semantics. Thus, the data layer is detached from the central system, which avoids central storage and guarantees to care providers full control over the local information. Moreover, online semantic data repositories automate access to local antimicrobial resistance databases, allowing the system to retrieve near real-time antimicrobial resistance trends. Therefore, emerging and outbreak resistances can be easily monitored on a multinational scale. Finally, instead of predetermined and statically monitored bacteria–antibiotic pairs, the architecture introduced here facilitates the expansion of the concept coverage, making the process of tracking resistance of new antibiotics and bacteria trivial. Since concepts are fully formalized by ontologies through the whole architecture, to add a new item to be monitored it is only necessary to create the respective class in the domain ontology and represent it in the semantic mappings (global, local, or both). Thus, it will be automatically reflected in the user interface, including past occurrences of the given class in microbiology tests.

ARTEMIS uses open Semantic Web technologies to provide technical and semantic interoperability. Semantic data sources create a common technical layer over the local microbiology databases, which can be accessed through a standard query protocol (SPARQL). Since local end points are fully formalized and accessible through the Web, they can be linked to external Web resources, such as the Linked Life Data[47], or reused in
other clinical research projects to leverage knowledge on infectious diseases by combining different sources of information. Another benefit of using ontologies to represent data is the hierarchical structure, which allows higher-level representation of concepts. Therefore, the system can handle complex queries expressed at group levels allowing, for example, automatic clustering of antibiotic classes such as Enterobacteriaceae.

Finally, the powerful query interface allied with the availability of near real-time results makes ARTEMIS not only useful to bodies concerned with supranational resistance but also potentially beneficial to local needs, especially if connected to online prescribing systems for empirical treatments. In addition, this local application might facilitate the maintenance of the system by health care institutions. As Goble and Stevens discussed [46], data integration systems tend to become “data mortuaries” once the research funding ends. Local appeal can possibly help to change this pattern.

Performance
All SPARQL performance benchmarks presented in the literature are focused on local single-source servers [48]. Thus, they are not adequate to assess the performance of data integration systems. Hence, the ARTEMIS semantic mediator was compared with a standard approach of retrieving and aggregating centrally. As Table 2 shows, the push-down procedure has reduced the retrieval time by 30-fold (19-fold considering the geometric mean). Indeed, as Figure 6 shows, in a distributed system, response time is nearly linearly correlated (ρ = .81, P < .001) with the amount of data retrieved. Thus, local reasoning is crucial for systems that require fast response time.

The preference for an SQL-to-RDF engine [42] instead of a native RDF triple store to formalize local data sources was due to scalability issues. As Schmidt et al. [49] noted, native RDF triple stores can hardly be scaled to answer queries when their size is bigger than a few million triples. At the mediation level, the use of a push-down approach while performing aggregation has proved efficient. The average query response was in the order of a few seconds (mean 4.3, SD 0.1×10^5 seconds), which could contribute to the adoption of the system by clinicians, who consider a good response time an important requirement in the system design [50].

Comparison with Existing Systems
Existing surveillance systems normally use semiautomatic methods to extract antimicrobial resistance rates [51]. Validation and cleansing steps are taken by experts before statistical analysis. In ARTEMIS, this process is fully automated and, as such, errors can be introduced. To validate ARTEMIS resistance trends, we compared antimicrobial resistance rates with European and national reference systems. The results indicated a strong positive correlation between the susceptibility test outcomes. We carried out a second evaluation based on equivalence tests to confirm the trustworthiness of the results. The tests showed that at the limit of 3σ ARTEMIS trends are deemed equivalent to both EARS-Net and SEARCH.

A difference in concept definition between ARTEMIS and the reference systems negatively affected the results. The majority of outliers (18 out of 33) presented in Figure 7a and Figure 8a were caused by semantic ambiguities between concepts. For example, in ARTEMIS, antibiotic definition follows the WHO-ATC classification system terminology, which does not define a single antibiotic concept for penicillin but rather classes including several antibiotics based on penicillin. In SEARCH, this concept is defined as an antibiotic agent. Analogously, the gentamicin definition, which is not related to concentration in ARTEMIS, is defined as Gentleamicin HLAR in SEARCH and High level gentamicin in EARS-Net. These issues were not accentuated in the comparison with EARS-Net because, as expected, the region of similarity was wider than that of SEARCH, which considers only within-country variations. Adoption of standard and formalized terminologies in the eHealth care field and a more dynamic evolution of terminological resources so that they can cover operational needs are part of the semantic solution.

Finally, in statistical analysis, care should be taken with duplicate tests. If all apparent duplicates are ignored indiscriminately, information may be omitted, such as nosocomial infection, whereas inclusion of all tests may skew the results, usually toward augmentation of resistance [10]. In the reference systems, duplicate tests are manually removed. In ARTEMIS, biases were automatically minimized by considering only the unique tests within an episode of care.

Limitations
In an ontology-based integration system, automatic mapping from global to local ontologies using first-order logic reasoners creates logical inconsistencies because knowledge from the various local ontologies cannot be completely reconciled in the global model [52]. For example, if at site 1 vancomycin-resistant Enterococcus is prevalent, this fact is not necessary true for all other sites. A solution, as implemented in ARTEMIS, is to create query templates over the local ontologies. However, as the system expands to a large number of clinical providers, this approach may prove difficult to maintain, since query templates must be defined centrally for each new data source. Nevertheless, this limitation could be easily overcome if local sources provided a datamart with a common data model as proposed in Figure 4a.

Aligning multinational microbiology laboratory results presents several issues. For example, it has been shown [16] that, for a given sample test, independent laboratories will present different outcomes. Differences in susceptibility breakpoint across countries is also a complex issue involving standardization of antibiogram methodologies. Additionally, results of second-line antibiotics tend to present bias toward resistance, since they are normally tested when isolates show resistance to first-line drugs [10]. The methodology proposed here cannot solve most of the intrinsic divergence between different laboratory procedures. Regardless, ARTEMIS does not aim to tackle these issues but rather to promote access to distributed antimicrobial resistance information as soon as data are available in a formalized and semantically defined way.
Conclusions
We designed, implemented, and deployed the ARTEMIS architecture in a small-scale biosurveillance network of European hospitals. Results indicate that the distributed monitoring architecture introduced here can potentially be used to build transnational antimicrobial resistance surveillance networks. The architecture proved to be efficient and reliable, while complying with local legal and regulatory frameworks.

The Semantic Web-based approach proved to be an effective solution for development of eHealth architectures that enable online antimicrobial resistance monitoring from heterogeneous data sources. In the future, we plan to investigate local model mediation, paving the way to a more easily maintainable system. We expect that new health care institutions can join the network so that it can provide clinicians and decision makers with amissing tool to tackle the growing threat of rising emergent infectious diseases and antibiotic resistance patterns.
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Abstract

Background: The Internet has become one of the most important means to obtain health and medical information. It is often the first step in checking for basic information about a disease and its treatment. The search results are often useful to general users. Various search engines such as Google, Yahoo!, Bing, and Ask.com can play an important role in obtaining medical information for both medical professionals and lay people. However, the usability and effectiveness of various search engines for medical information have not been comprehensively compared and evaluated.

Objective: To compare major Internet search engines in their usability of obtaining medical and health information.

Methods: We applied usability testing as a software engineering technique and a standard industry practice to compare the four major search engines (Google, Yahoo!, Bing, and Ask.com) in obtaining health and medical information. For this purpose, we searched the keyword breast cancer in Google, Yahoo!, Bing, and Ask.com and saved the results of the top 200 links from each search engine. We combined nonredundant links from the four search engines and gave them to volunteer users in an alphabetical order. The volunteer users evaluated the websites and scored each website from 0 to 10 (lowest to highest) based on the usefulness of the content relevant to breast cancer. A medical expert identified six well-known websites related to breast cancer in advance as standards. We also used five keywords associated with breast cancer defined in the latest release of Systematized Nomenclature of Medicine-Clinical Terms (SNOMED CT) and analyzed their occurrence in the websites.

Results: Each search engine provided rich information related to breast cancer in the search results. All six standard websites were among the top 30 in search results of all four search engines. Google had the best search validity (in terms of whether a website could be opened), followed by Bing, Ask.com, and Yahoo!. The search results highly overlapped between the search engines, and the overlap between any two search engines was about half or more. On the other hand, each search engine emphasized various types of content differently. In terms of user satisfaction analysis, volunteer users scored Bing the highest for its usefulness, followed by Yahoo!, Google, and Ask.com.

Conclusions: Google, Yahoo!, Bing, and Ask.com are by and large effective search engines for helping lay users get health and medical information. Nevertheless, the current ranking methods have some pitfalls and there is room for improvement to help users get more accurate and useful information. We suggest that search engine users explore multiple search engines to search different types of health information and medical knowledge for their own needs and get a professional consultation if necessary.
The Internet is becoming one of the most important sources to obtain medical and health information for the general public [1]. The Pew Internet & American Life Project reported [2] that about 80% of Internet users look for medical or health-related information through the Internet. It has been found that the most common health and medical topics searched on the Internet were a specific disease or medical problem, certain medical treatment, diet, nutrition and vitamins, and exercise or fitness [2], as well as prescription drugs [3]. To help the public obtain accurate and useful medical information, the US National Library of Medicine developed an official website (MedlinePlus; www.nlm.nih.gov/medlineplus/) to provide consumers with access to current full-text publications in health and medicine [4]. Volunteers from universities, hospitals, and research institutions summarize their work in the health sections of Wikipedia (www.wikipedia.org). The editors have invited the medical community to edit and update the content in Wikipedia to provide reliable and understandable health information [5]. It was suggested that such a World Wide Web-based supporting system would become an important professional tool for future medicine [6]. Researchers also explored the feasibility of using online medical information as a diagnostic aid [7]. An online patient recruitment company studied patients’ search queries and questions for clinical trial information in order to improve the clinical trial recruitment process [8]. Thus, the Internet has become an indispensable source for the public, patients, and health care professionals to obtain information about health, diseases, and medical treatment.

Various investigations have been conducted for improving search methods to help users obtain accurate and useful information [9]. Some studies have improved the search results or efficiency by analyzing the purpose of the Internet search [10]. In particular, researchers have classified and analyzed the information needs of users to improve search engines [11]. A medicine-related information search is different from other information searches, since users often use medical terminology, disease knowledge, treatment options, and so on. Hence, some studies targeted the characteristics and motivations of health information seekers and the usage of online medical information [12,13]. As early as 1997, Bonati’s group studied the reliability of health care information from two major search engines, Yahoo! and Excite. They found that only a few websites provided the comprehensive and accurate information sought due to lack of mature techniques of most search engines used for public health care information [14]. In 1999, researchers compared the accuracy and reliability of search results from five search engines: AltaVista, Excite, Hotbot, Infosseek, and Lycos [15]. A similar study compared two major search engines, Alltheweb and Excite [16]. Their results demonstrated that the use of the general search engines for health care information, as well as the use of specialized medical and health websites, had dramatically increased. Another area of study is the user experience in health care information search [17]. In 2005, Forrester Research, Inc. conducted a Web survey to assess search engines by evaluating AOL, Google, MSN, and Yahoo! according to 11 parameters in user experience [18]. However, it is difficult to obtain a comprehensive evaluation for the search engines based only on these scores without a medical professional’s input.

While several major search engines are available, most users limit their Internet search to one search engine. This search habit raises several questions regarding the search for medical information. Does a single search engine provide reliable medical information? Are search results from different engines similar when using multiple search engines? Does searching multiple search engines for the same queries add value? Is any search engine significantly better than the others? These questions become more relevant as the market shares of Internet search engines are evolving. A report from comScore, a global company measuring the digital world and the preferred source of digital marketing intelligence, showed that in September 2009, the top five search engines on the market were Google, Yahoo!, Microsoft Sites, Ask Network, and AOL LLC [19]. According to comScore, Google has about two-thirds of the US market share in Internet searching, and its share is increasing. Then a natural question is whether Google is enough for medical information searching without needing to check other search engines.

Among all the medical search queries on the Internet, cancer-related information is one of the most popular topics. In particular, breast cancer, as the most common cancer and the second-leading cause of cancer deaths among American women, draws much of the public’s attention, especially on the Internet [20]. In a previous study [21], we recruited some Internet users and a medical professional, and asked them to score the content of webpages resulting from Google searches to reflect their user experience quantitatively from a software engineering perspective. This pilot study showed that usability testing is very useful for evaluating Internet searches in obtaining medical information. It also showed that the specificity of Google in searching for medical information is often satisfactory. However, the study targeted only one search engine, Google. The current study extended our early work by adding Yahoo!, Bing, and Ask.com, which allowed us to conduct a comparative study. Among the four search engines, Bing is a new one built in 2009 and it is difficult to obtain a comprehensive evaluation for the search engines by evaluating AOL, Google, MSN, and Yahoo! market share in Internet searching, and its share is increasing. Another area of study is the user experience evaluation; usability testing; software engineering.
Methods
Design
We used the following protocol to conduct our research. First, search breast cancer in Google, Yahoo!, Bing, and Ask.com and save the top 200 websites shown in each search, including website name, URL, and ranking of each result in every group. Second, apply the Google PageRank tool to check and record the Google PageRank for each search result in every group. Third, compare website links to check overlapping of search results from the same search engine and between the different search engines. Fourth, define standards of the most helpful and commonly used websites for breast cancer by a breast cancer research expert, and have eight volunteers study the standard websites so that they would know what kinds of websites are informative. Fifth, ask the eight volunteers to score each of the combined, nonredundant websites in alphabetical order, scoring from 0 (a useless website) to 10 (the most helpful website). We would then collect the data from volunteers and rerank the websites from high to low in every group (corresponding to each search engine). Sixth, classify each search result according to its webpage content, with four types of content defined. Seventh, use Java.net to retrieve the text of all nonredundant websites, and use the subpages to study the pattern of usage of the keyword breast cancer and its related SNOMED CT terms. Eighth, analyze the data and compare the effectiveness of Google, Yahoo!, Bing, and Ask.com in obtaining medical and health information.

Collection of Search Results
On October 27, 2009, we used four search engines—Google, Yahoo!, Bing, and Ask.com—to search breast cancer with the default search parameters. A Java application programming interface named JExcelApi [24] was used to record related data into an Excel (Microsoft Corporation, Redmond, WA, USA) file automatically. We obtained the search results using the Windows 7 Professional Service Pack 1 (Microsoft Corporation) operating system in English. All the searches and their evaluations were carried out on machines physically located in Columbia, Missouri, USA.

We obtained a total of 798 search results in the following four groups. Google (www.google.com) obtained 40,800,000 search results, and the response time was 0.13 seconds. We chose the top 200 websites from these results to compose the Google sample group in this study. Yahoo! (www.search.yahoo.com) obtained 262,000,000 search results. We chose the top 200 websites from these results as the Yahoo! sample group. Bing (www.bing.com) obtained 74,500,000 search results. We chose the top 200 websites from these results as the Bing sample group. Ask.com (www.ask.com) had 9,080,000 search results. We chose all 198 websites available to users for the Ask.com sample group. Ask.com is a metasearch engine, which aggregates and selects the results from several other search engines into a single list.

Then we combined the nonredundant links and provided them to volunteer users in alphabetical order, as Figure 1 shows. Redundancy is defined by websites having the same URL address. Sometimes, different URLs or even domain names have identical or similar content. However, such cases are relatively rare and it is very time consuming to manually label them. Hence, we did not consider this issue in this study. We used alphabetical order so as to avoid the bias from ranked order, as volunteers may unconsciously have followed the search engines’ ranking of the search results. Using nonredundant links reduced the volunteers’ workload, from 798 search results to 592 Web links. At the same time, we also grouped the sample search results together if they share the same domain name for the user’s convenience.
The Google search engine has a prominent status and a large market share in Internet search. The PageRank algorithm is one of Google's core technologies. The PageRank value is a parameter to evaluate the importance of a website, ranging from 0 to 10 [25]. Many software tools for research or business use the Google PageRank technology. We used the PageRank Checker Tool [26] and the Google PageRank Checker [27] to evaluate and record the Google PageRank value for each search result in every group.

**Scoring Criteria**

The volunteers evaluated each website from 0 to 10 based on its usefulness concerning breast cancer, where a rating of 10 indicated the most helpful website. To orientate the volunteers, Dr. Michael Wang, a physician and a breast cancer researcher, defined gold standard websites that provide the most useful information about breast cancer to the public. These websites usually have all the basic information about breast cancer, such as understanding breast cancer, symptoms, and diagnosis. It is convenient for the public to obtain the information they need rapidly from these websites. He identified six gold standard websites: standard No. 1, from the US National Cancer Institute; standard No. 2, from the American Cancer Society; standard No. 3, from the Mayo Clinic; standard No. 4, from MedicineNet; standard No. 5, Wikipedia; and standard No. 6, from Susan G. Komen for the Cure.

**Evaluation of Websites by Volunteers**

We provided a list of nonredundant search results to eight nonphysician volunteers. Each volunteer had at least 5 years' experience of using the Internet. The volunteers first studied the six standard websites so that they knew what they could expect from high-quality websites, annotated by the expert. However, they did not have to give these sites high scores if they did not regard them as helpful. Then they read the sample websites individually and scored them based on the standard and their own experience. The eight volunteers in this study were from the University of Missouri-Columbia: volunteer 1 was a 30-year-old female PhD student with biochemistry background; volunteer 2 was a 36-year-old male Associate Professor with a PhD in computer science; volunteer 3 was a 31-year-old male PhD student in computer science; volunteer 4 was a 29-year-old male PhD student in computer science; volunteer 5 was a 23-year-old female undergraduate student in biochemistry; volunteer 6 was a 27-year-old male graduate student in chemistry; volunteer 7 was a 25-year-old male graduate student in economics; and volunteer 8 was a 22-year-old female undergraduate student in biological science. These volunteers were frequent Internet users but did not have any background in medical science. The method of choosing and inviting testing users is different from the regular way of randomly choosing volunteers in hallway testing [28]. A typical hallway testing limits the workload of each volunteer to 10 minutes with a questionnaire containing no more than 50 questions. In this study each volunteer evaluated 592 sample websites. Browsing and scoring all of them took about 10 hours per volunteer on average. Given the heavy workload, we made sure that each volunteer was committed to participating in the study. During the study, we advised each volunteer to do the study whenever he or she could find some time but to finish the evaluation as soon as possible to reduce the negative effect caused by the expiration of some Web links. It took from 3 to 17 days to finish evaluating all the webpages of the search results. Since many of the search results contained medical terminologies and related knowledge, we only selected...
volunteers with a higher-education background so that they could understand the content. The volunteers’ experience in Internet use ensured that they could conduct the study smoothly [29]. The users’ age and gender were diverse, following early suggestions [30,31]. Overall we attempted a representative study given the availability of volunteers.

Categorization of Search Results
We studied the search results by classifying their webpage content, as different categories of content may have an impact on users’ scores. We manually classified 798 search results into the following four types: type 1, websites for basic breast cancer knowledge targeting the general population such as news sites, Web tribunes, personal websites, and blogs; type 2, nonprofit organization websites for breast cancer patients and their families including websites of breast cancer societies and foundations; type 3, corporate websites for consumers including advertisement websites for medicine, devices, products, and so on; and type 4, websites for breast cancer professionals and researchers such as websites from universities, research institutions, hospitals, and government.

Ranking Based on Selected Keywords
We provided a reference ranking based on the occurrence of selected keywords. We used Java.net to obtain the text content automatically from all websites. All the text in a website in the search result formed the main page text corpus. All the subpages of this website combined with corpus A formed the main and subpages text corpus. Based on the description of breast cancer in SNOMED CT, we selected four more keywords: malignant tumor, neoplasm, sarcoma, and carcinoma. We reranked the websites in each group based on the frequency of these keywords in the text corpus according to the following rules: (1) the website with the most types of keywords is ranked on top, (2) if 1 is inconclusive, the one with greater occurrence of breast cancer is on top, (3) if 2 is inconclusive, the one with more hits of the other three key words is on top, and (4) if 3 is inconclusive, the one with higher ranking in the original search result list is on top.

Results

Validity of Search Results
Search validity is defined according to whether a user can successfully open the URL of a search result. Our analysis showed that the validities of the search results from the four search engines were significantly different. The validity of Google search results was 100% (200/200), while Yahoo! had a validity of 92.5% (185/200) with 15 invalid results (websites 21, 53, 75, 85, 118, 120, 126, 129, 140, 147, 149, 162, 171, and 176 in Multimedia Appendix 1, Table 1), Bing had a validity of 98.5% (197/200) with three invalid results (74, 148, and 149), and Ask.com had a validity of 98.9% (196/198) with two invalid results (12 and 83). This indicates that Google probably updates its database of search results more frequently than other search engines. We did not use the cached pages of the invalid sites for any further study. The cached pages are typically incomplete and they are often ignored by users. Hence, they are not suitable for usability studies.

PageRank Value of Search Results
Figure 2a shows the PageRank distribution of search results in each of the four groups. The distributions of the four groups were similar, although Ask.com skewed more toward higher PageRank values than the other three. It is likely that Ask.com as a metasearch engine selects the results from other search engines by considering a factor similar to PageRank. Since many Internet search users look at only the top 10 or 20 hits, we also compared the search engines using the top 20 search results. Figure 2b. It shows that the features are almost the same as those in the top 200 hits.
Ranking of Six Standard Websites

For the six standard websites, four search engine hits contained the exact URLs for five of them. The other one (standard No. 2, [http://www.cancer.org/docroot/home/index.asp](http://www.cancer.org/docroot/home/index.asp)) was identified by two search engines (Bing and Ask.com), and its subpage ([http://www.cancer.org/docroot/cri/cri_2x.asp?sitearea=lrn&dt=5](http://www.cancer.org/docroot/cri/cri_2x.asp?sitearea=lrn&dt=5)) appeared in the Google and Yahoo! search results as Google No. 16 and Yahoo! No. 1, respectively. Counting this subpage, all six standard websites appeared on the top 30 of each search engine’s results, except for one (standard No. 3 ranked 33 by Bing), as Table 1 shows.
Table 1. Ranking of six standard websites.

<table>
<thead>
<tr>
<th>Website No.</th>
<th>Website name</th>
<th>Website URL</th>
<th>Search engine ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>National Cancer Institute: Breast cancer</td>
<td><a href="http://www.cancer.gov/cancer-topics/types/breast">http://www.cancer.gov/cancer-topics/types/breast</a> (not archived)</td>
<td>4 9 3 7</td>
</tr>
<tr>
<td>2</td>
<td>American Cancer Society: Information and Resources for Cancer</td>
<td><a href="http://www.cancer.org/docroot/home/index.asp">http://www.cancer.org/docroot/home/index.asp</a> (not archived)</td>
<td>16 1 5 13</td>
</tr>
<tr>
<td>6</td>
<td>Susan G. Komen Breast Cancer Foundation</td>
<td><a href="http://www5.komen.org/">http://www5.komen.org/</a></td>
<td>3 10 8 6</td>
</tr>
</tbody>
</table>

Overlap Between Search Results
We found that only 397 of 798 (49.8%) search results were nonredundant, with 401 results having a duplicate URL. In addition, 466 of 798 (58.4%) sample results had redundant domain names. As Table 2 shows, within each group Google search results had no redundant URLs, but 18 of the 200 websites (9%) had domain names redundant with other search results in the same group. This is much less than in the other three groups, where Yahoo!, Ask.com, and Bing had domain redundancy of 12% (24/200), 16% (31/198), and 16% (32/200), respectively. Too much redundancy may lead to poor user experience. Thus, it is an important factor in user experience evaluation.

Table 2. Redundancy of search results.

<table>
<thead>
<tr>
<th>Search engine</th>
<th>Google (n = 200)</th>
<th>Yahoo! (n = 200)</th>
<th>Bing (n = 200)</th>
<th>Ask.com (n = 198)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>URL redundancy</td>
<td>Domain redundancy</td>
<td>URL redundancy</td>
<td>Domain redundancy</td>
</tr>
<tr>
<td>Google</td>
<td>0</td>
<td>18</td>
<td>61</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>75</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>67</td>
<td>60</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>52</td>
<td>38</td>
<td>61</td>
</tr>
</tbody>
</table>

In Table 2, as an example, Google and Yahoo! shared 61 results with the same URLs and 75 results with the same domain names.

Categorization Distribution of Search Results
Figure 3 and Figure 4 show that the four search engines differed in their distributions of search results in terms of content types. To review, the four types of websites are (1) basic knowledge websites targeting the general population, (2) nonprofit organization websites, (3) corporation websites, and (4) websites for professionals and researchers. Overall, most results fell into type 1, type 2, and type 4, with proportions all around 30%. The distributions of types 1–4 were 29.7% (237/798), 29.2% (233/798), 12% (93/798), and 29.4% (235/798), respectively. Google mostly covered type 1 and type 2, with 33% (66/200) and 34% (67/200) of all Google search results, respectively. Yahoo! had overrepresentation in type 1 (33% (66/200) among all Yahoo! search results). Bing emphasized type 1 and type 4 (35% (70/200) and 37% (73/200) among all Bing search results, respectively). Ask.com focused on type 2 (40% (79/198) among all Ask.com search results).
Figure 3. Distributions of the four webpage types among all search results and in the four search engines.
Figure 4. Distribution of the four webpage types in each search results group (by search engine).

Figure 5 shows the distribution of the PageRank value among the different types of websites. The average PageRank values of the four types are 4.48 for type 1, 4.72 for type 2, 4.03 for type 3, and 5.14 for type 4. It is understandable that type 4 has the highest PageRank value, as these websites contain authoritative content from breast cancer professionals and researchers. Because there are more personal websites (instead of institutional websites) in type 1, the popularity of these websites tends to be lower, and hence type-1 websites overall have lower PageRank values. Since type 3 (corporate websites) is mainly related to advertisement, users might tend to avoid these websites, and hence they also have lower PageRank values overall. Many of the type-2 (nonprofit) websites with high PageRank values belong to the same group—for example, the American charity website CharityUSA.com.
Volunteers’ Scores for Standard Websites

While the volunteers were given the standard websites, they did not have to give the sites a score of 10. While some sites had high scores (e.g., the volunteers gave standard No. 5 an average score of 9.88), it is interesting that volunteers often gave some sites relatively low scores, as Table 3 shows. In particular, standard No. 2 (http://www.cancer.org/docroot/home/index.asp) had an average score of only 6.50; this website was the only one that was not identified by all 4 search engines. This shows the due diligence of the volunteers.

Table 3. Volunteers’ scores for the six standard websites.

<table>
<thead>
<tr>
<th>Website No.</th>
<th>Volunteer No.</th>
<th>Average score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10 9 10 9 8 8 8 10 6</td>
<td>8.75</td>
</tr>
<tr>
<td>2</td>
<td>6 8 8 6 5 7 7 5</td>
<td>6.50</td>
</tr>
<tr>
<td>3</td>
<td>10 8 10 9 9 9 10 5</td>
<td>8.75</td>
</tr>
<tr>
<td>4</td>
<td>10 10 10 9 8 9 8</td>
<td>9.13</td>
</tr>
<tr>
<td>5</td>
<td>10 10 10 10 10 10 9 6</td>
<td>9.88</td>
</tr>
<tr>
<td>6</td>
<td>10 9 10 8 10 7 10 6</td>
<td>8.75</td>
</tr>
</tbody>
</table>

Scores of Search Results From Different Search Engines

Figure 6a shows the score distribution in each search group. Distribution patterns were similar in Google and Bing, and in Yahoo! and Ask.com. Bing had the highest average score at 5.70, with more high scores from 7 to 10, while Yahoo!, Google, and Ask.com had average scores of 5.07, 4.78, and 4.10, respectively. Figure 6b shows the score distribution for top 20 search results in each search group. Bing again had the highest average score at 7.14, while Google, Ask.com, and Yahoo! had average scores of 6.85, 6.36, and 5.77, respectively. Figure 7 shows the average score versus ranking with a window size of 20. Table 4 provides some additional assessment. The general trend of the curves in Figure 7 is as expected—that is, the higher the ranking, the higher the volunteer’s score. In terms of the correlation between the scores and the ranking by the search engine, the best search engine was Ask.com, followed by Google, Bing, and Yahoo!. A minor issue in this comparison is that each search engine had some redundant search results or domain names. Given that the redundancy was not very high, we ignored the issue for the comparison between different search engines.
Table 4. Performance (average score) of the four search groups.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Google</th>
<th>Yahoo!</th>
<th>Bing</th>
<th>Ask.com</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 10 websites</td>
<td>7.34</td>
<td>5.46</td>
<td>7.70</td>
<td>6.79</td>
</tr>
<tr>
<td>Top 20 websites</td>
<td>6.85</td>
<td>5.77</td>
<td>7.14</td>
<td>6.36</td>
</tr>
<tr>
<td>Top 50 websites</td>
<td>5.96</td>
<td>5.85</td>
<td>6.19</td>
<td>5.65</td>
</tr>
<tr>
<td>Top 100 websites</td>
<td>5.28</td>
<td>5.49</td>
<td>6.08</td>
<td>5.19</td>
</tr>
<tr>
<td>Total</td>
<td>4.78</td>
<td>5.07</td>
<td>5.70</td>
<td>4.14</td>
</tr>
<tr>
<td>Pearson correlation coefficient(^a)</td>
<td>-0.3036</td>
<td>-0.1937</td>
<td>-0.1964</td>
<td>-0.5099</td>
</tr>
<tr>
<td>Spearman rank correlation(^a)</td>
<td>-0.3062</td>
<td>-0.2051</td>
<td>-0.2281</td>
<td>-0.4725</td>
</tr>
</tbody>
</table>

\(^a\) Pearson correlation coefficient and Spearman rank correlation coefficient are between volunteer's score and ranking by the search engine. The larger the absolute value, the greater the correlation in this case.
Figure 6. Distribution of websites with different scores in each search group (all eight volunteers’ scores aggregated). (a) All search results, (b) top 20 search results.
Figure 7. Volunteer’s score versus search result rank (with a window size of 20) in each search group.

Difference Between Evaluations of Various Users
Volunteers had different user experiences and different schemes for grading webpages. Figure 8 plots each volunteer’s average scores for the four website types. Volunteer 1, volunteer 2, volunteer 3, volunteer 4, and volunteer 6 had similar tendencies, while volunteer 5, volunteer 7, and volunteer 8 had similar tendencies. Interestingly, the latter three volunteers were the youngest in the pool, although the sample size is too small to draw a conclusion on the effect of age.

Figure 8. Average volunteer’s scores for the four webpage types. V1-8 = volunteers 1 to 8.

Keyword Frequencies in Search Results
Table 5 shows the occurrence in the webpages of breast cancer and the four other related keywords defined by SNOMED CT (malignant tumor, neoplasm, sarcoma, and carcinoma). The number of hits for the keyword breast cancer is much larger than that of any of the other four. The keyword breast cancer occurred among 91.71% (22,301/24,317) of the main page text corpus, and 88.53% (261,067/294,875) of the main and subpages text corpus. Carcinoma was the second most-frequent keyword, with an occurrence of 6.08% (1479/24,317) in the main page text corpus and of 6.87% (20,251/294,875) in the main and subpages text corpus.
Table 5. Occurrence of keywords in the main page text corpus (MP) and in the main and subpage text corpus (MSP).

<table>
<thead>
<tr>
<th>Search engine</th>
<th>Breast cancer</th>
<th>Malignant tumor</th>
<th>Neoplasm</th>
<th>Sarcoma</th>
<th>Carcinoma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google MP</td>
<td>4619</td>
<td>14</td>
<td>56</td>
<td>62</td>
<td>363</td>
</tr>
<tr>
<td>Google MSP</td>
<td>54,511</td>
<td>61</td>
<td>793</td>
<td>570</td>
<td>2629</td>
</tr>
<tr>
<td>Yahoo! MP</td>
<td>6423</td>
<td>28</td>
<td>77</td>
<td>45</td>
<td>399</td>
</tr>
<tr>
<td>Yahoo! MSP</td>
<td>70,471</td>
<td>128</td>
<td>1457</td>
<td>1085</td>
<td>5104</td>
</tr>
<tr>
<td>Bing MP</td>
<td>8171</td>
<td>23</td>
<td>80</td>
<td>80</td>
<td>548</td>
</tr>
<tr>
<td>Bing MSP</td>
<td>89,577</td>
<td>143</td>
<td>2231</td>
<td>5355</td>
<td>10,397</td>
</tr>
<tr>
<td>Ask.com MP</td>
<td>3088</td>
<td>2</td>
<td>37</td>
<td>33</td>
<td>169</td>
</tr>
<tr>
<td>Ask.com MSP</td>
<td>46,508</td>
<td>23</td>
<td>730</td>
<td>981</td>
<td>2121</td>
</tr>
<tr>
<td>Total MP</td>
<td>22,301</td>
<td>67</td>
<td>250</td>
<td>220</td>
<td>1479</td>
</tr>
<tr>
<td>Total MSP</td>
<td>261,067</td>
<td>355</td>
<td>5211</td>
<td>7991</td>
<td>20,251</td>
</tr>
<tr>
<td>Percentage MP</td>
<td>91.71%</td>
<td>0.3%</td>
<td>1.0%</td>
<td>0.90%</td>
<td>6.08%</td>
</tr>
<tr>
<td>Percentage MSP</td>
<td>88.53%</td>
<td>0.12%</td>
<td>1.77%</td>
<td>2.71%</td>
<td>6.87%</td>
</tr>
</tbody>
</table>

Figure 9 shows the average scores versus keyword-based reranking (as described in the subsection “Ranking based on selected keywords”) with an interval of 20 search results (top 1–20, ranks 21–40, ranks 41–60, etc) for each search group. As the keyword-based ranking decreases, the average score also decreases, which indicates that the scores reflect an accurate representation of keywords.
Discussion

In this study, we compared and evaluated four major search engines for medical information search using various assessment criteria. The search results were significantly different between any two search engines. Yahoo! had the lowest performance scores, which does not correspond to its second ranking in the market. A possible explanation of this discrepancy is that Yahoo! has been a major search engine for a long time and its other functions result in some good user experiences. Ask.com was not as good as Google and Bing. While Ask.com had a higher correlation between the scores and the ranking by the search engine than either Google or Bing, the volunteers scored its top hits lower, indicating a less useful status, as most users...
By studying the distribution of four types of webpages, we found that the search engines had different priorities for various categories of search results as shown in Figure 3 and Figure 4. Statistical results show that the content and type of search results from the Google and Yahoo! search engines were diversified with balanced content, and with a relatively low amount of advertisement content. In contrast, Bing had unbalanced search results, covering more breast cancer knowledge for the general population and professionals but fewer nonprofit organization websites and corporate websites for consumers. Bing’s search results contained more advertisements than Google and Yahoo!. Ask.com also had unbalanced search results, emphasizing nonprofit organization websites for breast cancer patients and their families. Ask.com’s search results had excessive advertisements, and its ability to control the advertisement information was the worst among the four engines, which might be related to the features of a metasearch engine [32].

Volunteers scored popular science and personal websites the highest, with an average score of 5.94; the second highest average score, 5.21, was for websites of public welfare organizations; and the third highest average score, 4.25, was for websites of universities, research institutes, hospitals, and governments. Volunteers gave the lowest score to corporation websites and advertisement websites, with an average of only 3.80. By interviewing and communicating with volunteers, we found that they had various Internet search habits. In most cases, users may go through the first few pages of the search results of a particular search engine. When the results are not good enough, they change the keywords to search again. They often choose additional keywords suggested by the search engines when they redo the search. Most users check only the search results listed on the first summary page. Some use different search engines for the same keyword search. Users who have little search experience often blindly trust the results from the search engines. They often believe that the top-ranked result is the best one. During the interviews, users also gave us some good suggestions for collecting data. For example, we provided them with standard websites, but did not provide them with a standard for low scores. Although the standards were authoritative, they could not accommodate various needs of different users; without a medical background, users may have a hard time evaluating professional websites.

Using search engines to obtain health and medical information is an effective method for most Internet users. Our study indicates that the four major search engines, Google, Yahoo!, Bing, and Ask.com, are all helpful to users in their health and medical searches. Thus, they are used and recommended by most consumers for obtaining medical information online. However, there is significant room for improvement, especially in getting more relevant and comprehensive information, as well as in ranking the websites according to their usefulness.

In this regard, there is no gold standard, and the various search engines each have their own merit, although Google and Bing are more advanced than others. Furthermore, the various search engines have different focuses on their search content. Hence, we suggest that users apply multiple search engines when looking for medical and health information online, instead of using only a single search engine.

Our study complements some earlier studies in evaluating Internet searching for health and medical information. Many of the previous studies emphasized the quality or reliability of the content [33]. In contrast, our study has a new focus—that is, usability—which more directly reflects the perspectives of actual users than most previous work. Our method is also significantly different from earlier approaches. For example, a previous usability study [34] was carried out in a usability laboratory. While conducting a study in a usability laboratory has some advantages, it also has some limitations. In particular, a usability laboratory is an artificial environment, and some participants may have different usage behavior especially under the time pressure of a study, as Eysenbach and Köhler [34] reported. Therefore, we used another method of usability testing: halfway testing. To best ensure that each participant sufficiently evaluated each webpage of the sample search results, we did not give a deadline for the evaluation and we only advised each participant to finish the evaluation as soon as possible to reduce the chances of possible changes and expirations of the websites (with the actual timeframes of the study, we believe such chances are negligible for any conclusion drawn in this paper). Some of our conclusions are in agreement with Eysenbach and Köhler [34]. For example, both studies found that consumers find information from popular science and personal websites and the websites of public welfare organizations acceptable. Nevertheless, our study sheds some new light on the usability of the various Internet search engines. Overall, our study adds significant value to the understanding of Internet searching for health and medical information.

In summary, our study may provide a useful analysis of medical information Internet searching and some helpful suggestions for improving the overall usability of health-related Internet searches. It provides some information to Internet users in terms of whether to use multiple search engines and how to use them. It also gives some informative data for Internet search engine developers to improve their search engine or to develop a medicine-specific search engine.

Our study also has some limitations. It had a limited sample size and used only one search keyword. Furthermore, the volunteers’ backgrounds were relatively homogeneous, as they were all highly educated, usually in science. More large-scale studies with participants of diverse backgrounds are needed for conclusive results. While this study provides Internet users with an informative reference and some guidance for obtaining medical information online, we will conduct a much larger-scale study with more representative samples in the future. In particular, we will include cancer patients and their family members in the study.
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Multimedia Appendix 1
Summary of the data and analyses. RN: rank of each result in the search list. The RN starts with 1001 in blue for Google results, 2001 in pink for Yahoo!, 3001 in green for Bing, and 4001 in red for Ask.com. Website name: the title of search result website. Website URL: the URL for search result website. GPR: Google PageRank Value (N means unavailable). Type: the four content types of search result websites. V1 to V8: the eight volunteers’ scores of search results. AVG: the average score of a search result from all 8 volunteers. G, Y, B, A: the RN of the same website in the search results of Google, Yahoo!, Bing, and Ask.com, respectively. Main_Breast Cancer: frequency of keyword “Breast Cancer” in main page of search result. Sub_Breast Cancer: frequency of keyword “Breast Cancer” in main and subpage of search results combined.
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Abstract

Background: Clinicians perform searches in PubMed daily, but retrieving relevant studies is challenging due to the rapid expansion of medical knowledge. Little is known about the performance of search strategies when they are applied to answer specific clinical questions.

Objective: To compare the performance of 15 PubMed search strategies in retrieving relevant clinical trials on therapeutic interventions.

Methods: We used Cochrane systematic reviews to identify relevant trials for 30 clinical questions. Search terms were extracted from the abstract using a predefined procedure based on the population, interventions, comparison, outcomes (PICO) framework and combined into queries. We tested 15 search strategies that varied in their query (PIC or PICO), use of PubMed’s Clinical Queries therapeutic filters (broad or narrow), search limits, and PubMed links to related articles. We assessed sensitivity (recall) and positive predictive value (precision) of each strategy on the first 2 PubMed pages (40 articles) and on the complete search output.

Results: The performance of the search strategies varied widely according to the clinical question. Unfiltered searches and those using the broad filter of Clinical Queries produced large outputs and retrieved few relevant articles within the first 2 pages, resulting in a median sensitivity of only 10%–25%. In contrast, all searches using the narrow filter performed significantly better, with a median sensitivity of about 50% (all \( P < .001 \) compared with unfiltered queries) and positive predictive values of 20%–30% (\( P < .001 \) compared with unfiltered queries). This benefit was consistent for most clinical questions. Searches based on related articles retrieved about a third of the relevant studies.

Conclusions: The Clinical Queries narrow filter, along with well-formulated queries based on the PICO framework, provided the greatest aid in retrieving relevant clinical trials within the 2 first PubMed pages. These results can help clinicians apply effective strategies to answer their questions at the point of care.
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Evidence-based medicine; information retrieval; medical literature; search strategy; PubMed; Medline; clinical queries; search filters; sensitivity; recall; positive predictive value; precision
Introduction

Searching the literature for evidence has become a central skill in clinical practice [1]. Physicians’ information needs are considerable [2-4], and evidence-based decisions often require the identification and appraisal of current research findings [5]. As Glasziou et al commented, “the use of search engines is now as essential as the stethoscope” [6]. However, retrieving relevant information has also become increasingly challenging, given the rapid expansion of medical knowledge: PubMed now comprises more than 20 million citations [7], and 2000–4000 more are added every day [6], including 75 clinical trials and 11 systematic reviews [8].

In the past decade, several solutions have been implemented to improve access to current research [9]. Preappraised resources, such as evidence-based medicine journals, or Web-based summaries such as UpToDate [10], have been adopted by many clinicians [11,12]. But these resources are limited by delayed processing [9,13], insufficient coverage [9,14], or cost [15,16]. Thus, PubMed remains the most popular search engine used to retrieve original studies [17-20], either alone or as a complement to preappraised resources [15,18].

However, searching PubMed is not as intuitive as searching other commonly used engines such as Google. While clinicians often perform short unstructured queries of 2–3 terms [21], these tend to produce large and diluted outputs. More efficient search strategies can be proposed (Figure 1), using existing search tools and based on expert recommendations. First, the clinical question is translated into search terms that are combined into a query using Boolean operators (eg, OR, AND) [22,23]. The use of the population, interventions, comparison, outcomes (PICO) framework helps formulate more precise queries that combine search terms for these four factors [22,24]. The size of the output can be further reduced using limits [25] or methodological filters, such as PubMed’s Clinical Queries [26], designed to retrieve high-quality randomized controlled trials for therapeutic interventions [27]. Finally, additional strategies, such as the use of the related articles link in PubMed, can identify studies based on a relevant article that was initially found (Figure 1 [28]).

Evidence regarding the performance of search strategies to answer clinical questions is scarce. A few small studies have assessed the impact of giving clinicians search tutorials on the retrieval of specific sets of articles identified by experts, but search strategies could not be compared, as clinicians were free to use their own informal strategies [29,30]. Other studies have reported on the performances of search filters in retrieving high-quality clinical trials, but these filters were assessed independently of user queries [31] or clinical questions [27]. To our knowledge, there is little evidence to help clinicians organize their searches and combine existing search tools into effective strategies that are applicable at the point of care.

In this study, we compared the performance of 15 PubMed search strategies in retrieving relevant clinical trials, as identified by high-quality systematic reviews on specific clinical questions. We devised these 15 search strategies by choosing and combining the following search components that are easily applicable at the point of care: formulation of queries using the PICO framework, use of Clinical Queries therapeutic filters (broad or narrow), use of several search limits, and use of PubMed links to related articles. Our aim was to identify search components and tools that would most likely help clinicians answer questions on therapeutic interventions at the point of care.
Figure 1. Framework for PubMed search strategies to answer clinical questions. AIM = Abridged Index Medicus (set of 119 core clinical journal titles [28]), EBM = evidence-based medicine, MeSH = Medical Subject Headings (a controlled vocabulary used for indexing articles in PubMed), PICO = population, interventions, comparison, outcomes.

Methods

Sample of Systematic Reviews for the Identification of Relevant Articles

For a specific clinical question, a well-conducted systematic review is considered the gold standard for the identification of all relevant articles [31-33], since it implies a systematic and comprehensive search, as well as an appraisal of the articles’ scientific rigor. Moreover, recent systematic reviews address questions of clinical interest for which relative uncertainty exists and are thus a good proxy of the questions that may arise in real clinical practice.

We selected 30 clinical questions from a wide spectrum of topics of general interest, on the basis of 30 recent Cochrane systematic reviews (Table 1, Multimedia Appendix 1). We favored Cochrane reviews because of their well-established quality and methodological rigor [34-36], and focused on reviews that included randomized controlled trials, as these constitute the highest level of evidence for questions about therapeutic interventions. In February 2010, we searched the Cochrane Database of Systematic Reviews [37] for all reviews on therapeutic interventions published since the beginning of 2010. To focus on the most recent reviews, or reviews that were recently updated, we restricted the search to citations with the following record status: new review, new search, or conclusion changed. Of the 287 potentially eligible reviews, we excluded those with fewer than 4 studies (n = 113), those that were less relevant for a general audience (n = 82), and those with composite questions that would result in complex queries for clinical practice (n = 62). All clinical trials included in the remaining 30 reviews that were also retrievable in PubMed defined the subset of relevant studies used in our assessment.

Extraction of Search Terms and Formulation of PICO Query

We selected search terms using a predefined procedure that we determined before applying the searches strategies. Following the PICO framework (Figure 1), we categorized the exact wording of the objective and selection criteria of each review’s abstract into four sections for the population, interventions, comparison, and outcomes [22,24]. When we could find no information in the abstract for one of these categories, we retrieved the relevant keywords from the methods section (eg, type of intervention or type of outcome). Then for each PICO category, we extracted the smallest set of search terms that best expressed the clinical question. This predefined procedure was performed by 2 assessors (TA and AM), both trained in clinical epidemiology and evidence-based medicine. In a learning phase, together they extracted search terms from a pilot sample of 10 systematic reviews. Then they independently extracted PICO
search terms from the 30 reviews of the study sample and agreed on the smallest set of terms that best expressed the clinical questions. They resolved discrepancies by consensus. Finally, all coauthors, including experienced clinicians, approved the retained search terms. For half of the reviews, PICO’s comparison component shared common terms with interventions (eg, composite vs single intervention), and in these cases no term was retained for comparison. Examples of search term extraction are shown in Multimedia Appendix 2.

To obtain the final search query (Figure 1), search terms were combined with the Boolean operator OR within each PICO category, so as to increase sensitivity. Then all categories were combined with AND to retrieve only the citations matching all PICO elements [22-24]. For example, for a review on the effects of oral mucolytic agents in adults with stable chronic bronchitis or chronic obstructive pulmonary disease (COPD) [38], the final full PICO query was ((chronic bronchitis) OR COPD) AND mucolytics AND placebo AND exacerbations). Search terms consisting of groups of words (eg, chronic bronchitis) were put into parentheses, not in quotes. The detailed wording of all 30 queries can be found in Multimedia Appendix 3.

Design of Search Strategies

The purpose and context of the search determine the choice of search strategy. Our objective was to identify search components and tools that could help clinicians build more effective strategies to answer questions at the point of care. Therefore, selecting sophisticated strategies used for performing systematic reviews [39], such as the Cochrane Highly Sensitive Search Strategy [40], would have been inappropriate. Since there is very little evidence on strategies adapted to our purpose, we devised our 15 search strategies (Table 2, Figure 1) based on the few expert recommendations available [22-24,26,27,29-31]. We favored search components and search tools that are applicable and easy to use in clinical practice.

We thus obtained strategies by varying the following parameters. First, the search query was either the full PICO query or a truncated PIC query that did not include terms of outcomes. Although the full PICO is usually recommended for clinicians to help them formulate more precise searches [22-24], such strategies may also miss relevant articles [40], as the outcomes are less often mentioned in the abstract or assigned Medical Subject Headings (MeSH) in PubMed. Moreover, formulating shorter PIC queries may be less burdensome in practice and may be more appropriate for clinicians who are interested in many potential outcomes. We entered search terms using PubMed’s automatic term mapping, which systematically searches each term in the MeSH thesaurus, as well as the “[all fields]” tag (Multimedia Appendix 2). We did not test strategies using the restriction to MeSH terms, as few clinicians manage to perform the necessary steps for this restriction in practice [21], and this proportion hardly increases after medical residents take a search tutorial [29].

Second, we combined these queries with either the broad or narrow filter of the Clinical Queries for therapeutic interventions. We chose Clinical Queries over other filters meant to improve the retrieval of high-quality randomized controlled trials [39] because Clinical Queries were specifically designed to help clinicians answer their questions on therapeutic interventions and are implemented in PubMed [27]. To use these filters, clinicians simply need to enter their search terms on PubMed’s Clinical Queries page [26]. After taking a search tutorial, about 80% of clinicians adopted the use of Clinical Queries [29]. Third, we repeated these strategies adding search limits [25] that restricted the searches to citations in English and research on humans. PICO searches with human and English limits were repeated with a further restriction to a set of 119 core medical journals listed in the Abridged Index Medicus (AIM) [28]. We did not further add the limit “clinical trials [pt],” as it would have been redundant with the Clinical Queries filters.

Finally, the last 3 searches tested the PubMed link to related articles, a search tool that identifies content similarity in the title, abstract, and index terms [41]. To use this tool in practice, clinicians must identify a citation they consider to be potentially relevant in a first search output (ie, a citation that best corresponds to their PICO question) and click on its link to related articles. They can then scan a new search output with citations ranked by content similarity with the initial citation. To test this strategy, 2 assessors (TA and AM) screened the first page of search #11 (PICO, therapy narrow filter, limited to human studies in English), a search strategy that yielded short outputs (Table 2), and identified by consensus the 3 citations that were closest to the corresponding PICO question. They performed this selection being blinded to the citations included in the review, so as to correspond to the situation that clinicians encounter in practice. Search performance was assessed on each output of these 3 citations’ related articles. We performed this strategy based on 3 citations, instead of 1, to minimize the impact of the subjective component of the choice of initial citation.

Analysis of Search Performance

We applied all 15 strategies for each of the 30 clinical questions (450 searches in total). We restricted each search to the date when the corresponding review was assessed as up-to-date, so that the time frame of the search was the same as its corresponding review. For each search we collected the number of articles in the output, the number of gold standard articles retrieved, and their position in the output. Then we computed the sensitivity (also called recall: the proportion of relevant papers that were retrieved) of each search and its positive predictive value (PPV), also called precision: the proportion of the output corresponding to relevant papers), as defined in Figure 2 [27,31,33].

Because most physicians screen only 2 pages of the PubMed output, or at most 40 items [19,21], our primary outcomes for search performance were sensitivity and PPV for this cut-off. However, we also analyzed overall sensitivity and PPV on the full search output and further explored how these properties varied according to the cumulative number of items screened in the output.

We summarized the performance of the search strategies over the 30 clinical questions using nonparametric statistics and box plots. Filtered versus unfiltered searches were compared using the Wilcoxon signed rank tests (paired). Finally, we explored
whether retrieval performances differed according to the characteristics of the corresponding review. All analyses were performed using R 2.12.1 software [42].

**Figure 2.** Definitions of the sensitivity and positive predictive value (PPV) of search strategies, when using a systematic review as the gold standard.

- We included only the studies published before the date when the corresponding systematic review was assessed as up-to-date.
- We excluded from this total the studies that are not indexed in PubMed, as they cannot be retrieved by any search strategy.
- This total is unknown, because it is not limited to the studies that were explicitly excluded from the systematic review.
- When only a limited number of items in the output are screened (e.g., 40 items, or 2 pages of PubMed’s output), then practically this number becomes the true denominator of PPV.

### Results

#### Characteristics of Systematic Reviews and Corresponding PICO Queries

The 30 systematic reviews addressed a broad pattern of clinical topics and were produced by 15 different Cochrane groups, with a range of 1–4 reviews per group. Of these, 13 reviews (43%) had their record status labeled as new review, and 13 others (43%) as new search with no change to the conclusion and 4 (13%) with conclusion changed. They included a median of 15 studies (interquartile range [IQR] 7–23, range 5–49), of which 85% (IQR 66%–100%) were retrievable in PubMed (Table 1). This led to a median of 12 relevant clinical trials per review (IQR 7–18) that we considered to be the gold standard for each clinical question.

The predefined extraction procedure of search terms from the reviews' abstracts led to a median of 2 terms (IQR 1–2) for population 1 term (IQR 1–2) for interventions, 1 term (IQR 0–1) for comparison, and 2.5 search terms (IQR 2–3) for outcomes. The required number of search terms was variable, as these terms were strictly tailored to the reviews’ questions. Indeed, these were sometimes more complex or consisted of grouping of words (e.g., generalized onset tonic–clonic seizures). Overall, queries resulted in a median of 4 terms (IQR 3–6) for the PIC query and 7 terms (IQR 5–8) for the PICO query (for detailed wording, see Multimedia Appendix 3).
Table 1. Comparative performance assessed on the full search output (A) and on 2-page output (B) of 2 selected search strategies—one unfiltered (S1) and one using Clinical Queries narrow filter (S4)—to answer 30 clinical questions rated against 30 Cochrane systematic reviews.

<table>
<thead>
<tr>
<th>Rev. No.</th>
<th>Review title</th>
<th>No. studies incl. in review</th>
<th>n (% retrievable in PubMed)</th>
<th>A. Search performance for the full output</th>
<th>B. Search performance for a 2-page output (maximum 40 items)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sensitivity (%) S1 S4 PPV (%) Sensitivity (%) S1 S4 PPV (%)</td>
<td>Sensitivity (%) S1 S4 PPV (%)</td>
</tr>
<tr>
<td>1</td>
<td>Carbamazepine versus phenytoin monotherapy for epilepsy</td>
<td>10</td>
<td>8 (80)</td>
<td>37.5 37.5 0.1 11.1 0.0 37.5 0.0 11.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Chest physiotherapy for pneumonia in adults</td>
<td>6</td>
<td>5 (83)</td>
<td>100.0 80.0 1.9 12.5 0.0 80.0 0.0 12.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Epinephrine injection versus epinephrine injection and a second endoscopic method in high risk bleeding ulcers</td>
<td>18</td>
<td>15 (83)</td>
<td>100.0 100.0 7.9 19.5 6.7 33.3 2.5 12.5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Extracranial-intracranial arterial bypass surgery for occlusive carotid artery disease</td>
<td>21</td>
<td>18 (86)</td>
<td>38.9 5.6 4.1 14.3 0.0 5.6 0.0 14.3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Fluticasone versus 'extrafine' HFA-beclomethasone dipropionate for chronic asthma in adults and children</td>
<td>9</td>
<td>8 (89)</td>
<td>100.0 100.0 18.6 42.1 100.0 100.0 20.0 42.1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Influenza vaccination for healthcare workers who work with the elderly</td>
<td>5</td>
<td>5 (100)</td>
<td>100.0 80.0 1.5 16.7 20.0 80.0 2.5 16.7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Macolytic agents for chronic bronchitis or chronic obstructive pulmonary disease</td>
<td>29</td>
<td>18 (62)</td>
<td>83.3 66.7 11.5 18.8 22.2 38.9 10.0 17.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Neuraminidase inhibitors for preventing and treating influenza in healthy adults</td>
<td>20</td>
<td>20 (100)</td>
<td>90.0 90.0 22.8 35.3 15.0 70.0 7.5 35.0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Adenoidectomy for otitis media in children</td>
<td>14</td>
<td>14 (100)</td>
<td>100.0 100.0 2.3 22.2 7.1 64.3 2.5 22.5</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Antibiotics and anti-septics for venous leg ulcers</td>
<td>25</td>
<td>13 (52)</td>
<td>84.6 76.9 6.4 43.5 15.4 76.9 5.0 43.5</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Antithyroid drug regimen for treating Graves’ hyperthyroidism</td>
<td>27</td>
<td>23 (85)</td>
<td>82.6 78.3 4.9 36.7 0.0 69.6 0.0 40.0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Artesunate versus quinine for treating severe malaria</td>
<td>6</td>
<td>4 (67)</td>
<td>100.0 100.0 8.3 33.3 50.0 100.0 5.0 33.3</td>
<td></td>
</tr>
<tr>
<td>Rev. No.</td>
<td>Review title</td>
<td>No. studies incl. in review</td>
<td>n (%) retrievable in PubMed</td>
<td>A. Search performance for the full output</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------</td>
<td>-----------------------------</td>
<td>------------------------------------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sensitivity (%)</td>
<td>PPV (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S1</td>
<td>S4</td>
</tr>
<tr>
<td>13</td>
<td>Bed rest for acute uncomplicated myocardial infarction</td>
<td>17</td>
<td>11 (65)</td>
<td>54.5</td>
<td>27.3</td>
</tr>
<tr>
<td>14</td>
<td>Benzodiazepines for the relief of breathlessness in advanced malignant and non-malignant diseases in adults</td>
<td>7</td>
<td>4 (57)</td>
<td>75.0</td>
<td>50.0</td>
</tr>
<tr>
<td>15</td>
<td>Blood pressure lowering efficacy of beta-blockers as second-line therapy for primary hypertension</td>
<td>20</td>
<td>11 (55)</td>
<td>72.7</td>
<td>63.6</td>
</tr>
<tr>
<td>16</td>
<td>Blood pressure lowering efficacy of potassium-sparing diuretics for primary hypertension</td>
<td>8</td>
<td>7 (88)</td>
<td>100.0</td>
<td>71.4</td>
</tr>
<tr>
<td>17</td>
<td>Caffeine for asthma</td>
<td>7</td>
<td>7 (100)</td>
<td>85.7</td>
<td>71.4</td>
</tr>
<tr>
<td>18</td>
<td>Continuous subcutaneous insulin infusion (CSI11) versus multiple insulin injections for type 1 diabetes mellitus</td>
<td>34</td>
<td>27 (79)</td>
<td>66.7</td>
<td>55.6</td>
</tr>
<tr>
<td>19</td>
<td>Effect of cyclosporine on blood pressure</td>
<td>17</td>
<td>17 (100)</td>
<td>47.1</td>
<td>47.1</td>
</tr>
<tr>
<td>20</td>
<td>Enteral versus parenteral nutrition for acute pancreatitis</td>
<td>8</td>
<td>8 (100)</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>21</td>
<td>Exercises for prevention of recurrences of low-back pain</td>
<td>13</td>
<td>13 (100)</td>
<td>84.6</td>
<td>84.6</td>
</tr>
<tr>
<td>22</td>
<td>Home-based versus centre-based cardiac rehabilitation</td>
<td>22</td>
<td>17 (77)</td>
<td>58.8</td>
<td>47.1</td>
</tr>
<tr>
<td>23</td>
<td>Immediate-release versus controlled-release carbamazepine in the treatment of epilepsy</td>
<td>10</td>
<td>10 (100)</td>
<td>80.0</td>
<td>80.0</td>
</tr>
<tr>
<td>24</td>
<td>Proton pump inhibitor treatment initiated prior to endoscopic diagnosis in upper gastrointestinal bleeding</td>
<td>6</td>
<td>3 (50)</td>
<td>33.3</td>
<td>33.3</td>
</tr>
</tbody>
</table>
Performance of Search Strategies

We observed important differences in the sizes of the output across search strategies (Table 2). Unfiltered PIC queries resulted in the largest outputs, with a median of 173 items, while the PICO queries halved the output size. The use of the Clinical Queries broad filter reduced the output by about 20%, and use of the narrow filter reduced it by about 80%. In contrast, searches based on related articles typically retrieved hundreds of articles.

The sensitivity and the positive predictive value (PPV) were also highly variable within each search strategy (Figure 3). When the full outputs were screened for relevant studies, about 85% were detected by PIC queries and 69% by PICO queries (Figure 3A). Overall sensitivity remained comparable when we used Clinical Queries filters (with or without limits), although the Clinical Queries narrow filter was associated with slightly lower overall sensitivities (Table 1A). In contrast, the use of the AIM limit systematically lowered sensitivity to about 15% (Figure 3A). The overall sensitivity of searches based on related articles was also extremely variable, with a median of about 60%.

When the screening of relevant articles was limited to the first 2 pages (ie, 40 articles), sensitivity dropped to 10% for unfiltered searches and PPV decreased to 2.5%–10% (Figure 3B). In contrast, all search strategies that used the Clinical Queries narrow filter (S4, S5, S10, and S11 in Table 2) showed significantly higher sensitivities, overall around 50% (P < .001 when compared with their corresponding unfiltered queries) and higher PPV values, between 20% and 30% (P < .001) within the first 2 pages of the output. When looking at the 30 questions individually, adding a Clinical Queries narrow filter to a query increased the sensitivity of the search for 21 questions (70%), kept it stable for 6 (20%), and decreased it for 3 (10%), whereas PPV increased in 27 questions (90%) (Table 1B). Moreover, adding a Clinical Queries narrow filter to a PIC query reduced the risk of finding no relevant articles in the first 2 pages from 11 questions (37%) to 4 questions (13%). The broad Clinical Queries filter did not improve search performance; nor did searches using related articles and the additional use of limits.

---

### Table 1A

<table>
<thead>
<tr>
<th>Review No.</th>
<th>Review title</th>
<th>No. of studies incl. in review</th>
<th>n (%) retrievable in PubMed</th>
<th>A. Search performance for the full output</th>
<th>B. Search performance for a 2-page output (maximum 40 items)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sensitivity (%)</td>
<td>PPV (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S1b</td>
<td>S4c</td>
</tr>
<tr>
<td>25</td>
<td>Rectal 5-aminosalicylic acid for induction of remission in ulcerative colitis</td>
<td>38</td>
<td>33 (87)</td>
<td>90.9</td>
<td>84.8</td>
</tr>
<tr>
<td>26</td>
<td>Regular treatment with salmeterol for chronic asthma: serious adverse events</td>
<td>49</td>
<td>30 (61)</td>
<td>43.3</td>
<td>40.0</td>
</tr>
<tr>
<td>27</td>
<td>Rifabutin for treating pulmonary tuberculosis</td>
<td>5</td>
<td>4(80)</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>28</td>
<td>Serotonin receptor antagonists for highly emetogenic chemotherapy in adults</td>
<td>16</td>
<td>15(94)</td>
<td>46.7</td>
<td>46.7</td>
</tr>
<tr>
<td>29</td>
<td>Short-term treatment with proton pump inhibitors, H2-receptor antagonists and prokinetics for gastro-oesophageal reflux disease-like symptoms and endoscopy negative reflux disease</td>
<td>45</td>
<td>38 (80)</td>
<td>57.9</td>
<td>55.3</td>
</tr>
<tr>
<td>30</td>
<td>Therapeutic ultrasound for osteoarthritis of the knee or hip</td>
<td>5</td>
<td>5 (100)</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

---

b Unfiltered search No. 1 corresponding to a single population, interventions, comparison (PIC) query, without any filters or limits (see also Table 2).

c Filtered search No. 4 corresponding to a PIC query, combined with the narrow therapy filter of PubMed’s Clinical Queries (see also Table 2).
Overall, PICO queries had slightly higher performances than PIC queries, although the differences were not statistically significant.

The exploration of search performance according to the number of articles screened in the output showed that sensitivity rose gradually up to about 100 items in unfiltered searches (Figure 4). In contrast, the sensitivity of searches using the Clinical Queries narrow filter rose much more steeply, peaking earlier at 50 to 60 articles screened. Finally, we found no significant association between search performance and characteristics of the reviews, namely the absolute number of relevant articles included, the number of PICO search terms required to summarize its question, or the presence of mortality as an outcome (data not shown).

Table 2. Searches strategies: description, number of hits, and performances over the first 2 pages of PubMed output.

<table>
<thead>
<tr>
<th>Strategy No.</th>
<th>Search strategy</th>
<th>No. of hits in output</th>
<th>Performances for an output of 2 pages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sensitivity (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PPV(^b) (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NNR(^c)</td>
</tr>
<tr>
<td>S1</td>
<td>PIC(^d)</td>
<td>NA(^e)</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>median IQR(^a)</td>
<td>median IQR</td>
</tr>
<tr>
<td>S2</td>
<td>PIC</td>
<td>Therapy, broad</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>66–276</td>
<td>14.6</td>
</tr>
<tr>
<td>S3</td>
<td>PIC</td>
<td>Therapy, broad</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>59–229</td>
<td>17.6</td>
</tr>
<tr>
<td>S4</td>
<td>PIC</td>
<td>Therapy, broad</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>17–67</td>
<td>48.5</td>
</tr>
<tr>
<td>S5</td>
<td>PIC</td>
<td>Therapy, narrow</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>14–67</td>
<td>52.8</td>
</tr>
<tr>
<td>S6</td>
<td>PICO(^d)</td>
<td>NA(^e)</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>36–179</td>
<td>17.9</td>
</tr>
<tr>
<td>S7</td>
<td>PICO</td>
<td>Therapy, broad</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>33–165</td>
<td>26.1</td>
</tr>
<tr>
<td>S8</td>
<td>PICO</td>
<td>Therapy, broad</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>28–138</td>
<td>29.6</td>
</tr>
<tr>
<td>S9</td>
<td>PICO</td>
<td>Therapy, broad</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>5–24</td>
<td>15.5</td>
</tr>
<tr>
<td>S10</td>
<td>PICO</td>
<td>Therapy, narrow</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>13–51</td>
<td>54.7</td>
</tr>
<tr>
<td>S11</td>
<td>PICO</td>
<td>Therapy, narrow</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>12–50</td>
<td>54.7</td>
</tr>
<tr>
<td>S12</td>
<td>PICO</td>
<td>Therapy, narrow</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>3–13</td>
<td>15.5</td>
</tr>
<tr>
<td>S13</td>
<td>Related #1(^g)</td>
<td>NA(^e)</td>
<td>350</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>204–599</td>
<td>39.7</td>
</tr>
<tr>
<td>S14</td>
<td>Related #2(^g)</td>
<td>NA(^e)</td>
<td>340</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>138–484</td>
<td>37.9</td>
</tr>
<tr>
<td>S15</td>
<td>Related #3(^g)</td>
<td>NA(^e)</td>
<td>305</td>
</tr>
<tr>
<td></td>
<td>limits</td>
<td>167–558</td>
<td>37.5</td>
</tr>
</tbody>
</table>

\(^a\) Interquartile range.
\(^b\) Positive predictive value (ie, precision).
\(^c\) Number of items needed to read to find a relevant article in the screened output; equal to 1/PPV of the search.
\(^d\) Population, interventions, comparison, (outcomes).
\(^e\) Not applied.
\(^f\) Abridged Index Medicus (set of 119 core clinical journals [28]).
\(^g\) From the output of search S11, related articles were searched for the 3 articles whose title was closest to the PICO query.
Figure 3. Compared sensitivity and positive predictive value (PPV) of the 15 search strategies (S) tested, for (A) the full search output and (B) the first 2 PubMed pages (40 articles). CQ = Clinical Queries, PIC(O) = population, interventions, comparison, (outcomes).
Figure 4. Evolution of median sensitivity of the search according to the number of studies screened in the output for the unfiltered population, interventions, comparison (PIC) query (S1) and the PIC query filtered by the Clinical Queries (CQ) narrow filter (S4).

Discussion

The performance of the search strategies tested was highly variable according to the clinical question. None of the 15 strategies showed a consistently high sensitivity in retrieving relevant articles identified by systematic reviews. Even the best strategies had a sensitivity of about 50%, with a range from 0% to 100% across the 30 questions. Therefore, clinicians who perform a specific PubMed search cannot foresee to what extent their search will be successful.

Nevertheless, on average, some search strategies were more successful than others. Unfiltered searches based on PIC or PICO queries, as well as those using the broad Clinical Queries filter, produced large outputs and retrieved few relevant articles within the first 2 pages. In contrast, searches that used the Clinical Queries narrow filter had a significantly higher sensitivity (around 50%–55%) and a higher PPV (around 20%–30%). These improved performances were observed for most clinical questions. Additional use of limits had only a marginal effect, except for the limit to core medical journals, which actually reduced sensitivity. Finally, searches based on related articles retrieved about a third of relevant studies in the first 2 pages. However, their PPV remained low, despite the ranking of citations by content similarity, because they also retrieved hundreds of nonrelevant articles. This may be because related articles will also retrieve studies that are not randomized trials, in contrast with Clinical Queries therapeutic filters.

Clinicians who use PubMed at the point of care favor short queries of 2–3 terms, without any limits or filters, and generally screen only the first 2 pages of the output (ie, 20–40 items) [19,31]. Our results clearly show that such strategies will miss many relevant articles. Although these strategies may reach high overall sensitivities, relevant citations will be scattered over many pages that will not be screened in real life. To increase the density of relevant articles in the output (ie, the PPV), we recommend the use of the PIC(O) framework. Such queries including 5–8 terms kept a satisfactory overall sensitivity of about 85% (Figure 3A). However, when only the first 2 pages of the output were scanned, which is what usually occurs in clinical practice [21], this sensitivity dropped to about 10%, with an even lower PPV of 2.5% (corresponding to a median of 1 relevant article per screened output).

To improve search performance within readable outputs, an important finding is the usefulness of the Clinical Queries narrow therapy filter in identifying relevant studies in the first 2 pages of PubMed output. Clinical Queries filters were
designed by Haynes et al [27] based on a hand search of 161 clinical journals that identified methodologically sound randomized controlled trials. When applied to the whole Medline database, the Clinical Queries broad filter retained 99% of hand-selected studies, while the narrow filter retained 93% [27]. Hoogendam et al found similar results [31]. Our study confirmed the high sensitivity of the Clinical Queries filters when applied to specific clinical questions. A surprising finding was the increased sensitivity of the narrow filter compared with the broad filter when we screened only a realistic portion of the search output; this was because the narrow filter concentrated relevant articles on the first pages of the output. In other words, sensitivity, assessed on 2 pages of output, was better as PPV improved.

Based on our results we recommend that clinicians at the point of care start their PubMed searches by formulating a PIC query combined with a narrow filter, and then adapt it according to the output size and relevancy of the first items screened. If this strategy retrieves too many irrelevant citations, search terms describing the outcome (full PICO query) and further search limits can be added. In the opposite case, filters can be deactivated and sensitivity can be gained by adding search terms or by using the related articles link from the first relevant studies found. Finally, a general recommendation would be to screen beyond the first page of the output, as even the most efficient strategies require at least 50 to 60 items to approach their maximum sensitivity (Figure 4).

**Study Limitations and Strengths**

The main limitation of our study is that we assessed search strategies based solely on their retrieval performance. The searches were not performed by clinicians at the point of care, so we did not capture the iterative process of searching PubMed, based on trial and error [43,44], and could not assess whether relevant articles would be identified in practice. Furthermore, we did not examine the impact of search strategies on medical decisions and patients’ outcomes. However, performing searches that retrieve relevant articles is a prerequisite for their further use in clinical practice. Moreover, by using predefined search procedures, we were able to isolate and compare the effect of several components of search strategies in relation to a specific clinical question. As we focused on retrieval, we considered each relevant article to be equally important, although this may not be the case. In particular, we did not examine selection bias attributable to suboptimal identification of relevant articles. Finally, our results apply only to therapeutic interventions, assessed by clinical trials, and cannot be generalized to questions on prevention or diagnosis [32]. For the latter, similar studies could be conducted using alternative Clinical Queries filters designed to improve the retrieval of high-quality studies on diagnosis or prognosis [26].

Among its strengths, our design allowed an unbiased comparison of strategies, by controlling important sources of variation such as clinicians’ searching skills or previous knowledge [29,30]. This exploration was broader and more systematic than in previous studies. Moreover, the tested search strategies relied on search components that are easily applicable in practice, as they are directly implemented in PubMed. Finally, we used reputable systematic reviews to identify relevant studies on specific clinical topics.

**Conclusion and Future Prospects**

Countless PubMed searches are performed daily by clinicians, but the effectiveness of this activity is poorly understood [20]. We have shown that a well-formulated PIC query used with the Clinical Queries narrow filter was most likely to retrieve relevant clinical trials within readable outputs. These results can help clinicians build more effective strategies to answer their questions at the point of care, and thus reduce the gap between evidence from clinical trials and its actual implementation in practice. Further research should focus on the performance and clinical usefulness of selected strategies when they are performed in real practice [45]. Meanwhile, PubMed remains a perfectible tool. Areas of improvement include the development of content filters for specific clinical disciplines [46], or the implementation of new search interfaces that help clinicians formulate effective queries [24] and conduct parallel searches combining methodological and content filters at will.
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Abstract

Background: Online health information is of variable and often low scientific quality. In particular, elderly less-educated populations are said to struggle in accessing quality online information (digital divide). Little is known about (1) how their online behavior differs from that of younger, more-educated, and more-frequent Web users, and (2) how the older population may be supported in accessing good-quality online health information.

Objective: To specify the digital divide between skilled and less-skilled Web users, we assessed qualitative differences in technical skills, cognitive strategies, and attitudes toward online health information. Based on these findings, we identified educational and technological interventions to help Web users find and access good-quality online health information.

Methods: We asked 22 native German-speaking adults to search for health information online. The skilled cohort consisted of 10 participants who were younger than 30 years of age, had a higher level of education, and were more experienced using the Web than 12 participants in the less-skilled cohort, who were at least 50 years of age. We observed online health information searches to specify differences in technical skills and analyzed concurrent verbal protocols to identify health information seekers’ cognitive strategies and attitudes.

Results: Our main findings relate to (1) attitudes: health information seekers in both cohorts doubted the quality of information retrieved online; among poorly skilled seekers, this was mainly because they doubted their skills to navigate vast amounts of information; once a website was accessed, quality concerns disappeared in both cohorts, (2) technical skills: skilled Web users effectively filtered information according to search intentions and data sources; less-skilled users were easily distracted by unrelated information, and (3) cognitive strategies: skilled Web users searched to inform themselves; less-skilled users searched to confirm their health-related opinions such as “vaccinations are harmful.” Independent of Web-use skills, most participants stopped a search once they had found the first piece of evidence satisfying search intentions, rather than according to quality criteria.

Conclusions: Findings related to Web-use skills differences suggest two classes of interventions to facilitate access to good-quality online health information. Challenges related to findings (1) and (2) should be remedied by improving people’s basic Web-use skills. In particular, Web users should be taught how to avoid information overload by generating specific search terms and to avoid low-quality information by requesting results from trusted websites only. Problems related to finding (3) may be remedied by visually labeling search engine results according to quality criteria.

(J Med Internet Res 2012;14(3):e87) doi:10.2196/jmir.2051
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Introduction

Unlike most information environments in human history, the Internet provides almost unlimited and constantly changing information sources of varying and often unknown quality. These properties pose a challenge to people navigating the Internet, in particular if information contents are highly specialized as in the medical domain. Analyses of online sources show that online health information is of variable and in most cases low scientific quality [1,2]. In addition, studies suggest that a digital divide limits older and less-educated people’s Web-use skills and, ultimately, their access to online information [3]. Cognizant of these challenges, researchers and both governmental and nongovernmental institutions have attempted to objectively map the quality landscape of the Internet [4-6]. These initiatives provide site recommendations and transparency criteria that can be used to evaluate websites, including information about data sources, authorship, or last update. Although health information seekers may be aware of such criteria, only “few...notice and later [remember] from which websites they retrieved information or who stood behind the sites” (page 576 [7]). Instead, Web users rely on and trust the first few results provided by widely used search engines, such as Google, Bing, or Yahoo! [7,8].

Apart from a general consensus that people are poor at searching and evaluating online information [9], little is known about how user characteristics, such as Web-use skill differences, affect online behaviors and may inform interventions to facilitate retrieval of good-quality information [10,11]. Moreover, most research into online behavior is limited to mock-up sites [12], restricted search spaces [13,14], and quantifiable outcome measures such as search time, number of search terms entered, or clicks [15]. To complement experimental research and generate first hypotheses about how to help health information seekers find good-quality information, we identified qualitative differences in skilled versus less-skilled Web users’ (1) attitudes toward online health information, (2) technical skills, and (3) cognitive strategies for search and evaluation of online health information.

Methods

Participants

Participants were native German speakers recruited from the participant pool at the Max Planck Institute for Human Development in Berlin, Germany. To identify meaningful differences in participants’ Web-use skills, we used demographic factors that have been shown to facilitate access and use of online information, including younger age [16] and higher education [17]. In addition, we used a Web-oriented digital literacy survey measure as a validated proxy for people’s actual Web-use skills [18,19]. Finally, we characterized cohorts in terms of online behavior using items from the General Social Survey (GSS) [10], which provided a quantitative measure of people’s health information-seeking behavior, offline and online, as well as information about Web access and overall time spent online.

Cohort Characteristics

The older cohort consisted of 12 individuals (6 women) who were at least 50 years of age (mean 65, SD 4.3 years). Most members of this cohort (9/12, 75%) were secondary school (Realschule) graduates; 3 participants had a university degree. The younger cohort consisted of 10 individuals (5 women) who were all younger than 30 years of age (mean 23, SD 3.3 years) and on average more highly educated than the less-skilled cohort. Of the 10 participants in this group, 9 had graduated from high school (Gymnasium) and 5 were pursuing a university degree.

Concerning health information-seeking behavior, all participants reported having searched for health information at least once in the previous year. To do so, all but 3 of the older participants (19/22, 86%) stated that they had searched online. Apart from these similarities, members of the younger cohort reported spending almost 6 times more time online (mean 1022, SD 773 minutes/week) than their older counterparts (mean 175, SD 120 minutes/week). We also found strong cohort differences in participants’ Web-oriented digital literacy scores. Whereas older participants obtained on average about half of 130 possible literacy points (mean 63, SD 22 points), members of the younger cohort obtained about three-quarters of the possible points (mean 98, SD 21 points). Thus, the demographic cohort differences of age and education level as well as the Web-related differences of time spent online and digital literacy scores spoke to a general advantage of the younger cohort in terms of accessing and using online information [16,17]. We therefore refer to these cohorts as skilled and less-skilled Web users.

Materials

Most search tasks used to study online health information-seeking behavior have asked participants to search for facts, as in “What is the definition of being overweight?” [7,8]. However, prior research assumed [13,20,21] and “a great many health seekers say the resources they find on the Web have a direct effect on the decisions they make...and on their interactions with doctors” (page 3 [22]). Thus, we provided search scenarios that asked participants to search for facts, as well as inference scenarios that asked them to make decisions or recommendations based on information retrieved online (see Table 1).

We designed 3 search scenarios to capture the most common health facts searched online [23]: information about diseases and symptoms (searched by 66% of US adult Web users), information about prescription drugs (45%), and information about medical tests (16%). Similarly, we developed 4 inference scenarios capturing common motivations for inference-related online searches [24]. One inference scenario related to pregnancy (searched by 19% of US adult Web users) and 2 scenarios concerned vaccination decisions (16%). We added a self-treatment and diagnosis scenario because participants frequently commented on the phenomenon during the first 8 sessions and “there is great concern in the medical establishment that e-patients are self-diagnosing and self-medicating” (page 15 [23]). Surveys suggest that 18% of US adults use the Internet to self-diagnose [23].
Given that most of the scenarios target particular populations, we asked participants to search for information for friends or family members belonging to these populations. Research suggests that 81% of adult Web users search online information for others [23], so this change of perspective should not have reduced the perceived relevance of the scenarios. All study materials including consent forms were approved by the ethics committee at the Max Planck Institute for Human Development.

**Data Collection and Procedure**

Sessions lasted about 90 minutes and were conducted by one of the authors (FS) who observed participants throughout the sessions. To be as unobtrusive as possible, we explained the think-aloud method [25] to participants at the beginning of the session, asking them to verbalize thoughts during online searches. In case participants discontinued thinking aloud, a list of probing questions was devised. Examples include “How did you come up with your search term?”, “Why did you click on this link?”, and “What are you looking for on this site?” to probe for search implementation, site selection, and site navigation strategies, respectively. To record verbal protocols and on-screen behaviors, we used a MacPro laptop (Apple Inc, Cupertino, CA, USA) with iShowU screen-capture software (shinywhitebox ltd, Wellington, New Zealand).

After providing informed consent, participants were given one of the scenarios chosen at random. Without specifically requesting an Internet search, we asked them to report on how they would approach the scenario. This part was used to identify attitudes toward online health information and typical health information search patterns. If online search was not part of the strategy they mentioned, they were queried at the end of the session about the role they assign to online health information. After this part, participants were shown the computer and how to open a blank browser window. Then, they were given the remaining 6 scenarios, consecutively and in random order. Participants were unrestricted in terms of search time, how to approach searches, and which websites to visit. After having worked on the scenarios, participants filled out the surveys used to characterize cohorts.

**Data Analysis**

Verbal protocols were transcribed immediately after each session. Both authors then independently coded protocols and screen-captured online behaviors. Diverging codes were discussed until consensus was reached. Codes reflected attitudes toward online health information, technical skills (based on observable on-screen behaviors), and cognitive strategies (based on verbal protocols). Attitudes were coded with respect to the categories of information participants would or would not search for online and their rationales for doing or not doing so. Technical skills were subdivided into search implementation, which refers to the website(s) accessed to begin the search and the generation of search term(s); site selection, which refers to how people decided which of the search results to follow up on in detail; and site navigation, which describes how participants traveled through a selected site. Following decision-making research [26], we subdivided cognitive strategies into search intentions used to structure information retrieval; rules for information evaluation, referring to how participants interpreted online information and modified their search; stopping rules, 

<table>
<thead>
<tr>
<th>Table 1. Search scenarios presented to participants.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenarios</strong></td>
</tr>
<tr>
<td>A physician talked to you/your husband/your father about taking a PSA&lt;sup&gt;b&lt;/sup&gt; test. The doctor explained that the validity of the test has been questioned by a number of physicians. How do you assess the validity of the test?</td>
</tr>
<tr>
<td>Your doctor prescribes eszopiclone and lets you know that you might develop a bad aftertaste when taking the medication. You do not develop a bad aftertaste, but feel occasionally nauseous. Could nausea be a result of taking eszopiclone?</td>
</tr>
<tr>
<td>Your partner/parent has been told by his/her physician that he/she has an increased risk of a stroke. How would you recognize a stroke?</td>
</tr>
<tr>
<td>Your daughter’s/your sister’s gynecologist recommends that she should get the gardasil vaccination. What would you advise her to do?</td>
</tr>
<tr>
<td>Close friends of yours are contacted by their pediatrician, who recommends that their child get an MMR&lt;sup&gt;c&lt;/sup&gt; vaccination. Your friends discuss the matter with you. Should their child be vaccinated?</td>
</tr>
<tr>
<td>Your pregnant daughter’s/friend’s gynecologist suggests that she might want to undergo an amniocentesis. What would you advise her?</td>
</tr>
<tr>
<td>You wake up one morning with a swollen elbow. What could that be? How would you go about treating it?</td>
</tr>
</tbody>
</table>

<sup>a</sup> Search motivations are based on survey results provided by the Pew Internet & American Life Project. Percentages refer to representative samples of US Web users.

<sup>b</sup> Prostate-specific antigen.

<sup>c</sup> Measles-mumps-rubella.
defined by how participants chose to end their search; and inference rules, defined by how they integrated the retrieved information into a decision or recommendation.

Results

In the following, we describe the impact of Web-use skill differences on (1) user attitudes, (2) technical skills, and (3) cognitive search and evaluation strategies during online health information searches. Table 2 summarizes our findings, which we discuss in turn.

Table 2. Summary of results.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>General findings</th>
<th>Skill differences</th>
<th>More-skilled cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes</td>
<td>Participants hesitated to use online health data (20/22, 91%), in particular to make inferences</td>
<td>Rationale: the quality of data cannot be managed (6/12, 50%)</td>
<td>Rationale: the quality of online data is low (8/10, 80%)</td>
</tr>
<tr>
<td></td>
<td>Although data quality was a matter of concern...</td>
<td>...keywords may override distrust toward sites (6/12, 50%)</td>
<td>...once accessed, data from any site were used (4/10, 40%)</td>
</tr>
<tr>
<td>Technical skills</td>
<td>Reliance on search engine Google.de (22/22, 100%)</td>
<td>No differences observed</td>
<td>Few entered URLs directly (2/10, 20%)</td>
</tr>
<tr>
<td></td>
<td>Use of search terms (20/22, 91%); often misspelled; rarely corrected</td>
<td>83% used a single search term (10/12); 67% used search term suggestions (8/12); 17% used natural language phrases (2/12)</td>
<td>100% used two or more search terms (10/10)</td>
</tr>
<tr>
<td>Site selection</td>
<td>Reliance on first 5 links on first search engine result page (20/22, 91%)</td>
<td>Selection based on keywords (often unrelated to original search) inferred from links/excerpts (7/12, 58%)</td>
<td>Selection based on data sources inferred from URL or links/excerpts (9/10, 90%)</td>
</tr>
<tr>
<td>Site navigation</td>
<td>Relevance of website contents was appraised</td>
<td>Text was read rather than scanned. In 23% of searches (14/61) links were followed up.</td>
<td>Text was scanned for keywords. In 6% of searches (3/49), links were followed up.</td>
</tr>
<tr>
<td></td>
<td>Information was rarely cross-referenced</td>
<td>No cross-referencing or use of tabs (0/12, 0%).</td>
<td>Use of multiple tabs to compare results (2/10, 20%).</td>
</tr>
<tr>
<td>Cognitive strategies (based on inference scenarios only)</td>
<td>People searched for online contents related to personal, a priori opinions, knowledge, cues, or expert opinions.</td>
<td>Distribution of intentions: 70% a priori opinions (21/30); 10% cues (3/30); 10% knowledge (3/30); 10% expert opinions (3/30)</td>
<td>Distribution of intentions: 14% a priori opinions (4/28); 29% cues (8/28); 29% knowledge (8/28); 29% expert opinions (8/28)</td>
</tr>
<tr>
<td></td>
<td>Information was trusted if consistent with search intentions—that is, if...</td>
<td>...a website confirmed a priori opinions (21/30, 70%) or yielded search contents (9/30, 30%)</td>
<td>...a website confirmed a priori opinions (4/28, 14%) or yielded search contents (24/28, 86%).</td>
</tr>
<tr>
<td></td>
<td>Information evaluation</td>
<td>Stopping rule</td>
<td>Stopping rule</td>
</tr>
<tr>
<td></td>
<td>Stopping rule</td>
<td>In 73% of the inference queries, inferences were made based on a priori opinions (22/30). In 27% no inferences were made (8/30).</td>
<td>In 14% of the inference queries, inferences were made based on a priori opinions (4/28); in 7% based on cues (2/28). In 79% no inferences were made (22/28).</td>
</tr>
</tbody>
</table>

Attitudes Toward Online Health Information Seeking

Participants identified clear boundaries as to when and for what purpose they would access online health information. For instance, all participants who were asked to self-diagnose and treat a swollen elbow (14/22) made statements such as “I don’t trust the Internet when it comes to symptoms...home remedies maybe, but diagnoses definitely not.” In fact, 7 of the 14 participants asked to self-diagnose (50%) refused to search online; the other half searched for “swollen elbow” but, after having scanned the first results, decided that looking up symptoms online was inappropriate and discontinued their search.

Similarly, during the first scenario, when not explicitly asked to use the Internet, 7 of the 12 less-skilled participants (58%)
did not consider the Web; only 1 (8%) referred to it as their primary source. In general, 20 of 22 participants (91%) made statements reflecting distrust toward online sources: “First I would turn to my doctor; then to family members, maybe close friends. A distant third would be online research...a very distant third” or “My trust in the Internet is negatively correlated to the importance I ascribe to an issue: the more important the issue, the less I trust, and thus rely on, the Internet.”

When we asked participants to actually surf the Web (after completing the first scenario), verbal protocols suggested different reasons for why more- versus less-skilled Web users were hesitant to access online health information. Half of the less-skilled users (6/12) made statements such as “Online one gets easily carried away” and “I shouldn’t search online by myself or I will be bombarded by all this information. One has to be a professional to ask the right questions.” Thus, less-skilled participants expressed concern about the amount of available information and their lack of navigation skills. In contrast, 8 of the 10 skilled participants (80%) made statements such as “It’s difficult to find valid health information online...anyone can put a site online.” A total of 5 participants (50%) stated that health was too important a topic to rely solely on online resources: “You can’t always trust Google. I’d rather ask a doctor or pharmacist.” All 10 skilled Web users (100%) questioned the quality of and trust they had in online sources at least once during their online searches.

The hesitant attitude toward online health information seems at odds with earlier studies, which assumed that online information influences medical decision making [13,20-22]. This is only an apparent contradiction, however. Once participants accessed a website in our study, their concerns about data quality vanished. Among the 12 less-skilled users, only 2 (17%) mentioned quality issues explicitly once online, and 6 of them (50%) doubted a source but, after identifying an interesting keyword, clicked on the link and reasoned about the content of the site nonetheless. Similarly, skilled participants only infrequently referred to trust once they accessed a page. In 4 of their 20 searches, 4 participants read and considered information in their reasoning, even though they had expressed distrust of the source before deciding to visit the website. Thus, although people voice concerns about data quality issues, once they access a website, even skilled Web users are preoccupied with processing website contents.

### Technical Skills Based on Observed Online Behaviors

Overall, participants performed 110 online searches: 52 (47%) were related to search scenarios and 58 (53%) were related to inference scenarios (see Table 3). Prior observational research has found that people may search from 5 to 20 minutes before they stop [7,8]. Our results suggest search times of about 5 minutes for search scenarios and 6 minutes for inference scenarios. In general, more-skilled participants spent about 2 minutes less time searching than their less-skilled counterparts.

**Table 3. Number of online searches and mean search time by search scenario and cohort type.**

<table>
<thead>
<tr>
<th>Scenario type</th>
<th>Number of online searches</th>
<th>Mean search time (minutes:seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Less-skilled cohort</td>
<td>More-skilled cohort</td>
</tr>
<tr>
<td>Search scenarios</td>
<td>31</td>
<td>21</td>
</tr>
<tr>
<td>Validity of PSA</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Drug side effects</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Stroke symptoms</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Inference scenarios</td>
<td>30</td>
<td>28</td>
</tr>
<tr>
<td>MMR vaccination</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Gardasil vaccination</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Self-diagnosis</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Overall</td>
<td>61</td>
<td>49</td>
</tr>
</tbody>
</table>

a Given that the first scenario was not followed up with actual online searches, there is a total of \((6 – 1) \times 22 = 110\) searches.

b Prostate-specific antigen.

c Measles-mumps-rubella.

d In response to the self-diagnosis scenario, 7 searches were started but not completed, which are added in parentheses but not in the totals.

### Search Implementation

In line with prior observational work [7,8], participants mainly relied on search engines to access online information (in 107/110, 97% of the searches). All 22 participants showed a strong preference for the search engine Google.de. Also echoing earlier findings, 91% (20/22) of the participants searched for health information using single-word search terms, which were often left uncorrected if misspelled, even when the search engine provided alternative, correct spellings. This cohort comparison...
extends prior research by revealing differences with respect to the kinds and specificity of the search terms generated.

Of the 12 less-skilled Web users, 10 (83%) entered single-word search terms, often the disease or medication discussed in the scenario. The remaining 2 (17%) participants entered full natural language phrases, such as “How would I recognize a stroke?” Consequently, the majority of the less-skilled participants received rather general search results. Of the 12 less-skilled participants, 8 (67%) considered the search term options suggested by Google’s search bar to help specify search terms.

They did not understand, however, how that would change their search results. For example, 1 participant searched for eszopiclone (a sleeping drug). When Google suggested the search term side effects to specify the query, the participant accepted the suggestion but, looking at the results, exclaimed “Oh, look at all those side effects. Every title listed includes side effects as a catchphrase...No, I would definitely talk to my doctor [before taking this medication].” In contrast, all 10 skilled Web users performed Google searches based on two or more single-word search terms. They entered a disease or medication and specified the category of information they were looking for, such as “eszopiclone side effects”, “HPV vaccinations MD opinions”, or “MMR vaccine tolerance.” They mostly ignored search terms suggested by the search engine, indicating prespecified search intentions.

Site Selection
About 91% (20/22) of all participants chose sites ranked among the first 5 links on the first result page. Participants left the first page provided by the search engine in only 7 of 107 (7%) Google searches. All of these 7 searches were related to the drug eszopiclone, a type of sleeping pill, available in the United States but not in Germany, so that the websites provided on Google.de were all in English. Thus, all of the 7 searchers leaving the first result page did so in hope of finding a German-language page.

Apart from a focus on the first result page, cohorts selected links differently. More than half of the less-skilled Web users (7/12, 58%) scanned link titles and excerpts provided by Google for keywords that triggered their interest. The remaining 5 (42%) participants occasionally ignored search engine titles and excerpts and identified keywords on websites. The keywords participants identified were often unrelated to their original search term entry. All 12 participants entered a disease as the search term at least once, read about side effects in an excerpt or title, and then decided to visit that site, without having actively searched for side effects.

Of the 10 skilled Web users, 9 (90%) decided which site to follow up by information source rather than keywords. They either directly recognized the source in the case of commonly known websites such as Netdoktor.de or extrapolated the type of source (eg, patient reports, health forums) from link titles, excerpts, or URLs. All members of this cohort relied at least once on Wikipedia.de to obtain a general overview; 6 (60%) of them expressed distrust toward available health forums and frequently chose not to visit a forum, even if it was ranked among the first entries on the results page.

Site Navigation
Once they selected a website, all participants started scanning the text to confirm its relatedness to the search topic. Cohorts differed in their scanning strategies. Less-skilled Web users started reading the text and followed the links provided on the websites. In 14 of 61 searches (23%), less-skilled participants accessed more than one page of a chosen website or looked at the table of contents. In addition, they considered information that was unrelated to their initial queries. For example, to find evidence concerning amniocenteses for a pregnant friend, 5 of the 12 (42%) less-skilled participants clicked on Netdoktor.de. On this website, the sidebars listed infomercials about ultrasound tests for pregnant women. Although it was not listed as an alternative to amniocentesis, the 5 participants followed the link and eventually suggested that their friend get an ultrasound as well.

Skilled participants used a more focused strategy to navigate websites and satisfy search intentions. In only 3 of 49 (6%) searches did skilled Web users access more than the first page of a chosen website. In all 3 instances, the original website was Wikipedia. Of the 10 skilled users, 4 (40%) commented that Wikipedia provided a good overview of any given topic and was a good place to start a search. To avoid reading too much text, 4 of the 10 (40%) skilled participants used the shortcut CTRL+F to bring up the Find utility and indentify search-related keywords on the website. To compare website contents, 2 (20%) of the skilled participants used multiple tabs to shuttle between websites.

Cognitive Strategies Based on Verbal Protocols

Search Intentions
There were marked differences in how the cohorts approached inference scenarios (see Table 4). In 21 of 30 (70%) instances, less-skilled participants based their search on a priori opinions toward the diseases, medications, or procedures mentioned in the scenarios, such as “I don’t like medications so I wouldn’t take it” or “I’m very skeptical about vaccines.” In the extreme, a participant self-identifying as an anthroposophist exclusively looked up websites about his philosophy of health. This tendency was so strong that for 6 of 30 inference-related queries (20%), less-skilled participants expressed a preference not to search online at all (and started searching only after having been prompted by the researcher) because they had already made up their mind about the scenario. Less-skilled Web users rarely searched for biomedical knowledge (in 3 of 30 queries), decision-relevant cues (3 of 30), or expert opinions (3 of 30).

More-skilled participants, on the other hand, searched to confirm a priori opinions in only 4 of 28 (14%) inference-related queries. In the 3 inference scenarios, members of this cohort generally used a more varied set of search strategies than their less-skilled counterparts (2.1 versus 1.3 different strategies) and more often searched for biomedical knowledge of diseases, medications, or procedures (in 8 of 28, 28% of the queries; eg, “Let’s see how this medication works.”); decision-relevant cues (8 of 28 queries; eg, “Well, I guess the question is what are the side effects?”); or expert opinions by health professionals, governments, or health organizations (8 of 28 queries; eg, “What
kind of doctor performs a PSA test? Urologist, right? Let’s look what they say.”). These search intentions echo the search implementation technique observed in this more-skilled cohort. Their search terms first specified the medical condition or procedure and then an information category depending on how they intended to approach the scenario by adding one or more search terms related to biomedical knowledge (eg, “physiology”), inference-relevant cues (eg, “side effects”), or “MD opinions”.

Table 4. Participants’ type of online search and evaluation strategy for inference scenarios.a

<table>
<thead>
<tr>
<th>Inference scenario</th>
<th>Strategy typeb</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Less-skilled participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMR vaccine</td>
<td>K</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>K</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>EO</td>
<td>1.2</td>
</tr>
<tr>
<td>Gardasil vaccine</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>K</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>C</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>C</td>
<td>EO</td>
<td>1.0</td>
</tr>
<tr>
<td>No. of strategy types</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1.3</td>
</tr>
<tr>
<td><strong>More-skilled participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMR vaccine</td>
<td>EO</td>
<td>K</td>
<td>EO</td>
<td>C</td>
<td>K</td>
<td></td>
<td>EO</td>
<td>EO</td>
<td>K</td>
<td>K</td>
<td></td>
<td>2.1</td>
</tr>
<tr>
<td>Gardasil vaccine</td>
<td>C</td>
<td>C</td>
<td>EO</td>
<td>O</td>
<td>K</td>
<td>EO</td>
<td>C</td>
<td>O</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amniocentesis</td>
<td>O</td>
<td>C</td>
<td>K</td>
<td>C</td>
<td>K</td>
<td>C</td>
<td>EO</td>
<td>O</td>
<td>EO</td>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of strategy types</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td>2.1</td>
</tr>
</tbody>
</table>

a Strategies in verbal protocols that were not followed up with actual online searches (ie, in response to the first and the self-diagnosis scenarios) are not included in this table.
b O = participants searched to confirm a priori opinions, K = participants searched for biomedical knowledge, C = participants searched for decision-relevant cues, EO = participants searched for expert opinions on a topic.
c Measles-mumps-rubella.

Information Evaluation

Confirming survey studies, we found that consistency encouraged participants to consider and trust Web content [23]. However, the kind of consistency participants were looking for was not between websites, as previously suggested, but between information retrieved online and search intentions. In 21 of 30 (70%) inference-related queries, less-skilled users evaluated information by relating it to their opinions about health issues. They trusted websites when they found that “my opinion is reflected here” or continued to search because they believed “there must be people out there who don’t believe in vaccines either.” Conflicting information was ascribed to bias on the part of the author(s): “Of course doctors support vaccinations. They make money off them.” Alternatively, participants downplayed information disagreeing with their opinions. For instance, on visiting a site about the side effects of vaccinations, a participant who was generally pro vaccine stated: “I know there is a discussion about this procedure, but life is full of risks.”

Skilled participants searched and evaluated information that concurred with their more varied repertoire of search intentions or strategies. For example, when two sites listed contradicting side effects, 1 participant searched for biomedical explanations to better understand the side effects in question. In a similar instance, another participant changed the cue he considered relevant. On finding two sites describing the same side effect as either infrequent or frequent, the participant stopped evaluating the procedure based on side effects and aimed at identifying whether he really needed the procedure.

Interestingly, none of the skilled participants who searched for expert opinions (see Table 4) acknowledged the possibility of conflicting opinions, nor did they continue searching after retrieving a first opinion.

Stopping Rule

The stopping rule participants in both cohorts commonly used was closely linked to their search intentions. That is, once they found the first piece of information that satisfied their search intentions (in the case of more-skilled participants) or was consistent with their health-related opinions (in the case of less-skilled participants), participants stopped searching. Only 2 of the more-skilled participants (20%) further cross-referenced such information once they had retrieved it.

Inference Rule

As stated above, participants were generally hesitant to rely on the Internet to make decisions or recommendations. However, less-skilled Web users based 73% (22/30) of their recommendations or decisions on a priori opinions, which is reflected in statements such as “Yes, I would get vaccinated; I’m generally in favor of vaccinations.” Among the 10 more-skilled participants, 2 women expressed a priori opinions about the reproduction-related scenario and 2 men were generally in favor of vaccinations. In these 4 out of 28 (14%) instances, participants made recommendations based on their opinions. More-skilled Web users made recommendations based on inference-relevant cues in only 2 of 28 (7%) instances. For example, 1 participant referred to rare side effects as a reason to get vaccinated: “According to Wikipedia I would get
vaccinated...the side effects are not that bad after all.” In all other instances, participants reasoned about the online information but did not arrive at a conscious plan of action or recommendation.

Discussion

This study described the impact of Web-use skill differences on (1) user attitudes, (2) technical skills, and (3) cognitive search and evaluation strategies during online health information searches. After summarizing the results, we will present first hypotheses concerning interventions that, based on our findings, may facilitate the search for good-quality online health information.

First, both more- and less-skilled Web users were hesitant to use the Internet when making medical decisions, although for different reasons. Whereas poorly skilled Web users were concerned about managing data quantity, more-skilled users were concerned about its quality. However, once participants accessed online information, concerns about data quality vanished, independent of skill level. This suggests that, independent of actual Web-use skills, support interventions should focus on Web users’ search implementation and site selection efforts.

Second, in terms of technical skills, skilled Web users effectively implemented and filtered information according to search intentions and data sources (eg, patient blog versus health forum). Less-skilled users had difficulties translating search intentions into search terms. Although they intended to search for relevant keywords on search engine result pages, less-skilled users were easily distracted by interesting but query-unrelated information, therefore often depending on coincidental findings. Again, this suggests that interventions should focus on search implementation and site selection efforts, in particular for users with poor Web-use skills.

Third, both cohorts evaluated search results based on consistency, although in different ways. Whereas most skilled Web users stopped a search once they found the first website providing the contents they were looking for, most less-skilled users posed less-specific queries and trusted information that was consistent with their health beliefs. Neither cohort systematically identified the quality of the retrieved information. This confirms studies suggesting that Web-use skills are necessary but not sufficient to guarantee access to and use of good-quality health information [27].

Limitations

The current study has several limitations. First, given that our aim was to account for qualitative differences in online health information seekers’ attitudes, technical skills, and cognitive strategies, we were able to observe only a small number of individuals, which, in turn, limited our ability to identify meaningful differences at a more fine-grained level. Thus, as an observational and qualitative study, our work should be followed up with controlled experiments and larger sample sizes. Second, the degree of distrust toward online information may be specific to German health information seekers given that Germany has a universal health care system, and visiting and asking his or her doctor questions usually does not incur any costs for the patient. Future studies should corroborate our findings related to attitudes toward online information in different cultures and health care systems. Third, we used demographic and Internet-specific variables to identify reliable differences in Web-use skill. However, age and educational differences between cohorts also imply differences in prior exposure to and understanding of health issues, which may have equally affected the observed distribution of search and evaluation strategies across cohorts (see Table 4). Future studies should clarify whether older Web users mainly search to confirm a priori opinions based on richer health experiences or to compensate for poor Web-use skills. Fourth, although we carefully designed the scenarios to match common search motivations (see Table 1), they may have seemed irrelevant to some of the participants. Thus, our findings may differ from online behavior motivated by real health concerns. Also, the researcher conducting study sessions was careful to let participants know they had all the time they wanted to search. However, we cannot preclude that her presence might have affected participants’ online behavior.

Implications

Based on the findings, we summarized avenues for interventions in Table 5, which we elaborate in turn. To prevent inequalities in terms of data access, interventions should focus on improving people’s basic Web-use skills. A particular focus of these interventions should be skills related to search implementation and site selection efforts. To help people identify good-quality information independent of Web-use skills and simple stopping rules, search engine results should be visually labeled according to quality criteria.

### Table 5. Avenues for interventions based on findings related to Web-use skill differences.

<table>
<thead>
<tr>
<th>Finding</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less-skilled health information seekers are concerned with managing data quantity.</td>
<td>Specify search terms and information categories to be searched for or use natural language phrases.</td>
</tr>
<tr>
<td>Less-skilled health information seekers pay little attention to information source when selecting websites.</td>
<td>Restrict search results to trusted sites by adding the command “site:” to queries.</td>
</tr>
<tr>
<td>Most health information seekers stop searching after finding a first piece of evidence satisfying search intentions, without cross-referencing.</td>
<td>Use multiple tabs in a browsing window to facilitate comparison of search engine results.</td>
</tr>
<tr>
<td>Web-use skills are not sufficient to guarantee access to and use of good-quality health information [27].</td>
<td>Visually label search engine results according to quality criteria.</td>
</tr>
</tbody>
</table>
Specify Search Words

Less-skilled users stated information overload as a major obstacle to using the Internet. Skilled Web users concatenated two or more search terms to specify the topic (eg, a medication) and the information category (eg, side effects) they were looking for. Specifying search intentions helped them constrain search results and avoid unrelated information. A similar effect was achieved by 2 less-skilled participants who entered whole natural language phrases instead of search terms (eg, “What are the side effects of ezopiclone?”). This intuitive strategy may be appropriate for users with low Web-use skills, helping them translate search intentions into targeted queries.

Restrict Search to Trusted Sites

Less-skilled participants paid little attention to information source when selecting websites. To avoid low-quality evidence, users may add the “site:” command to search terms (eg, “search term site: Netdoktor,” “search term site: NIH”), which yields results stemming exclusively from the identified website, circumventing the need to identify trustworthy sites from a plethora of options.

Use Multiple Tabs to Compare Findings

Neither cohort systematically cross-referenced online information. However, 2 of the skilled participants’ navigation strategies may provide a remedy. Moving from sequential to parallel browsing, they opened several websites they considered relevant, each in a new tab, and then compared contents. The parallel browsing function may facilitate cross-referencing behavior.

Visually Label Search Engine Results

Both cohorts used simple search and stopping rules. They consulted only a few links and stopped searching once they retrieved the first piece of information that was consistent with their search intentions. Thus, one way to facilitate access to good-quality information independent of Web-use skill level is to visually structure result rankings according to quality criteria. Although search engines may use quality criteria to rank order search results, it is currently difficult to assess which of the displayed search results link to good-quality information. In 2010, Google USA partnered with the US National Institutes of Health (NIH) to change this situation [28]. When users of Google.com search diseases or selected medications, the first and visually separated result links to an NIH-sponsored website. Alas, similar ventures do not yet exist for search algorithms in other countries. In Germany, for example, searching for brand name drugs on Google yields links to pharmaceutical companies, industry-sponsored websites, or advertising. A visual acknowledgment of the quality structure underlying search results assures that the first information that health information seekers come across and select is from high-quality sources. Given that results delivered by branded search engines are generally trusted [8], this increases the chances for Web users to find good-quality online information, independent of Web-use skills or the use of simple cognitive strategies.
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Abstract

Background: Adherence to childhood immunization schedules is a function of various factors. Given the increased use of technology as a strategy to increase immunization coverage, it is important to investigate how parents perceive different forms of communication, including traditional means and text-message reminders.

Objective: To examine current forms of communication about immunization information, parents’ satisfaction levels with these communication modes, perceived barriers and benefits to using text messaging, and the ideal content of text messages for immunization reminders.

Methods: Structured interviews were developed and approved by two Institutional Review Boards. A convenience sample of 50 parents was recruited from two local pediatric clinics. The study included a demographics questionnaire, the shortened form of the Test of Functional Health Literacy for Adults (S-TOFHLA), questions regarding benefits and barriers of text communication from immunization providers, and preferred content for immunization reminders. Content analyses were performed on responses to barriers, benefits, and preferred content (all Cohen’s kappas > 0.70).

Results: Respondents were mostly female (45/50, 90%), white non-Hispanic (31/50, 62%), between 20–41 years (mean = 29, SD 5), with one or two children (range 1–9). Nearly all (48/50, 96%) had an S-TOFHLA score in the “adequate” range. All parents (50/50, 100%) engaged in face-to-face contact with their child’s physician at appointments, 74% (37/50) had contact via telephone, and none of the parents (0/50, 0%) used email or text messages. Most parents were satisfied with the face-to-face (48/50, 96%) and telephone (28/50, 75%) communication. Forty-nine of the 50 participants (98%) were interested in receiving immunization reminders by text message, and all parents (50/50, 100%) were willing to receive general appointment reminders by text message. Parents made 200 comments regarding text-message reminders. Benefits accounted for 63.5% of comments (127/200). The remaining 37.5% (73/200) regarded barriers; however, no barriers could be identified by 26% of participants (13/50). Parents made 172 comments regarding preferred content of text-message immunization reminders. The most frequently discussed topics were due date (50/172, 29%), general reminder (26/172, 26%), and child’s name (21/172, 12%).

Conclusions: Most parents were satisfied with traditional communication; however, few had experienced any alternative forms of communication regarding immunizations. Benefits of receiving text messages for immunization reminders far outweighed the barriers identified by parents. Few barriers identified were text specific. Those that were, centered on cost if parents did not have unlimited texting plans.
**Introduction**

Adherence to childhood immunization schedules is likely a function of various factors, including parents’ health literacy skills [1-6], immunization knowledge [7,8], and perceived quality of patient–provider communication [9]. Other aspects of immunization communication, including parents’ preferences and perceived barriers, may also influence adherence to childhood vaccination schedules.

Understanding immunization communication from the parents’ perspective should help researchers and practitioners identify specific problems and needs, which might vary among groups. For instance, there is some indication of knowledge gaps among low-income mothers regarding vaccinations, the intended purposes of these immunizations, and appropriate vaccination schedules [7,8]. Determining what these and other parents’ preferences are for receiving vaccination information, as well as identifying perceived communication barriers and needs, might help researchers and practitioners design more effective interventions.

It is possible that certain aspects of communication influence adherence to vaccination schedules. For instance, a recent study [10] investigated the relationship between parents’ health literacy skills and their children’s vaccination status. Early vaccination status did not show a significant association; however, the findings indicated a significant difference in vaccination status at 3 months and 7 months of age. These results highlight the importance of health literacy skills for subsequent vaccinations. Although beyond the scope of the study [10], questions remain about the extent that immunization communication (including appointment reminders) played a role, and whether specific aspects of immunization communication influenced the study results.

Traditionally, medical providers have used face-to-face interaction, pamphlets or handouts, and vaccination appointment reminders (eg, phone calls) as forms of immunization communication [11,12]. The use of technology to provide information, particularly vaccination appointment reminders, has increased over the past few years to include computer-generated auto-dialer phone calls, automated letters and postcards [11], and email reminder programs [12,13]. More recently with the passage of the Meaningful Use rule [14], medical providers with electronic health records (EHRs) are exploring issuing health maintenance reminders. Some success has been found with EHRs in capturing vaccination opportunities in a pediatric population [15] and issuing influenza reminders in older adults [16].

Another use of technology for communicating immunization information is mobile phone text-messaging systems, known as short message services (SMS). While mobile phones are a common commodity across age, gender, and socioeconomic groups [17], SMS-based interventions are in various stages of development and use. Immunization reminders delivered by text-message interventions have shown promising results in some populations [18]. Although some studies have found support for text-message programs from parents of teens [19-22], others have found mixed reactions from medical practitioners [23] as well as organizational barriers and logistical issues that need to be addressed [24].

The impact of text-message reminders on adherence to childhood vaccination schedules continues to be explored. More information is needed to inform the researcher and practitioner of the parents’ perspectives regarding this communication form, preferences they might have, and how text messaging might influence adherence to childhood vaccinations. The current study aims to address this gap.

The purpose of this study is to explore immunization communication utilizing text messages from the parents’ perspective. Because it is critical that children are vaccinated as early as possible in order to avoid vaccine-preventable diseases [10], understanding what might work best from the parents’ viewpoint would be helpful. The findings will contribute to timely and beneficial use of translational immunization and technology research to address adherence to childhood immunization schedules.

**Methods**

As part of a feasibility study to determine acceptance among parents of text messages for child immunization reminders, a series of parent interviews were developed and approved by two local Institutional Review Boards. The interview guide was developed by a team with expertise in the areas of pediatric infectious disease, health communication, health disparities, community psychology, and human factors psychology. The guide included informed consent, a 10-item demographic survey, a script of interview questions, and the shortened form of the Test of Functional Health Literacy for Adults (S-TOFHLA) [25].

A convenience sample of parents was recruited from two local group practice pediatric clinics. Parents were informed about the study by the receptionist or nurse at the clinic. If interested, they filled out a form with contact information. The research team conducted a preliminary phone screening of the parent to ensure eligibility criteria were met. Eligibility criteria included: (1) parent or caregiver of a child age < 2 years; (2) adult (≥ 18 years); (3) use a mobile phone for sending and receiving text messages; (4) English speaking; and (5) able to provide informed consent. Parents with valid contact information who met the inclusion criteria (71/95; 75%) were scheduled for a 30–45 minute in-person interview at the medical school. All interviews were scheduled within 1 week of the screening call. Of the 71 appointments made, 30% (21/71) were no-shows. All participants received a US $35 gift card at the conclusion of the interview to cover time and travel costs.
After obtaining informed consent, a self-report demographic survey was administered. The 10 questions were in multiple-choice format, based on the Centers for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System (BRFSS) questionnaire [21]. Interview questions included experience level with technology and current usage patterns, willingness to receive text messages from their child’s medical providers, and perceived barriers. All questions were open-ended, except relationship to technology (used a 6-point scale) and satisfaction with current communication types (used a 4-point scale). For these questions, participants were given a card with their response options.

Specific objectives were to examine the most prevalent forms of communication about immunization information, parents’ satisfaction levels with these communication modes, and perceived barriers and benefits to using a novel form of communication—text messaging. Participants also provided content ideas for what the text messages should read. Following these interview activities, a follow-up study was performed to identify optimal text message content and comprehension of sample text messages. These procedures are described elsewhere [21].

**Health Literacy Assessment**

The S-TOFHLA [25] was administered to consenting parents/guardians. Participants completed the 36-item S-TOFHLA, which takes up to 7 minutes to administer and has both normal and large print versions. Scoring results range from 0 to 36; participants are categorized as having adequate health literacy if their S-TOFHLA score is 23–36, marginal health literacy if their score is 17–22, and inadequate health literacy if their score is 0–16. The S-TOFHLA consists of two sections: instructions for preparation for an upper gastrointestinal (GI) series and a Medicaid application [25]. The Gunning Fog readability levels are 4.3 and 10.4, respectively. The passages are set up using a modified Cloze procedure, where approximately every 6th word has been removed.

**Statistical Analysis**

All data were entered into Statistical Package for the Social Sciences (SPSS) 17.0. Frequencies and percentages are reported for categorical data; means and standard deviations are reported for continuous data. In addition, content analysis was performed on the open-ended item responses. Participant respondents were counted and quantified for reporting.

The two questions regarding barriers and benefits of text message-based reminders used emergent coding [26]. This method allows the content itself to determine the categories. Two investigators independently reviewed the content and compiled a list of emerging themes. Next, they compared lists and reconciled any differences in order to develop a final list. The investigators confirmed the reliability (Cohen’s kappa > 0.70) of the results. For the question regarding advantages of using text messaging for reminders, 4 categories were identified and 4 categories were also identified for the question regarding barriers.

To assess responses to the question regarding the type of content text-message reminders should include, a priori categories determined by an expert panel were used. There were 16 named content categories plus 1 “other” category. Participant comments were assigned to one of the 17 categories by two researchers independently coding the responses. The investigators confirmed the reliability (Cohen’s kappa > 0.70). Discrepancies were corrected by consensus. Frequencies of individual categories were computed.

**Results**

Demographically, the majority of respondents were female (45/50, 90%), white non-Hispanic (31/50, 62%), married (20/50, 40%) or members of an unmarried couple (14/50, 28%), with one or two children (range 1–9). Participant age ranged from 20 to 41 years with a mean age of 29 years (SD 5). Most (28/50, 56%) completed 1–3 years of college and 40% (20/50) described their jobs as “employed for wages” with an annual income (from all sources) below US $20,000 (30/50, 60%). Nearly all participants (48/50, 96%) had an S-TOFHLA score in the “adequate” range. One participant’s health literacy level (1/50; 2%) was identified as “marginal” and another (1/50, 2%) had an “inadequate” score.

Regarding current communication with their child’s physician, all (50/50, 100%) parents engaged in face-to-face contact at the appointments, 74% (37/50) reported communication via telephone, and none of the parents (0/50; 0%) reported using email or text communication. Parental satisfaction with each communication type is illustrated in Figure 1.

Parents reported obtaining the majority of information about immunizations for their child at doctor’s appointments (39/50, 78%); in mailings from the Health Department, Women, Infants and Children program, or Medicaid (12/50, 24%); in mailings from their child’s doctor’s office (11/50, 22%); or the Internet (5/50, 10%). When asked how they know when it’s time to schedule their child’s immunizations, the majority of parents reported being told at their child’s previous appointment and having to remember (38/50, 76%). For older children (> 1 year) some parents relied on memory cues based on their child’s birthday or annual appointment (5/50, 10%) and others relied on the school to let them know (4/50, 8%). One father (1/50, 2%) admitted that his child’s “mommy takes care of that” and if he were on his own he would have no idea what the schedule was.

Almost every participant (49/50, 98%) was interested in receiving immunization reminders by text message and 100% (50/50) were willing to receive general appointment reminders. In addition, 60% (30/50) would be willing to receive lab results by text—although several respondents wanted “only the good results by text, anything bad they should just, like send one that said ‘Lab results are in, please call.’ ” Other suggestions included alerts, such as relating to either benefits (127/200, 63.5%) and follow-up texts after acute care (2/50, 4%).

For the content analysis, 200 individual comments were coded as relating to either benefits (127/200, 63.4%) or barriers (73/200, 36.5%). Parent comments suggesting benefits of text-message reminders fell into 4 emergent categories:
technology, convenience, communication, and general positive
(see Table 1). The largest category of comments was
“technology” (47/127, 37.0%). Many comments in this category
drew a dislike for talking on the phone or checking
the barriers to text-message reminders had 4 emergent
categories: technology, none identified, communication, and
other. “Technology” was also the largest category regarding
barriers comments (43/73, 59%). Many of these comments
addressed barriers such as if a phone was turned off or lost,
while a few comments centered on cost if parents utilized
pay-per-text programs. Over ¼ of participants (13/50, 26%)
could not identify any barriers. The next most common barrier
identified involved communication, with 9 of the 73 comments
(12%).

Table 1. Content analysis of participant comments (N = 200) about benefits and barriers to text message reminders.

<table>
<thead>
<tr>
<th>Category and emergent themes</th>
<th>Definition</th>
<th>Freq (%)</th>
<th>Examples of comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td>The speed with which information is available, ability to link to other systems/calendars, or other comments related to cellular phone technology.</td>
<td>47 (37.0)</td>
<td>“Text doesn’t waste time and minutes like a phone call,” “You can put it right into appt book in phone,” and “Text will come through later if in bad reception where a phone call won’t.”</td>
</tr>
<tr>
<td>Convenience</td>
<td>Information related to the ease or timeliness of receiving reminders.</td>
<td>35 (27.6)</td>
<td>“Easier,” “quick,” “convenient,” and “I can lock it and go back and check it later.”</td>
</tr>
<tr>
<td>Communication</td>
<td>Includes preferences for, or avoidance of, specific avenues of communication.</td>
<td>23 (18.1)</td>
<td>“Saves time versus phone conversations,” “I respond more to a text,” and “I don’t always check missed calls, but I do check missed texts.”</td>
</tr>
<tr>
<td>General positive</td>
<td>Comments regarding the benefits or the usefulness of reminders in general.</td>
<td>22 (17.3)</td>
<td>“A reminder is good” and “I’m forgetful so I’ll have a written reminder.”</td>
</tr>
<tr>
<td>Barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td>Comments related to costs, lack of text capabilities, or not being technology-savvy.</td>
<td>43 (58.9)</td>
<td>“You might get charged for text if you don’t have the unlimited plan,” “Turned off phones,” and “Text not working or delayed.”</td>
</tr>
<tr>
<td>None identified</td>
<td>Participant was unable to come up with any negatives to using text messaging.</td>
<td>13 (17.8)</td>
<td>“None,” “none for me,” or “no problems.”</td>
</tr>
<tr>
<td>Communication</td>
<td>Concerns regarding ability to understand text content, its limited characters, the use of abbreviations, or being provided inaccurate information.</td>
<td>9 (12.3)</td>
<td>“Accuracy,” “punctuation,” and “Parents might not understand the text if they don’t know a lot about immunizations.”</td>
</tr>
<tr>
<td>Other</td>
<td>Any item not appropriate for one of the above categories.</td>
<td>8 (11.0)</td>
<td>“Doctor’s office might get overwhelmed with texts coming in” and “forgetting about it.”</td>
</tr>
</tbody>
</table>

Finally, parents were asked to think about the content they would like to see in a text-message immunization reminder (see Table 2). These responses were categorized based on a priori categories. The most commonly identified information expected was “date immunizations are due.” The second most frequent response category was “other.” The majority of comments in this category included suggestions of using simple, easy-to-understand language or suggestions of what “not” to include. The only item that fell into the other category that was informational content was doctor’s office location, which was identified by 10% (5/50) of parents.
Table 2. Frequency of participant comments (N = 172) about preferred text message immunization reminder information.

<table>
<thead>
<tr>
<th>Category (a priori)</th>
<th>Example</th>
<th>Freq (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date immunizations are due</td>
<td>“When appointment is,” “Appointment tomorrow at 9:15;” “When shots are due.”</td>
<td>50 (29.1)</td>
</tr>
<tr>
<td>Other information</td>
<td>“Location” and “Use numbers—9 months vs nine months.”</td>
<td>31 (18.0)</td>
</tr>
<tr>
<td>General reminder</td>
<td>“Immunization due soon” and “Time to schedule an appointment for shots.”</td>
<td>26 (15.1)</td>
</tr>
<tr>
<td>Child’s name</td>
<td>“Which child” and “Name of child.”</td>
<td>21 (12.2)</td>
</tr>
<tr>
<td>Name of vaccine</td>
<td>“What type of shot” and “Names of vaccines.”</td>
<td>16 (9.3)</td>
</tr>
<tr>
<td>Clinic number</td>
<td>“Phone number for the Doctor” and “If questions contact at this number.”</td>
<td>11 (6.4)</td>
</tr>
<tr>
<td>Child’s age</td>
<td>“Time frame—like 6 month immunizations” and “Baby’s age.”</td>
<td>9 (5.2)</td>
</tr>
<tr>
<td>Doctor’s name</td>
<td>“Doctor’s name” and “Dr. [name].”</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>Number of shots</td>
<td>“How many shots.”</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Name of vaccine-preventable disease</td>
<td>“What the shot prevents.”</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Side effects</td>
<td>“Side effects so you can be prepared for after the appointment.”</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>What the disease can do to my child</td>
<td>“Risks of the disease.”</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Full immunization schedule</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>How the disease spreads</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Total number of specific vaccine needed</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Who is at risk?</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Where your child is in the specific vaccine series</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Parent (N = 50) satisfaction with current communication methods with child’s health care provider.
Discussion

The purpose of this study was to explore immunization communication among parents to better understand how adherence to childhood vaccinations can be addressed. Specifically, we wanted to identify the most prevalent forms of immunization communication, examine parents’ satisfaction with these communication modes, and—because of the increased use of mobile phone text immunization reminders—explore perceived barriers and benefits to using text messaging.

Parents in our study were most likely to receive communication about immunization information face-to-face at the pediatrician’s office. Most parents were satisfied with this form of communication; however, few had experienced any alternative forms of communication regarding immunizations. Parents indicated less satisfaction with telephone than face-to-face communication. Although several parents reported receiving mailers from their child’s physician, no parents reported email or text message communication. This is consistent with results from a recent survey of physicians conducted in the same metropolitan area. In that study, Chesser et al [27] found that none of the responding pediatricians or family physicians were using email or text messaging to convey immunization reminders to parents; in addition, these physicians were divided in their opinions of the appropriateness of sending text messages to parents [23].

Parents, on the other hand, were interested in receiving text message communication from their child’s physician. This may indicate that text messaging is considered a form of constructive communication from physicians, as suggested by Raine et al [28]. In fact, all participants were willing to receive text-message reminders for general appointments. One mother did not wish to receive immunization-specific text reminders; she reported her child was on an “alternative” immunization schedule, but would not share any more detail on what that meant.

Parents were able to identify nearly twice the benefits to receiving text messages as barriers, and most of the barriers identified were not text specific. For example, many comments addressed barriers such as if a phone was turned off or lost which would also apply to phone calls or voicemails to mobile phones. Most of the comments that could be applied exclusively to text messaging seemed centered on cost if parents did not have unlimited texting plans. However, these comments were meant generally and did not necessarily apply to the participant making them. Several parents who had unlimited text messaging capabilities stated, “It might get expensive for people who have to pay for each text.” This barrier is not insurmountable as a recent survey of low-income parents found 81% of the 167 parents with text messaging had an unlimited text plan [19].

The second most common barrier identified was communication. This is not surprising as discrepancies between physicians and patients in general literacy levels can result in misunderstanding of written handouts and have resulted in efforts to rewrite materials to improve their usefulness to patients [29]. Whereas health literacy is one explanation for poor patient understanding of medical information, determining who has low health literacy presents a challenge to physicians. Physicians can enhance understanding by assessing health literacy at new patient visits, refraining from use of medical terminology, drawing a picture, limiting information, assessing understanding using a teach-back method, and being respectful and sensitive in order to empower patients [30,31].

In the current study, we first asked parents to free-associate the content they would like to see in a text-message reminder and later, in the follow-up study, we asked them to organize cards with sample content into critical, clarifying, or unnecessary information to include in a text message [21]. The top 6 critical content items selected from the card sort were in the same categories mentioned by interviewed parents as content they would like to see in a text-message immunization reminder. This suggests some reliability in the responses given by parents.

In addition, these results were consistent with other published studies [20,22]. As with these previous studies, participants in the current study suggested that the information be short, simple, and personalized. One item we had not anticipated was the importance of the clinic address to parents. This information may be most important to include in reminders for the initial immunization appointment or for certain populations and should be further investigated.

It is important to remember that the limitation of text messages to 160 characters also limits the information that can be conveyed with this technology. While text-message immunization reminders may have the capability to enhance parental understanding of immunization schedules, this is probably not the most appropriate mode to address parents’ attitudes, knowledge, and trust regarding vaccines. Wu et al identified knowledge gaps in mothers’ understanding of vaccinations and suggested mothers would benefit from discussions regarding risks and benefits of vaccines during prenatal care [32].

Limitations

While this study was important for understanding immunization communication from parents’ viewpoints, there are limitations that should be considered. First, self-reported preferences, behaviors, and experiences might be an issue as some parents may have inaccurately responded to interview questions. Socially desirable responses might have impacted the results.

Generalizability of the study findings might also be an issue due to the small sample size. Participating parents came from a single Midwestern urban city, had relatively high education and health literacy levels, spoke only English, and were proficient with text messaging. Thus, participants in this study might not have been representative of most parents, even in the targeted city. Further research is needed to examine immunization communication in larger samples and among diverse groups of parents. Results might differ among those with less text messaging experience, marginal or low health literacy, and varied ethnicity [20] and language.

Conclusions

The goal of this study was to provide information that will lead to the development of parental interventions and programs to help improve adherence to childhood immunization schedules. The research findings are being used to design an intervention
versus control model to be used in a future study assessing impact of text messages on vaccine schedule compliance. Based on the premise that children’s health is influenced by various parental factors, including parents’ health literacy skills, knowledge, and perceptions of patient–provider communication about immunization information, these results may be used to help providers and researchers effectively promote early adherence, services, and immunization programs directly to parents.

**Practice Implications**

While other studies have assessed whether various types of immunization reminders improve immunization rates [33] more information is needed. Limited information existed regarding what communication methods were preferred and what issues might exist according to parents. With the increased use of text messaging as a form of communication, it was important to know whether this was a viable form of immunization communication with parents. The current study addressed these needs and provided greater understanding of immunization communication from the parents’ perspective. The findings provide a basis for further research and text-message interventions that could address adherence to childhood immunization schedules.

The findings of this study and others [19-22] suggest an overwhelming support for text-message immunization reminders from parents who utilize text messaging. Text messaging may not only be a viable tool for increasing immunization compliance in children, but may actually be the preferred tool of some subgroups of parents. In general, physicians should consider utilizing advances in SMS-based technology to enhance communication regarding immunizations—a benefit seen in other health promotion programs including diabetes management [34] and weight loss [35].
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Abstract

Background: The recent growth of positive psychology has led to a proliferation in exercises to increase positive thoughts, behaviors, and emotions. Preliminary evidence suggests that these exercises hold promise as an approach for reducing depressive symptoms. These exercises are typically researched in isolation as single exercises. The current study examined the acceptability of several multi-exercise packages using online dissemination.

Objective: The purpose of this study was to investigate methods of dissemination that could increase the acceptability and effectiveness of positive psychology exercises. To achieve this goal, we compared the use of positive psychology exercises when delivered in packages of 2, 4, or 6 exercises.

Methods: Self-help–seeking participants enrolled in this study by visiting an online research portal. Consenting participants were randomly assigned to receive 2, 4, or 6 positive psychology exercises (or assessments only) over a 6-week period. These exercises drew from the content of group positive psychotherapy. Participants visited an automated website that distributed exercise instructions, provided email reminders, and contained the baseline and follow-up assessments. Following each exercise, participants rated their enjoyment of the exercise, answered how often they had used each technique, and completed outcome measures.

Results: In total, 1364 individuals consented to participate. Attrition rates across the 2-, 4-, and 6-exercise conditions were similar at 55.5% (181/326), 55.8% (203/364), and 52.7% (168/319) respectively but were significantly greater than the attrition rate of 42.5% (151/355) for the control condition ($\chi^2_3 = 16.40, P < .001$). Participants in the 6-exercise condition were significant more likely than participants in the 4-exercise condition to use both the third ($F_{1,312} = 5.61, P = .02$) and fourth ($F_{1,313} = 6.03, P = .02$) exercises. For 5 of the 6 exercises, enjoyment was related to continued use of the exercise at 6-week follow-up ($r^{'s} = .12$ to .39). All conditions produced significant reductions in depressive symptoms ($F_{1,656} = 94.71, P < .001$); however, a significant condition by time interaction ($F_{3,656} = 4.77, P = .003$) indicated that this reduction was larger in the groups that received 2 or 4 exercises compared with the 6-exercise or control condition.

Conclusion: Increasing the number of exercises presented to participants increased the use of the techniques and did not increase dropout. Participants may be more likely to use these skills when presented with a variety of options. Increasing the number of exercises delivered to participants produced a curvilinear relationship with those in the 2- and 4-exercise conditions reporting larger decreases in depressive symptoms than participants in the 6-exercise or control conditions. Although research generally offers a single exercise to test isolate effects, this study supports that studying variability in dissemination can produce important findings.

(J Med Internet Res 2012;14(3):e63) doi:10.2196/jmir.1850
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Introduction
Depression is a major global public health issue affecting approximately 121 million people worldwide, a higher prevalence than any other mental disorder [1]. Costing an estimated US $43 billion per year in treatment, depression is the leading cause of disability and lost productivity worldwide [2]. Furthermore, depression is a chronic disease; once an individual has experienced his or her first episode, he or she is 2 to 3 times more likely to experience subsequent episodes [3]. The extent of the depression epidemic is furthered by an additional proportion of the population reporting depressive symptoms that do not meet criteria for a major depressive episode. Mild to moderate depressive symptoms are at least as prevalent as major depressive disorder, and many individuals with subthreshold depressive symptoms experience substantial functional impairment [4,5]. Furthermore, subthreshold symptoms are a strong risk factor for developing major depression in the future [6].

A growing awareness of the burden caused by major depression and impairment due to subclinical symptoms has fostered interest in strategies that promote mental health in individuals before they have experienced full episodes of major depression. One promotion strategy, highlighted by positive psychology, is to improve mental health by increasing the frequencies of positive emotions, behaviors, and cognitions rather than targeting negative emotions and thoughts. Furthermore, the burden of depression might also be reduced through developing nontraditional methods of disseminating mental health treatments to increase access to these treatments. The Internet is one such method to help deliver empirically validated treatments to a broader audience. This study combines these strategies and nontraditional methods of dissemination into a single investigation of positive psychology techniques disseminated through an Internet-based system.

The Potential of Positive Psychology
Positive psychology focuses on factors that help promote optimal well-being and investigates the functional consequences of these states [7]. A recent theory by Seligman proposes five pathways to well-being: positive emotions, engagement, relationships, meaning, and achievement [8]. Seligman posits that these pathways are unique predictors of well-being, each of which people pursue and value in their own right.

However, these pathways are linked not only to higher levels of self-reported psychological well-being but also to tangible functional benefits. Experimental and longitudinal studies have found that increased positive emotions lead to social, occupational, and health benefits [9]. Gratitude, for example, promotes both the formation and the upkeep of friendships [10]. Correlational evidence links higher reported focus on engaging and meaningful activities to greater occupational success and higher incomes [11]. Consistent findings suggest that stronger social relationships reduce mortality and help us cope with life stressors [12].

Furthermore, psychological well-being in general, and positive emotion in particular, appear to promote meaning-making in stressful situations, which in turn leads to more effective coping [13]. In a study examining the role of positive emotions in psychological resilience, individuals who experienced positive emotions in the weeks immediately following September 11th were less likely to experience increased depressive symptom levels, controlling for baseline symptoms [14]. Even more interestingly, a recent study showed that increased psychological well-being is a significant protective factor from the occurrence of future episodes of major depression [15]. Indeed, this effect remained even when controlling for baseline levels of depressive symptoms, suggesting that positive mental health is different from merely the absence of psychological distress [16]. Thus, increasing well-being might not only increase positive factors but also reduce negative states and psychopathology.

Positive Psychology Interventions
A variety of researchers and practitioners have translated theories and findings based on positive emotions, well-being, and interpersonal functioning (ie, gratitude, kindness, positive responding, and savoring) into cognitive and behavioral practices deemed positive interventions. The most common outcome measures used to evaluate these interventions reflect aspects of subjective well-being and include increasing cognitive evaluations (such as life satisfaction or happiness), promoting positive emotions, and decreasing negative emotions (or reducing depressive symptoms).

In one of the first empirical investigations of an intervention aimed to increase happiness, Fordyce provided college students with a course that taught participants to mimic the behaviors of happy people [17]. These skills included behavioral recommendations such as increasing physical and social activity and cognitive strategies such as reducing one’s expectations and cultivating a present-focused orientation. This course led to significant improvements in happiness compared with a placebo control condition. More recent research has focused on isolating individual factors and delivering single interventions. A selection of individual exercises with various targets (gratitude, strengths, and reminiscence) are reviewed below.

Gratitude
Gratitude is an emotion related to the reflection on something good that has happened and an acknowledgment of who or what was responsible. As previously mentioned, higher levels of gratitude are linked to improved relationships and coping with stressors [10,14]. One exercise designed to increase gratitude asks participants to reflect each day on three good things that happened by writing these things down in a journal [18]. College students who noted good things reported increased levels of positive affect, increased levels of exercise, better sleep quality, and fewer physical symptoms compared with a control condition where participants wrote about daily hassles. A further investigation of gratitude journaling found that participants benefited more when completing longer weekly entries as opposed to shorter more frequent entries [19]. These results
suggest that although even brief techniques can benefit individuals, the strategies must push participants to make large enough changes to be different than their typical routine.

One study comparing five different positive psychology exercises head-to-head used two different gratitude-boosting strategies [20]. One was a replication of gratitude journaling that also asked participants to reflect on the cause of the positive event, and the other required participants to write a gratitude letter to someone that they never had a proper chance to thank and to schedule a “gratitude visit” to read the letter to the respondent. Participants completed each exercise for one week and were followed for six months afterwards. The gratitude visit produced the largest initial gains in happiness; however, at three months, these participants were no happier than they had been at baseline. The gratitude journaling or the three good things exercise did not display benefits for participants until one month after the intervention, but these participants maintained these gains at 3- and 6-month follow-ups.

Strengths

In addition to examining the benefits of gratitude, the previous study also examined the benefits of encouraging participants to use one of their “signature strengths.” A signature strength is based on a classification of positive characteristics of individuals that are morally valued in general, that are fulfilling, and that are trait-like [21]. In this exercise, participants complete an evaluation of their strengths that provides them with feedback as to the ranking of their individual strength profile that highlights their top five signature strengths. Participants who practiced using their signature strengths each day showed increased happiness and decreased depressive symptoms compared with participants in a placebo control group that wrote about early memories.

Reminiscence

Similar to gratitude journaling, which encourages participants to identify and note good things during each day, looking back on one’s life and reflecting on positive moments is another strategy to promote well-being. Reminiscence interventions lead to a variety of emotional benefits, especially among elderly individuals. People who tended to reflect on the positive moments of their life reported increased ability to savor life and had higher levels of positive emotions [22]. A program that encouraged people to set aside 10 minutes twice a day for one week to reflect on positive moments in their life showed that this led to improved mood compared with individuals who thought about current interests or concerns [22].

The Efficacy of Positive Interventions

Thus, various strategies can help promote individual well-being. A recent meta-analysis demonstrated that compared with control conditions, positive interventions lead to reliable and moderate boosts in well-being and improvements in depressive symptoms [23]. Although many of the interventions were brief, single intervention techniques, moderation analysis revealed higher effect sizes associated with “shotgun” approaches, that is, packages that incorporate multiple positive psychology strategies. In light of this, the way to produce the most efficacious intervention might be to combine techniques from previously validated individual exercises into an intervention package.

Positive psychotherapy (PPT) adopted this approach by drawing content from single exercises to create individual and group formats delivered by a single clinician [24]. PPT is a novel and distinct therapy technique that focuses on positive emotions, engagement, and meaning rather than targeting negative states and depressive symptoms. Individual PPT was piloted in a 14-session model for patients with a major depressive disorder recruited from a university counseling center. In a 12-week trial, individual PPT compared with eclectic counseling or eclectic counseling plus medication led to greater improvements in symptoms of depression at the end of treatment [24]. Group PPT was tested in a 6-week, 6-session model for groups of 8 to 11 mildly-to-moderately depressed university students. Compared with students assigned to an assessment-only control group, students assigned to group PPT experienced significantly greater symptom reduction and improvements in life satisfaction, and these improvements remained at the 1-year follow-up [24]. These studies indicate the feasibility of these techniques to reduce depressive symptoms in individuals with clinical and subclinical levels of depression. The design of the investigation that we report in this paper translated the individual exercises used in group PPT for online dissemination.

Other programs that have combined content from individual exercises into longer and more involved intervention packages have been delivered in a variety of settings including schools and have also been delivered to military personnel [25,26]. Although outcome studies of these programs are still pending, the reaction from participants has been extremely positive, illustrating the widespread appeal of these techniques. Disseminating these programs, however, is limited by the need to train personnel and the ability of the programs to reach others. A meta-analysis of the school-based Penn Resiliency Program found that only trials delivered by highly trained research team providers produced significant gains [27]. Improving the dissemination of these techniques should be a focus of future research. The study we report here was intended to contribute to this goal.

Taking Positive Psychology Online

The brief duration and universal appeal of these strategies make positive psychology interventions ideal candidates for online administration. In fact, one of the first empirical tests of positive psychology interventions was conducted via the Internet using a convenience sample drawn from visitors to the website linked to Seligman’s book Authentic Happiness [28]. The Internet allows dissemination of these techniques throughout the world, anywhere participants have Web access, rather than having to rely on trained professionals to provide access to these techniques. Positive psychology techniques also lend themselves to Internet research, as these techniques might be less stigmatizing than other interventions that deal with difficulties and deficits. In positive psychology exercises, participants talk about the best aspects of themselves, reflect on what is going well in their lives, and reach out to others in their social network in appreciation. The three good things exercise was even integrated into Facebook through an application that provided
users with tools to complete the gratitude journaling online and share with friends in their network [29]. Although the application was not evaluated for efficacy, availability through a Facebook application did lead to increased usage. People using the application on Facebook were roughly twice as likely to report good things compared with users of a three good things Facebook group, which is distinct from an application in that it is merely a place where people can post and has no features [29].

Researchers have also used other platforms to promote dissemination of positive psychology interventions. Several individual exercises have been incorporated into Live Happy, a positive psychology app developed for the iPhone. In a naturalistic evaluation, participants who used the app reported increases in their mood and happiness throughout a 2-week period [30]. Participants who completed more activities within the app reported larger boosts in well-being than those who used the app less frequently.

Positive psychology strategies have also been used to augment other interventions to increase usage. In a study of an online body dissatisfaction intervention, participants who completed a gratitude diary were twice as likely to complete the intervention compared with a thought-monitoring and cognitive-restructuring group [31]. This relates to the theory underlying PPT, which contends that focusing on strengths and positive emotions fosters engagement and meaning more so than other techniques. Positive psychology techniques might be more enjoyable and acceptable than other interventions. This is consistent with the overwhelming positive feedback from military and school-based positive psychology programs.

**Current Study**

Thus far, we have discussed existing positive psychology approaches and two important limitations of these approaches: feasibility (most interventions are administered in person, often by a therapist) and length (most interventions consist of a single exercise). The goal of the current study was to address both of these issues by offering a Web-based intervention that would last between 2 and 6 weeks. We aimed to systematically examine the effects of increased intervention length on adherence and efficacy, while also gaining basic usability data about the acceptability of an online positive psychology intervention that offers more than a single exercise.

The current study adapted group PPT into an online environment in order to investigate these aims. As previously stated, a meta-analysis of existing positive interventions demonstrated that longer interventions and packages with several techniques typically reported larger effect sizes. Our Web-based trial of positive interventions was designed to investigate these questions by comparing sets of 2, 4, or 6 exercises as well as an assessment-only control condition in terms of usage of the techniques (attrition and self-report) and efficacy (decreases in depressive symptoms). Exercises were drawn from group PPT and included active-constructive responding, a gratitude visit, life summary, three good things, savoring, and strengths. Table 1 provides brief descriptions of each of the exercises.

**Table 1.** Descriptions of individual exercises

<table>
<thead>
<tr>
<th>Name of Exercise</th>
<th>Description of Exercise</th>
<th>Empirical Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active-constructive responding</td>
<td>Participants learn to respond positively to good news shared by others by lengthening the conversation and helping the sharer relive the experience.</td>
<td>Gable et al, 2004 [32]</td>
</tr>
<tr>
<td>Gratitude visit</td>
<td>Participants write a letter of gratitude and read it aloud to the target of the letter.</td>
<td>Seligman et al, 2005 [20]; Seligman et al, 2006 [24]</td>
</tr>
<tr>
<td>Life summary</td>
<td>Participants write a summary of how they would want their life expressed to their progeny.</td>
<td>Seligman et al, 2005 [20]; Seligman et al, 2006 [24]</td>
</tr>
<tr>
<td>Three good things</td>
<td>Participants identify three things that went well each day and why. These good things are kept in a gratitude journal throughout the week.</td>
<td>Emmons and McCullough, 2003 [18]; Seligman et al, 2005 [20]</td>
</tr>
<tr>
<td>Savoring</td>
<td>Participants are instructed to take time to focus intently on a positive experience 2 to 3 times each day.</td>
<td>Seligman et al, 2006 [24]</td>
</tr>
<tr>
<td>Strengths</td>
<td>Participants take the Values in Action Strengths Questionnaire and receive individualized feedback about their strengths and are instructed to use one of their top five (signature) strengths each day.</td>
<td>Seligman et al, 2005 [20]; Seligman et al, 2006 [24]</td>
</tr>
</tbody>
</table>

We posited that similar to the in-person group PPT, the online administration would lead to significantly greater decreases in depressive symptoms. Furthermore, consistent with the findings of the meta-analysis of positive interventions, we predicted that participants receiving more exercises would experience greater benefits.

**Methods**

**Recruitment**

Participants were recruited through a research portal associated with the University of Pennsylvania’s Positive Psychology Center and Seligman’s book *Authentic Happiness* [28]. A link available on the websites www.authentichappiness.org and www.ppresearch.sas.upenn.edu invited interested individuals to participate in a research study on positive psychology exercises.
Study Procedures
These landing sites offered participants a variety of assessment and research opportunities. From the initial website, individuals could access and receive feedback on questionnaires assessing emotions, engagement, meaning, and life satisfaction. Those who clicked on the link for a research study on positive psychology exercises were informed that they would be randomly assigned to conditions receiving either 2, 4, or 6 positive psychology exercises or an assessment-only control condition over a 6-week period and would be asked to return to the website each week to complete assessment measures. Participants completed consent online by reading the informed consent document and providing an electronic signature.

After completing the baseline questionnaires that assessed demographics as well as mood and depressive symptoms, participants were randomly assigned to one of the four groups. Those assigned to one of the three treatment conditions received instructions for the first positive psychology exercise and were asked to practice that exercise over the course of the following week. Exercises were provided in the following fixed order: three good things, strengths, gratitude visit, savoring, active-constructive responding, and life summary. Participants in the 2-exercise condition, for example, received the first two exercises in this sequence (three good things and strengths) and were encouraged to use these exercises in the following weeks and return to the website to complete follow-up measures. Participants in the assessment-only control condition simply received a message to return the following week to complete additional assessments. Participants in all groups received email reminders each week to return to the site and complete the weekly assessments. After completion of these measures, participants received the next exercise in the sequence if allowed in their study condition.

Measures
At baseline, participants completed thorough demographics that included age, gender, ethnicity, marital status, educational attainment, income, and region (first three digits of their zip code). Participants also responded to questions regarding history of psychiatric illness and treatment. During the baseline assessment and at each weekly follow-up, participants also completed the Center for Epidemiological Studies-Depression scale (CES-D), a 20-item self-report scale designed to measure the current level of depressive symptoms [33]. The CES-D contains items assessing negative symptoms such as depressed mood (eg, “I felt depressed”) and appetite disturbance (eg, “I did not feel like eating; my appetite was poor”) as well as positive symptoms (eg, “I felt hopeful about the future”) which are reverse-coded to create a single summary scale of depressive symptoms.

Data Analyses
In order to investigate the hypotheses of the current study, we conducted chi-square tests comparing attrition rates across the four conditions. Given the high rates of attrition in Internet-based studies, we conducted analyses of the completers, that is, participants who completed the pretest and posttest measures. We used repeated measures analysis of covariance of the completers to assess changes over the 6-week intervention period in depressive symptoms across the 4 conditions while controlling for baseline levels of symptoms.

Results
Sample
Participants included all those who visited the website and consented to participate during a 20-month period from February 2007 through November 2008. Participants were predominantly women (1038/1364, 76.1%) and middle aged with a mean age of 42.38 years (SD 12.08). The largest proportion of participants lived in the United States (743/1364, 54.5%), although many participants were from other countries (621/1364, 45.5%). Most participants were married (602/1364, 44.1%), while 35.0% (477/1364) reported never having been married, and the remaining 20.9% (285/1364) were separated, divorced, or widowed. This was a highly educated sample with 77.2% (1053/1364) of participants reporting they had received a bachelor’s degree or higher. Income was generally high as 24.7% (337/1364) reported earning over US $99,000, and only 11.7% (160/1364) reported earning under US $20,000.

Attrition
Figure 1 displays the consolidated standards of reporting trials (CONSORT) diagram for the study. Of the 1364 participants who consented to participate, 1140 (83.6%), 966 (70.8%), 851 (62.4%), 770 (56.4%), 705 (51.7%), and 661 (48.4%) completed measures each week at the week 1 through week 6 assessments respectively. At the end of the 6-week assessment period, attrition rates across the active treatment conditions were similar, that is, 55.5% (181/326) for 2 exercises, 55.8% (203/364) for 4 exercises, and 52.7% (168/319) for 6 exercises, but all were significantly greater than the 42.5% (151/355) attrition rate for the control condition ($\chi^2_3 = 16.40, P < .001$).
Use of Exercises

Compliance (i.e., exercise usage) was assessed for each exercise at the 1-week assessment following its assignment and again at each of the subsequent assessments. There were no significant differences between the 6 exercises on use of the techniques. Individuals in the 6-exercise condition were significantly more likely than participants in the 4-exercise condition to use both the third ($F_{1,312} = 5.61, P = .02$) and fourth ($F_{1,313} = 6.03, P = .02$) exercises. At the end of the 6 weeks, the three active
conditions differed significantly on the number of days that the techniques were used ($F_{2,358} = 33.84, P < .001$). For the 2-exercise condition, mean usage was 6.1 days (SD 3.56); for the 4-exercise condition, mean usage was 7.94 days (SD 4.77); and for the 6-exercise condition, mean usage was 12.1 days (SD 7.36). For 5 of the 6 exercises (all of the 6 with exception of the life summary), enjoyment was related to continued use of the exercise at the 6-week follow-up ($r$'s = .12 to .39, $P$'s < .05).

**Efficacy of Exercises**

To analyze efficacy of the package of interventions, a repeated measures analysis of covariance was conducted on measures of depressive symptoms. At baseline, the average scores on the CES-D were consistent with mild-to-moderate levels of depressive symptoms (mean 16.93, SD 12.64). There were no significant differences between the groups on baseline levels of depressive symptoms; means were 16.22, 15.95, and 18.10 for participants in the 2-, 4-, and 6-exercise conditions respectively, while the mean for those in the control condition was 17.49. A significant main effect of time ($F_{1,656} = 94.71, P < .001$) demonstrates that depression scores dropped over time in all conditions. Furthermore, a significant condition by time interaction ($F_{3,656} = 4.77, P = .003$) indicates that these decreases differed across the conditions. Post-hoc Tukey HSD (honestly significant difference) tests analyzed the differences among the four conditions. These analyses showed that at the end of the intervention period, participants in both the 2-exercise condition and the 4-exercise condition reported significantly fewer depressive symptoms than those in the 6-exercise condition and numerically (but not significantly) lower than participants in the control condition. Depressive symptoms reported by participants in the 6-exercise condition did not differ significantly from those reported by participants in the control condition. Figure 2 displays mean CES-D scores by condition at each weekly assessment. Estimated marginal means in the CES-D were 12.31, 11.95, 15.89, and 14.53 for the 2-, 4-, and 6-exercise groups and control condition, respectively.

We also analyzed whether use of the exercises played a mediating role in the changes in depressive symptoms. We conducted regressions predicting changes in depressive symptoms while controlling for baseline symptoms investigating both linear and curvilinear relationships with the number of days that exercises were practiced. Neither term was significant, suggesting that the number of days of engagement did not relate to changes in depressive symptoms.

**Figure 2.** Mean CES-D scores by condition.
Discussion

The results of this study highlighted considerations regarding the implications of providing additional content to participants in Internet-based interventions. First, increasing the amount and variety of content did not lead to differences in attrition rates. Participants in the 2-, 4-, and 6-exercise conditions dropped out at roughly the same rate. Second, receiving more exercises corresponded to higher use of these exercises. Participants who received 6 exercises in total reported greater use of the gratitude visit and savoring exercises than those participants who only received 4 exercises. Furthermore, participants in the 6-exercise condition reported increased use summing across all the techniques at follow-up. Participants in the 6-exercise condition did report decreases in depressive symptoms after completing the interventions; however, they did not differ in reduction of depressive symptoms compared with those in the control group. Participants who received 2 or 4 exercises, on the other hand, both experienced significant reductions compared with participants in the control group and those in the 6-exercise condition. This suggests a curvilinear relationship such that some exercises are better than none but that 6 exercises was associated with fewer gains.

The main aim of this study was to translate a previously validated package of positive psychology exercises for online dissemination. Indeed, in this study, participants who, on average, experienced mild-to-moderate depressive symptoms at baseline did experience reductions in depressive symptoms. A further aim of this study was to evaluate a dose-response relationship to determine if receiving more elements of the intervention led to differences in adherence or efficacy. Increasing the content delivered to participants did not reduce rates of follow-up and corresponded to increases in reported rates of usage of the strategies taught through the intervention. This result might be because increasing the number of choices given to someone will increase the likelihood that he or she will find an exercise (or several exercises) that is a good fit and thus continue to use the technique.

Despite other research that has demonstrated a relationship between adherence to the intervention and efficacy [34,35], this study found that participants who received less content actually made larger gains than participants who received more content. This did not support our hypothesis that providing more exercises would lead to increased benefits. Instead, the results demonstrate a more complex relationship between the amount of content delivered and efficacy of the set of techniques. It might be that increasing the diversity of exercises leads to participants splitting their time among the techniques and not focusing on any of the techniques long enough to benefit substantially.

This finding, if replicated, provides the most constructive advice for those interested in creating and disseminating Internet-based interventions: do not overwhelm the participants. Past research in positive psychology interventions has found that variety is an important moderator of intervention gains and that several techniques are more effective than a single technique [23,36]. In one such study, participants who were allowed to vary acts of kindness from a previously specified list over a 10-week period received greater gains in happiness compared with participants who were required to repeat the same acts of kindness each week [36]. Consistent with the results of the current study, however, participants who were allowed complete freedom to create new acts each week actually did worse than those who varied the acts but used the previously generated list.

These findings taken together indicate that increasing content might provide additional skills and tools to participants up to a point. But after this point, participants might not know which tools to use when or might become overwhelmed by the number of choices afforded to them. Indeed, the vast literature on choice suggests that although multiple options are beneficial, the relationship between choice and human happiness is curvilinear with too many options actually leading to various psychological and economic factors (time trade-offs, remorse, rumination, etc) that decrease psychological well-being [37]. Although the issue of depth versus breadth of options is still an open and important empirical consideration, it appears that in some cases at least less is more.

The findings of this study are tempered by its limitations. Similar to other Internet-based studies, participants in this study were overwhelming female, highly affluent, and well educated. Although this study was an open trial and participants throughout the world could (and did) visit the website, the sample was not representative of the world population. In part, this might be due to the recruitment procedure, which advertised via a website associated with a popular positive psychology book and the University of Pennsylvania’s Positive Psychology Center. Future research on these interventions should adopt alternative recruitment procedures to draw people into the study rather than relying on participant flow from existing resources. Another limitation is that although this study did experimentally manipulate the amount of content participants were offered, the content was presented through an automated system, and thus we cannot be sure whether participants actually read and understood the instructions. Furthermore, instructions were delivered over subsequent weeks, and participants were asked to use one activity per week although in the real world, participants are more likely to receive several potential activities at once and use them at will. It would be worthwhile to further investigate the question of depth versus breadth of interventions in a format where participants can access the additional content simultaneously.

Overall, this study provides a further illustration of the flexibility and adaptability of positive psychology interventions. As a majority of the existing research on Internet-based interventions has evaluated cognitive-behavioral based techniques, future work should continue to integrate other validated strategies to promote psychological well-being. The science of Internet interventions can be advanced through expanding options and strategies to promote worldwide well-being.
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Abstract

Background: The stepped-care approach, where people with early symptoms of depression are stepped up from low-intensity interventions to higher-level interventions as needed, has the potential to assist many people with mild depressive symptoms. Self-monitoring techniques assist people to understand their mental health symptoms by increasing their emotional self-awareness (ESA) and can be easily distributed on mobile phones at low cost. Increasing ESA is an important first step in psychotherapy and has the potential to intervene before mild depressive symptoms progress to major depressive disorder. In this secondary analysis we examined a mobile phone self-monitoring tool used by young people experiencing mild or more depressive symptoms to investigate the relationships between self-monitoring, ESA, and depression.

Objectives: We tested two main hypotheses: (1) people who monitored their mood, stress, and coping strategies would have increased ESA from pretest to 6-week follow-up compared with an attention comparison group, and (2) an increase in ESA would predict a decrease in depressive symptoms.

Methods: We recruited patients aged 14 to 24 years from rural and metropolitan general practices. Eligible participants were identified as having mild or more mental health concerns by their general practitioner. Participants were randomly assigned to either the intervention group (where mood, stress, and daily activities were monitored) or the attention comparison group (where only daily activities were monitored), and both groups self-monitored for 2 to 4 weeks. Randomization was carried out electronically via random seed generation, by an in-house computer programmer; therefore, general practitioners, participants, and researchers were blinded to group allocation at randomization. Participants completed pretest, posttest, and 6-week follow-up measures of the Depression Anxiety Stress Scale and the ESA Scale. We estimated a parallel process latent growth curve model (LGCM) using Mplus to test the indirect effect of the intervention on depressive symptoms via the mediator ESA, and calculated 95% bias-corrected bootstrapping confidence intervals (CIs).

Results: Of the 163 participants assessed for eligibility, 118 were randomly assigned and 114 were included in analyses (68 in the intervention group and 46 in the comparison group). A parallel process LGCM estimated the indirect effect of the intervention on depressive symptoms via ESA and was shown to be statistically significant based on the 95% bias-corrected bootstrapping CIs not containing zero (–6.366 to –0.029). The proportion of the maximum possible indirect effect estimated was \( \kappa^2 = .54 \) (95% CI .426–.640).
Conclusions: This study supported the hypothesis that self-monitoring increases ESA, which in turn decreases depressive symptoms for young people with mild or more depressive symptoms. Mobile phone self-monitoring programs are ideally suited to first-step intervention programs for depression in the stepped-care approach, particularly when ESA is targeted as a mediating factor.

Trial Registration: ClinicalTrials.gov NCT00794222; http://clinicaltrials.gov/ct2/show/NCT00794222 (Archived by WebCite at http://www.webcitation.org/65lldW34k)
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Mobile phone; early intervention; patient monitoring; randomized controlled trial; consciousness; depressive disorder; affect

Introduction
Depression is a common, recurrent disorder and contributes to a substantial burden of disease [1]. Up to 25% of the population experience at least one episode of depression in their lifetime [2] with more women affected by depression than men [2,3]. First episodes of depression generally begin during adolescence [4] with up to 30% of young people experiencing mild subclinical depressive symptoms by 18 years of age [5,6] and many progressing to major depressive disorder [6]. A meta-analysis of the depressive disorder point prevalence estimates for 13- to 18-year-olds reported that 5.7% of adolescents may have a depressive disorder diagnosed at any one point in time [7]. The severity and longevity of depression are associated with substantial economic costs [8], attributed to the early onset and recurrent nature of depression. The World Health Organization predicted that depression will be the second leading cause of disease burden worldwide by 2020 [1], indicating the need for new methods to reduce the burden of depression. Current interventions are estimated to cover 66% of the burden of depression, with 33% of this burden unable to be averted by available treatments [4]. The large number of people who experience mild depressive symptoms account for more burden of depression than those with major depressive disorder [9], suggesting that new methods are needed and that they should focus on the early stages of depression.

The stepped-care approach, beginning with simple, inexpensive interventions (that are given before the onset of diagnosed major depressive disorder) with the ability to step up to higher-intensity programs as needed [9-11], has the advantage of providing a low-intensity early intervention with reduced length and cost of the treatment to young people experiencing mild mental health symptoms [12,13]. Early interventions that focus on intensive computerized or school-based cognitive behavioral therapy-based programs may be best regarded as second-step interventions, as they are time consuming and have high attrition rates [14]. Third-step interventions may include individualized face-to-face therapy, whereas a combination of face-to-face therapy and antidepressants should be considered only as a last resort for teenagers [11]. Van Straten et al [11] advocate the use of watchful waiting as a first step in the stepped-care model. The watchful waiting approach has two limitations. First, as general practitioners (GPs) are often the first point of contact for people with mild mental health symptoms, the onus of watchful waiting would be placed on GPs. GPs, however, are under pressure to treat many people within a day and to keep appointment times brief (the current average appointment time is 15 minutes) [15]. Second, a young person’s lack of awareness of emotional distress may reduce the effectiveness of the watchful waiting approach, as GPs are more likely to identify mental health problems in young people who are aware of emotion distress [16]. Short programs involving the completion of homework diaries have been shown to have larger effects on depressive symptoms than longer-duration programs do and offer a potential alternative first-step approach to watchful waiting [17]. Such programs may be completed via mobile phones as a first-step early intervention with the opportunity to step up to more intensive treatment programs as needed.

Mobile Phone Self-monitoring Program
Methods for stepped-care interventions involving technology, such as computers, the Internet, or mobile phones, and simple methods such as self-monitoring techniques can engage young people and foster their involvement [18-20]. Technology is particularly important when targeting young people, dubbed early adopters, as they are familiar with and rely on technology for much of their social interactions with peers and readily engage with electronic devices [18-20]. In particular, studies conducted using electronic self-monitoring devices with young people have demonstrated that young people readily engage with the technology [21-23] and have high compliance [24].

We developed and piloted a mobile phone self-monitoring program, the mobiletype program (Mobile Tracking of Young People’s Experiences) [21,23,25], well suited as a first step in the stepped-care approach. In our pilot studies, young people were asked to monitor their mood, stress, and daily activities for much of their social interactions with peers and readily engage with electronic devices [18-20]. In particular, studies conducted using electronic self-monitoring devices with young people have demonstrated that young people readily engage with the technology [21-23] and have high compliance [24]. The stepped-care approach, beginning with simple, inexpensive interventions (that are given before the onset of diagnosed major depressive disorder) with the ability to step up to higher-intensity programs as needed [9-11], has the advantage of providing a low-intensity early intervention with reduced length and cost of the treatment to young people experiencing mild mental health symptoms [12,13]. Early interventions that focus on intensive computerized or school-based cognitive behavioral therapy-based programs may be best regarded as second-step interventions, as they are time consuming and have high attrition rates [14]. Third-step interventions may include individualized face-to-face therapy, whereas a combination of face-to-face therapy and antidepressants should be considered only as a last resort for teenagers [11]. Van Straten et al [11] advocate the use of watchful waiting as a first step in the stepped-care model. The watchful waiting approach has two limitations. First, as general practitioners (GPs) are often the first point of contact for people with mild mental health symptoms, the onus of watchful waiting would be placed on GPs. GPs, however, are under pressure to treat many people within a day and to keep appointment times brief (the current average appointment time is 15 minutes) [15]. Second, a young person’s lack of awareness of emotional distress may reduce the effectiveness of the watchful waiting approach, as GPs are more likely to identify mental health problems in young people who are aware of emotion distress [16]. Short programs involving the completion of homework diaries have been shown to have larger effects on depressive symptoms than longer-duration programs do and offer a potential alternative first-step approach to watchful waiting [17]. Such programs may be completed via mobile phones as a first-step early intervention with the opportunity to step up to more intensive treatment programs as needed.
a change in behavior and that changes are generally made in a favorable direction [27-29].

**Mechanism Underlying Self-monitoring**

The contents of early intervention programs generally target a mechanism that predicts the outcome [30]. For example, cognitive–behavioral-based universal programs focus on cognitive restructuring and problem-solving skills training [31], which are predicted to reduce depressive symptoms. In this study, the intervention was based on emotional self-awareness (ESA), which is hypothesized to predict depressive symptomatology. Increasing awareness of emotions is an important therapeutic step in most psychotherapies for depression and other mental illnesses [32] by preparing individuals for changing their cognitions, beliefs, and schemas [33]. A recent case study using mobile phones [34] showed that self-monitoring increased positive mood and coping strategies while decreasing negative mood in four adult employees with stress. Participants’ ESA increased, and they were able to internalize the questions and therapies used in the mobile program on completion of the study. Self-monitoring studies are promising; however, further research is needed to explore the possible mental health benefits of self-monitoring techniques with young people who have symptoms of depression.

ESA may also provide a suitable framework for first-step intervention programs by assisting young people to become aware of their emotions in preparation for learning more adaptive coping strategies. Adolescence is an ideal target for first-step intervention of mental health problems, as young people begin to develop the ability to independently cope with everyday stresses and negative emotions during their teen years [35]. The current study focused on examining the relationship between self-monitoring and depressive symptoms through the mechanism of ESA, specifically focusing on (1) recognizing emotions [32,36,37], (2) being able to identify emotions [38-40], (3) identifying contextual factors surrounding emotions [36,38,41], (4) communicating emotional states and associated factors to others and internally [42-44], and (5) planning and making decisions about how to cope with an emotional state [38,45,46]. Through self-monitoring, young people can learn to recognize emotional states, and to identify and differentiate various emotions within different contexts, leading to effective communication of emotions to others and productive decision making.

The overall aim of the current study was to investigate, in a randomized controlled trial, the utility of the mobiletype program as a first-step intervention program. The primary hypothesis was that young people who completed the mobiletype intervention program would have lower depressive symptoms than those who completed the attention comparison program. Using a mixed-methods model, we found that depressive symptoms significantly decreased over time for both intervention and attention comparison groups, and we found no significant difference in mental health symptoms between groups [47]. We attributed the lack of difference between groups in mental health symptoms to the unanticipated effect of the training, resources, and support given to young people and GPs over the course of the study for both the intervention and the comparison groups.

Interestingly, the intervention group was found to have a significant increase in ESA compared with the comparison group. As both groups were found to have significantly decreased mental health symptoms, there was reduced power to detect a difference between groups.

The goal of this secondary analysis was to further examine the effects of a mobile phone self-monitoring program on ESA among young people with mild or more depressive symptoms as a first-step treatment of depression. Specifically, we were interested in the effects of self-monitoring on ESA and the association between ESA and depressive symptoms. We hypothesized that self-monitoring mood, stress, and coping strategies would increase young people’s awareness of their emotions, which would lead to a decrease in their symptoms of depression. We tested the following hypotheses: (1) young people in the intervention group would have an increase in ESA from pretest to 6-week follow-up compared with the attention comparison group, and (2) the increase in ESA would predict a decrease in depressive symptoms. We estimated a parallel process latent growth curve model (LGCMM [30,48] to investigate whether ESA would mediate the relationship between the intervention program and depressive symptoms. A secondary analysis compared the effects of the mobiletype intervention and comparison programs on rumination, with the hypothesis that the intervention group would have decreased rumination compared with the comparison group.

**Methods**

**Trial Design**

The data presented here were from the mobiletype randomized controlled trial conducted from 2009 to 2011. This was a multicenter, multiregional, stratified (according to region), single-blind, attention-controlled study with balanced (1:1) individual randomization into parallel groups. This study was conducted in Victoria, Australia adhering to the reporting recommendations from the CONSORT statement [49] as a guide.

**Participants**

**General Practitioners**

All GPs in the Goulburn Valley Region and Albury-Wodonga Region were invited to participate in the study via the Regional Division of General Practice (support units that service clinical practices within a region). GPs in Melbourne were recruited via the local Divisions of General Practice. Clinics were targeted that listed an interest in adolescent health on the Melbourne General Practice Network (www.mgpn.com.au). Participating GPs were trained to use the mobiletype website and were provided with a study manual that included the study procedure, a variety of clinical supports (including referral details of adolescent-friendly allied health professionals and services), youth-friendly Internet, email, and phone support, and youth-focused psychoeducation handouts on a range of mental health problems (this information was also available on the mobiletype website), which were available for all participating GPs and patients. Continuing professional development quality assurance points were available to GPs for their participation.
in the study. Of the 103 GPs who agreed to participate, 35 actively participated in the study with at least one young person. These contributing GPs were from 26 different practices in the three recruitment areas: 12 in greater Melbourne, 7 in Albury-Wodonga, and 7 in the Goulburn Valley.

**Young People**

Young people meeting the following inclusion criteria were eligible to participate regardless of their reason for visiting the GPs. Participants were required to (1) be aged between 14 and 24 years, (2) speak proficient English, and (3) have a mild or more severe emotional or mental health issue as assessed by their GP or indicated by a score greater than 16 on the Kessler Psychological Distress Scale [50]. Participants were excluded if their psychiatric or medical condition prevented them from complying with either the requirements of informed consent or the study protocol (ie, current psychosis or imminent hospitalization).

**Mobiletype Program**

We used Version 4 of the mobiletype program as the intervention and attention comparison in this study, which was created in-house using Java Platform, Micro Edition by the Murdoch Childrens Research Institute. This program was written for use with multiple models of mobile phones and firmware. For this trial, participants were lent a study mobile phone with either the mobiletype intervention or a comparison program uploaded onto it. Data from the program was uploaded to a secure website constructed and hosted by the Murdoch Childrens Research Institute as well as encrypted and stored on the mobile phones.

Participants were prompted to complete a mobiletype entry by an auditory signal (beep) emitted from the mobile phone at random intervals in the blocks outlined in Table 1. If no report was completed the phone emitted one reminder signal after 5 minutes. Entries were time coded and saved. Participants were also able to complete the program any time and were able to complete an entry between 10 PM and 8 AM, although no trigger was sent at this time. Entries from 10 PM to 12 AM consisted of the evening questions and entries from 12 to 8 AM consisted of the same questions as the afternoon questions, as shown in Table 1. Each report took approximately 1–3 minutes to complete.

**Intervention Program**

The intervention group monitored themselves using the complete mobiletype program, which assessed 8 areas of functioning as developed in previous mobiletype studies [21,23], consisting of current activities, location, companions, mood, recent stressful events, responses to stressful events, alcohol use, cannabis use, quality and quantity of sleep, quantity and type of exercise, and diet. The time of day when each module assessing the eight areas was delivered varied as displayed in Table 1.

**Table 1.** Modules included in each block of the mobiletype comparison and intervention programs.

<table>
<thead>
<tr>
<th>Module</th>
<th>Morning 8–10:59 AM</th>
<th>Noon 11 AM to 3:29 PM</th>
<th>Afternoon 3:30–7:59 PM</th>
<th>Evening 8–10 PM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention program</strong></td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Current activity</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Stress</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Mood</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Cannabis use</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Sleep</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Diet</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Exercise</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td><strong>Comparison program</strong></td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Current activity</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Stress</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Mood</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Cannabis use</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Sleep</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Diet</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Exercise</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>
Comparison Program

The attention comparison program was designed to provide a data collection process similar to that in the intervention group by controlling for the amount of time spent engaged in the program condition and the overall research methodology and the attention given to them by health care professionals and research staff [51]. The comparison group monitored themselves using an abbreviated version of the mobiitype program, which assessed only current activities, location, companions, quality and quantity of sleep, quantity and type of exercise, and diet (meals, snacks, junk food, and soft drinks consumed). Importantly, we removed the modules pertaining to ESA and mental health as shown in Table 1 (ie, mood, stress, alcohol and cannabis use).

Summary Reports

Data collected by the mobiitype program (intervention and comparison groups) on the mobile phone was sent via short message service to a secure website, where it was automatically collated. Each area of assessment was displayed in graphs (eg, daily mood graphs) or in tables (eg, daily alcohol intake). An individualized summary report of the data was written following structured prescriptive guidelines by the second author (registered psychologist), or the first author under the supervision of the second author.

Outcome Measures

The pretest, posttest, and 6-week follow-up questionnaire packages included the Depression Anxiety Stress Scale (DASS) [52] and the ESA Scale. The DASS is a 21-item response form with subscales of depression, anxiety, and stress with scores ranging from 0 to 42. The DASS has Australian norms and clinically validated ranges. A high DASS score indicates greater levels of depression, anxiety, or stress symptoms. The ESA Scale was adapted from the 20-item Self-reflection and Insight Scale [53], the 10-item Ruminative Response Scale [54], and the 12-item Meta-Evaluation Scale [46]. As there is no overall measure of ESA that covers the five areas of recognition, identification, communication, contextualization, and decision making, we adapted 33 items pertaining to these areas from the above scales (see Multimedia Appendix 1). These were then combined to create a total ESA scale with high internal consistency (Cronbach alpha = .83). The total ESA score ranged from 0 to 132, with higher scores indicating more ESA. Rumination was measured by the brooding subscale of the Ruminative Response Scale, which consisted of 5 items ranging from 0 to 4. A higher score indicates higher rumination.

Sample Size

We anticipated recruitment of 200 participants from 10 general practices. This sample size was based on Cohen’s [55] statistical testing for multiple regression with two independent variables (accounting for the mediating variable and the outcome) to detect a medium effect with 80% power and a probability of a type I error of .05. We selected a medium effect size, as we considered this to be clinically significant. Using Fritz and MacKinnon’s statistical tests [56], a sample size of 71 participants inclusive should be sufficient to detect a medium mediation effect with 80% power with bias-corrected bootstrapping (see below). The anticipated sample size of 200 was not met due to delays in recruitment during school holidays and the H1N1 influenza pandemic [57]. As a result, we set a deadline for stopping recruitment and recruited a total of 118 participants.

Randomization

Participants were randomly assigned to either (1) the mobiitype monitoring intervention group or (2) the mobiitype attention comparison group; both groups also received medical care as usual. A database was set up by an in-house computer programmer with identification numbers for 100 Melbourne, 50 Goulburn Valley, and 50 Albury-Wodonga participants. Each number was attached to a link that downloaded either the intervention or comparison program directly to the mobile phone. This process was blinded; the intervention and comparison program could not be differentiated when downloading the program. The programmer used a random seed generator to allocate each program to the 200 identification numbers at the individual level and stratified according to area (Melbourne, Goulburn Valley, and Albury-Wodonga). This programmer was not involved in any data collection or analysis. A research assistant downloaded each program by selecting the next consecutive link for the next study mobile phone and was blinded to the allocation, as he knew only the identification number and area to load onto study mobile phones (eg, Melbourne01, Melbourne02). Mobile phones and identification numbers were allocated to consecutively recruited participants. The researchers, participants, and GPs were blinded to randomization pretest. GPs and participants became aware of the group allocation at the posttest when the summary reports were reviewed. This study had approval from the Human Research Ethics Committee of the Royal Children’s Hospital, Melbourne (RCH HREC: 28113), and was registered in ClinicalTrials.gov (Reference: NCT00794222).

Procedure

Recruitment

In addition to providing treatment as usual, GPs screened their patients for eligibility to the study; organized an appointment for willing participants with a research assistant using an online booking form or a faxed referral form, or by phone; and completed a pretest questionnaire for each participant. Participants then met with a mobiitype research assistant, generally within 5 days of referral, to learn the study process, complete consent forms and the pretest questionnaire package, familiarize themselves with the mobiitype program and the other features of the phone, and complete a practice entry of the mobiitype program. Participants were provided with a study manual that described the research procedure and offered trouble-shooting tips.

Mobile Phone Monitoring Period

All participants borrowed a Sony Ericsson 7501i (Sony Limited Australia, North Ryde, NSW, Australia) mobile phone containing the mobiitype program for the study period. Information regarding the development and testing of the mobiitype program has been previously published [21]. Participants were requested to complete at least two mobiitype
entries a day until they returned for their medical review in 2 to 4 weeks. Participants and GPs were advised that 2 to 4 weeks’ monitoring was the ideal monitoring period. Participants were given a subscriber identity module (SIM) card containing A$30 in credit as partial reimbursement for their time and phone credit used.

**Posttest Review**
On completing the monitoring period, participants reviewed the self-monitoring data with their GP on the mobiletype website. Young people completed a posttest assessment immediately following this appointment, and again at 6 weeks and 6 months after this review (6-month posttests not included in the current analysis). GPs completed a posttest questionnaire immediately after the appointment. Questionnaires were completed online, over the phone with a researcher, or via a mailed hardcopy questionnaire. Participants were given a A$20 gift card for each posttest questionnaire completed (maximum of A$60 for all questionnaires completed).

**Analyses**
We conducted all analyses on an intention-to-treat basis using all available data from participants included at randomization. Data were assumed to be missing at random [58], and maximum likelihood estimation was used with missing data accounted for by the missing routines in the statistical program used.

**Parallel Process Latent Growth Curve Model**
Recently, structural equation modeling has modernized Baron and Kenny’s well-known mediation model [59,60]. LGCM is a structural equation modeling technique that allows for examination of inter- and intrapersonal changes and, importantly, parallel process LGCM accommodates longitudinal data for situations in which both the mediator and outcome change over time [61]. Baron and Kenny’s requirement of a statistically significant pathway between the independent variable and the outcome [59] is no longer recommended, as detecting a total effect between the independent variable and outcome reduces power, therefore reducing the likelihood that a mediated effect can be detected [56,62]. Parallel process LGCM based on Cheong et al [30] was used to test the hypothesis that the mobiletype program would increase ESA and that the change in ESA over time would change (decrease) depressive symptoms, by using the software program Mplus Version 6.11 (Muthén & Muthén, Los Angeles, CA, USA). The model estimates two latent variables, the intercept (estimated starting point) and the slope (estimated growth curve), using repeated measures for the mediator (ESA) and the outcome (depression) across the three time points. The latent intercept for both ESA and depression had factor loadings set to 1 to represent the starting point of the growth trajectory, and the factor loadings of the latent linear slope were fixed to 0, 3, and 9 to represent the time between tests: pretest (week 0), posttest (week 2–4), and 6-week follow-up (week 8–10), respectively. Group was defined as 0 for the comparison group and 1 for the intervention group. A combination of at least three of the following cut-off values was used to determine goodness of fit of the model as recommended [63,64]: comparative fit index > .95, Tucker-Lewis Index > .95, standardized root mean square residual < .08, and root mean square error of approximation and root mean square error of approximation < .05. Another statistic considered was chi-square divided by degrees of freedom, with values less than 2 indicating a good fit and values up to 3 indicating an acceptable fit [64]. When specifying the model, we allowed the variances of the observed variables to covary at each time point and calculated all regression pathways. Indirect effects of group on the slope of depression via the intercept and the slope of ESA were also specified. As recommended [56,62,65], we used bootstrapping with resampling at 5000, with bias-corrected confidence intervals reported for the indirect pathway [66]. Resampling provides more accurate results with fewer assumptions about the data (such as normal distributions) [60].

**Indirect Effect Sizes**
A recent development in statistical analysis has led to the capacity of estimating effect sizes for mediation models [67]. Using R for Mac OS X GUI 1.40-devel, an open-source language and environment for statistical analysis (http://www.r-project.org/), we calculated effect sizes of the indirect pathways using the mediation function in the MBESS (http://cran.r-project.org/web/packages/mediation/mediation.pdf) in R. Bootstrapping was used to calculate 95% confidence intervals. As recommended [60,67], both the unstandardized indirect effect size and the proportion of the maximum possible indirect effect (κ²) are reported and described in the results. Other estimates of effect size obtained in this analysis are listed in Multimedia Appendix 2.

**Rumination**
We conducted a secondary analysis to determine whether the intervention group had a decrease in rumination compared with the comparison group. A mixed model analysis was conducted over time and between groups using SPSS Version 17.0.0 (IBM Corporation, Somers, NY, USA) with the MIXED procedure. As with the LGCM, survey time was entered as a continuous variable in weeks (0, 3, and 9). The mixed model employed the more conservative restricted maximum likelihood estimation and unstructured covariance matrix.

**Results**

**Recruitment**
We collected data collection between April 16, 2009 and January 28, 2011. As seen in Figure 1, 137 young people accepted the invitation to join the study, of whom 118 began the recruitment process. We excluded 4 participants after randomization (2 became too unwell to participate, 1 was incarcerated, and 1 gave invalid responses to all pretest measures), resulting in a final sample of 114 young people, which was sufficient to detect the primary aim of a medium-sized indirect effect [56]. Due to a failure to recruit the expected sample of 200 participants, there is a different number of participants in the comparison and intervention groups; however, a test of the binomial distribution indicated that this difference was not significant with 69 of 118 participants randomly allocated to the intervention group (P = .08). The total number of participants assessed for eligibility was difficult to establish, as the GPs rarely recorded information...
about patients who met the inclusion criteria and were either not approached to participate or declined when invited to participate. Therefore, the number of patients assessed for eligibility presented in Figure 1 is likely to be underrepresented.

In total, 67% of participants (76/114) completed all questionnaires and 85% of participants (97/114) completed questionnaires at two or more time points. We conducted t-tests and chi-square tests and found no significant differences between participants who completed all questionnaires and those who missed questionnaires. Therefore, we included all 114 participants (68 in the intervention group and 46 in the comparison group) in analyses using the routines for missing data in the maximum likelihood estimation. Of 114 participants, 2 (2%) did not complete the pretest questionnaire but went on to complete the mobiletype entries and posttests. We could not contact 27 participants (24%) for the posttest questionnaire but they went on to complete the 6-week follow-up questionnaire.

Figure 1. Flow diagram of the study process.
Demographics

We found no statistically significant differences in demographic characteristics between the intervention and comparison groups on any pretest measures listed in Table 2, except that the intervention group reported significantly higher stress than the comparison group with a mean difference of 3.4 ($t_{109} = 2.06, P = .04$).

Participants in the intervention group completed an average of 3.3 (SD 1.42, range 1–8) mobiletype entries each day and completed the program from 1 to 34 days with a mean of 17.7 (SD 6.69) days completed. In the comparison group, participants completed an average of 4 (SD 1.77, range 1–12) mobiletype entries per day, and completed the program for 8 to 25 days with a mean of 16.8 (SD 4.03) days completed. The minimum dose of the program was completion of at least two mobiletype entries a day for at least 14 days. As Table 2 shows, 64 (56%) participants in intervention group and 36 (52.9%) in comparison received a minimum dose. Means, standard deviations and 95% confidence intervals are presented in Table 3 using the observed scores.

Table 2. General demographics of participants in the comparison and intervention groups (n = 114).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Comparison group</th>
<th>Intervention group</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number $^a$, n (%)</td>
<td>49 (41.5%)</td>
<td>69 (58.5.0%)</td>
<td>.08</td>
</tr>
<tr>
<td>14 days completed $^b$, n (%)</td>
<td>28 (59.6%)</td>
<td>36 (52.9%)</td>
<td>.33</td>
</tr>
<tr>
<td>Area, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Melbourne</td>
<td>14 (30.4%)</td>
<td>28 (42.6%)</td>
<td>.27</td>
</tr>
<tr>
<td>Goulburn Valley</td>
<td>21 (45.7%)</td>
<td>21 (29.4%)</td>
<td></td>
</tr>
<tr>
<td>Albury-Wodonga</td>
<td>11 (23.9%)</td>
<td>19 (27.9%)</td>
<td></td>
</tr>
<tr>
<td>Male participants, n (%)</td>
<td>17 (37.0%)</td>
<td>15 (22.1%)</td>
<td>.08</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>17.4 (3.2)</td>
<td>18.5 (3.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Ethnic identification $^c$, n (%)</td>
<td>4 (9.1%)</td>
<td>10 (22.7%)</td>
<td>.37</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>7 (15.2%)</td>
<td>18 (26.5%)</td>
<td>.21</td>
</tr>
<tr>
<td>Unemployed</td>
<td>4 (8.7%)</td>
<td>9 (13.2%)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>35 (76.1%)</td>
<td>41 (60.3%)</td>
<td></td>
</tr>
<tr>
<td>Drug-related items $^c$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever had alcohol</td>
<td>38 (86.4%)</td>
<td>59 (88.1%)</td>
<td>.79</td>
</tr>
<tr>
<td>Ever been drunk</td>
<td>31 (70.5%)</td>
<td>53 (79.1%)</td>
<td>.30</td>
</tr>
<tr>
<td>Ever had a cigarette</td>
<td>25 (56.8%)</td>
<td>38 (56.7%)</td>
<td>.99</td>
</tr>
<tr>
<td>Ever tried marijuana</td>
<td>18 (40.9%)</td>
<td>33 (49.3%)</td>
<td>.39</td>
</tr>
<tr>
<td>Ever tried other $^d$ drugs</td>
<td>10 (22.7%)</td>
<td>26 (38.8%)</td>
<td>.08</td>
</tr>
<tr>
<td>Pretest DASS $^{c, e}$, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>19.4 (10.8)</td>
<td>20.4 (11.0)</td>
<td>.63</td>
</tr>
<tr>
<td>Anxiety</td>
<td>11.0 (8.0)</td>
<td>14.1 (9.7)</td>
<td>.08</td>
</tr>
<tr>
<td>Stress</td>
<td>16.9 (7.9)</td>
<td>20.3 (8.9)</td>
<td>.04</td>
</tr>
</tbody>
</table>

$^a$ Binomial test on number at randomization (n = 118).
$^b$ Completed mobiletype entries at least twice daily for 14 days.
$^c$ Observed means (n = 111).
$^d$ Sedatives, tranquillizers, amphetamines, analgesics, inhalants, cocaine, LSD, and heroin.
$^e$ Depression Anxiety Stress Scale.
Table 3. Descriptive statistics for the intervention and comparison groups’ scores on depression and emotional self-awareness at pretest, posttest, and 6-week follow-up.

<table>
<thead>
<tr>
<th></th>
<th>Comparison group</th>
<th>Intervention group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>19.4 (10.9)</td>
<td>16.1–22.7</td>
</tr>
<tr>
<td>Posttest</td>
<td>15.2 (8.9)</td>
<td>12.1–18.3</td>
</tr>
<tr>
<td>6-week follow-up</td>
<td>12.5 (11.8)</td>
<td>8.5–16.5</td>
</tr>
<tr>
<td><strong>Emotional self-awareness</strong></td>
<td>61.1 (11.9)</td>
<td>57.4–64.7</td>
</tr>
<tr>
<td>Posttest</td>
<td>63.1 (11.1)</td>
<td>59.1–67.1</td>
</tr>
<tr>
<td>6-week follow-up</td>
<td>62.2 (11.6)</td>
<td>58.2–66.1</td>
</tr>
<tr>
<td><strong>Rumination</strong></td>
<td>12.8 (3.16)</td>
<td>11.9–13.8</td>
</tr>
<tr>
<td>Posttest</td>
<td>12.2 (3.57)</td>
<td>10.9–13.4</td>
</tr>
<tr>
<td>6-week follow-up</td>
<td>11.2 (3.67)</td>
<td>10.0–12.5</td>
</tr>
</tbody>
</table>

*Observed scores.

Number of participants used to calculate the mean, standard deviation (SD), and 95% confidence interval (CI).

Parallel Process Latent Growth Curve Model

The path diagram in Figure 2 shows the parallel process LGCM used to test the indirect pathway of the mobiletype program used on depressive symptoms via ESA. The fit indices for Figure 2 suggest that the model is a good fit for the data ($\chi^2 = 11.3, P = .08$, comparative fit index = .958, Tucker-Lewis Index = .854, root mean square error of approximation = .088, $P = .18$, standardized root mean square residual = .040).

All possible pathways were calculated between group and the four latent variables as illustrated in Figure 2. The first step to testing mediation was conducted by regressing the slope of ESA onto group. The positive coefficient indicates that there was a greater increase in ESA across time in the intervention group than in the comparison group. This coefficient was statistically significant, as the 95% bias-corrected bootstrap CIs of group on ESA did not contain zero (see Table 4). The second step to testing mediation was conducted by regressing the slope of ESA onto the slope of depression. The negative coefficient indicates that an increase in ESA led to a decrease in depressive symptoms. This pathway was also statistically significant as indicated by the 95% bias-corrected bootstrap CIs not containing zero (see Table 4). All other pathways illustrated in Figure 2 were tested and were not statistically significant.

The indirect effect of group on the slope of depression via the slope of ESA reported in Table 4 is statistically significant (95% bootstrap CI did not contain zero) with an unstandardized estimate of $-0.608$, indicating that participants in the intervention group had a decrease in depressive symptoms via the slope of ESA when compared with the comparison group. There was no significant direct effect from group to depressive symptoms based on the 95% bootstrap CI, indicating that the intervention did not directly decrease depressive symptoms.

Figure 3 presents the relationship between the change in depressive symptoms and the change in ESA for both the intervention and comparison groups.

There was a negative relationship between changes in ESA and changes in depressive symptoms for both groups; accordingly, an increase in ESA was associated with a decrease in depressive symptoms as seen in Figure 3. The intervention group had larger increases in ESA than did the comparison group, which was associated with a greater decrease in depressive symptoms.
Table 4. Coefficients and bias-corrected bootstrapping confidence intervals (CIs) of the parallel process latent growth curve model.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Point estimate</th>
<th>95% Bootstrap CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct effect on the slope of depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of ESA</td>
<td>–0.902&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–6.209 to –0.052</td>
</tr>
<tr>
<td>Intercept of depression</td>
<td>–0.052</td>
<td>–0.126 to 0.012</td>
</tr>
<tr>
<td>Intercept of ESA</td>
<td>–0.026</td>
<td>–0.315 to 0.027</td>
</tr>
<tr>
<td>Group</td>
<td>0.587</td>
<td>–0.114 to 5.072</td>
</tr>
<tr>
<td><strong>Direct effect on the slope of ESA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept of ESA</td>
<td>–0.044</td>
<td>–0.083 to 0.162</td>
</tr>
<tr>
<td>Intercept of depression</td>
<td>–0.003</td>
<td>–0.038 to 0.063</td>
</tr>
<tr>
<td>Group</td>
<td>0.676&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.019 to 1.231</td>
</tr>
<tr>
<td><strong>Direct effect of group on intercept</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ESA</td>
<td>0.439</td>
<td>–3.904 to 4.562</td>
</tr>
<tr>
<td>Depression</td>
<td>1.018</td>
<td>–2.980 to 5.208</td>
</tr>
<tr>
<td><strong>Indirect effect of group on slope of depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Via the slope of ESA</td>
<td>–0.610&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–5.596 to –0.003</td>
</tr>
<tr>
<td>Via the intercept of ESA</td>
<td>–0.012</td>
<td>–0.526 to 0.105</td>
</tr>
<tr>
<td>Total indirect effect</td>
<td>–0.621&lt;sup&gt;b&lt;/sup&gt;</td>
<td>–6.269 to –0.036</td>
</tr>
</tbody>
</table>

<sup>a</sup> Confidence interval does not contain zero.
Figure 2. Parallel process latent growth curve model of the group effect on the growth of depressive symptoms via the growth of emotional self-awareness (ESA). Unstandardized estimates reported; boldface lines represent statistically significant pathways. \(^a\)Time interval from pretest by week. DEP\(_{\text{pre, post, 6-week}}\), ESA\(_{\text{pre, post, 6-week}}\) = the observed score of the Depression Anxiety Stress Scale depression subscale and ESA scale at pretest, posttest, and 6-week follow-up, respectively; Group = intervention program condition; iDEP = latent intercept of depression; iESA = latent intercept of ESA; sDEP = latent slope of depression; sESA = latent slope of ESA.
Figure 3. The relationship between self-monitoring, the slope of depressive symptoms, and the slope of emotional self-awareness (ESA). The points represent individuals’ estimated slopes and the lines represent the line of best fit with 95% confidence intervals.

Indirect Effect Sizes
The unstandardized indirect effect size can be interpreted on the DASS depression subscale (on a scale from 0 to 42), indicating that the intervention group is estimated to have a linear decrease in depressive symptoms of .688 per week (95% CI –.962 to –.487) indirectly through mediation of the linear slope of ESA when compared with the comparison group. The proportion of the maximum possible indirect effect has similar properties to, and can be interpreted on a similar scale to, Cohen’s $r^2$ [67]; therefore, the estimated $\kappa^2$ of .54 (95% CI .426–.640) indicates a large size of indirect effect.

Rumination
We conducted a secondary analysis to determine whether rumination decreased over time between groups. The mixed model analysis of the Ruminative Response Scale brooding subscale showed a significant main effect of time ($\beta = –0.16$, $P = .02$), indicating an overall decrease in rumination over time for both groups. There was no significant main difference between groups ($\beta = 1.01$, $P = .11$), nor was the interaction between group and time significant ($\beta = –0.07$, $P = .39$).

Discussion
The current study examined the use of a mobile phone self-monitoring program on ESA with young people who had mild or more depressive symptoms, and supported the hypothesis that self-monitoring mood, stress, and coping strategies increases awareness of emotions. The second hypothesis that an increase in ESA would predict a decrease in depressive symptoms was also supported. Based on Preacher and Kelley’s proportion of the maximum possible indirect effect [67], there was a large effect of the intervention program on depressive symptoms indirectly via ESA.

This study supports previous research suggesting that simple self-monitoring techniques effectively increase self-awareness, in this case, awareness of one’s own emotions [34,68]. Metacognitions, such as self-awareness, are developed during early adolescence [35], and interventions can be developed that target young people’s ability to recognize emotions, identify emotional states, understand the contextualization of emotions, communicate this emotional knowledge, and plan and make constructive decisions about emotions. Increasing ESA is a core process in the early stages of therapy [32]. The current study demonstrates the potential for targeting ESA in first-step intervention strategies for young people with mild or more depressive symptoms. This randomized controlled trial was conducted with a view of representing a wide variety of young people who visit GPs with a range of medical and psychological problems and severity of problems. Therefore, the results of this study are applicable to this age group in general.

Self-monitoring techniques may provide an alternative to watchful waiting as a first-step intervention in the stepped-care
approach. Mobile phones are ideally suited to this purpose, as the mobiletype program can be downloaded to patients’ own mobile phones to help young people understand and manage mild depressive symptoms. Detailed information about patients’ mental health in recent weeks is then uploaded to GPs in an easy-to-read format, saving time in appointments and allowing progression to more intensive second-step interventions when needed. Young people often do not recognize mental health problems [69] and instead attend GP clinics for somatic complaints rather than mental health symptoms [70]. Using self-monitoring techniques with young people who present with underlying somatic complaints may increase their ESA and help young people initiate treatment for depression.

Our secondary hypothesis that the intervention program participants would have a decrease in rumination when compared with those in the comparison program was not supported. Further research is needed to determine whether there is an inverse relationship between rumination and ESA. Nevertheless, rumination decreased over time as did depressive symptoms [47], further supporting the positive relationship between depression and rumination.

Primary care is a particularly difficult setting in which to conduct randomized controlled studies [71,72]. In this study, recruitment was delayed and ceased before the anticipated sample size was recruited due to the H1N1 influenza pandemic, first detected in Melbourne on May 9, 2009 [57], and during school holidays. These delays resulted in uneven numbers in the two groups. We strongly recommend allocating extra time for recruitment in primary care compared with other settings, particularly in youth-focused studies. The intervention program had no direct effect on depressive symptoms. One interpretation of these results is that there was reduced power for a direct effect given that depressive symptoms decreased significantly over time in both groups. It is possible that both groups had a decrease in depressive symptoms due to the resources, training, and support given to the GPs; however, a larger sample size, or a wait-list control group, would be needed to determine whether depressive symptoms differed between the groups [56,62]. Finally, Reid et al [47] detail other limitations: a cluster randomized controlled trial, in which GPs rather than patients are randomly allocated, may have been more appropriate but was rejected during the study design due to the difficulty in blinding GPs and participants to the randomization procedure; and participant heterogeneity in illness type, severity, and familiarity with their GP due to broad inclusion criteria needed in an effectiveness trial is likely to have reduced the overall power of the study.

To our knowledge, this is the first randomized controlled trial examining the use of a mobile phone self-monitoring program as an intervention tool for young people with depressive symptoms. Self-monitoring was shown to effectively decrease depression via the mechanism of ESA, suggesting that self-monitoring programs that focus on increasing ESA may provide a useful framework for first-step care in depression. The program provided GPs with information about a young person’s daily activities and can be used to detect early signs of mental health problems, such as elevated negative mood, stress and causes of stress, maladaptive coping strategies, isolation from peers, diet, and exercise, as well as other risk and protective factors. The mobile phone self-monitoring program has the advantage of being low cost, quick, and easy to use.

In summary, mobile phones are well suited to first-step interventions, providing an alternative to watchful waiting and allowing young people to provide accurate information to their GPs about their mood and stress [21], as well as shortening the length of time it would take to relay this information to GPs in a usual appointment. Mobile phone self-monitoring programs should be considered as a first-step low-cost intervention with young people who are at risk of mental health problems. Self-monitoring has the advantages of helping young people increase their ESA while gaining more information about their mental health symptoms in order to direct them to the best intervention.
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Abstract

Background: Previous studies on Internet-based treatment with minimal therapist guidance have shown promising results for several specific diagnoses.

Objective: To (1) investigate the effects of a tailored, therapist-guided, Internet-based treatment for individuals with reoccurring panic attacks, and (2) to examine whether people in different age groups (18–30 years and 31–45 years) would respond differently to the treatment.

Methods: We recruited 149 participants from an online list of individuals having expressed an interest in Internet treatment. Screening consisted of online questionnaires followed by a telephone interview. A total of 57 participants were included after a semistructured diagnostic interview, and they were randomly assigned to an 8-week treatment program (n = 29) or to a control condition (n = 28). Treatment consisted of individually prescribed cognitive behavior therapy text modules in conjunction with online therapist guidance. The control group consisted of people on a waitlist who later received treatment.

Results: All dependent measures improved significantly immediately following treatment and at the 12-month follow-up. The between-group effect size on the primary outcome measure, the Panic Disorder Severity Scale, was $d = 1.41$ (95% confidence interval 0.81–1.95) at posttreatment. The within-group effect size from pretreatment to 12-month follow-up was $d = 1.66$ (95% confidence interval 1.14–2.35). Age group had no effect, suggesting that age did not influence the outcome.

Conclusions: Tailoring an Internet-based treatment can be a feasible approach in the treatment of panic symptoms and comorbid anxiety and depressive symptoms. Younger adults benefit as much as adults over 30 years and up to 45 years of age.


(J Med Internet Res 2012;14(3):e65) doi:10.2196/jmir.1853
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Introduction

Internet-based cognitive behavior therapy (iCBT) [1] has emerged as a novel evidence-based treatment for anxiety and mood disorders [2,3]. Guided iCBT has been found to be effective for numerous specific disorders such as panic disorder [4,5], generalized anxiety disorder [6,7], social anxiety disorder [8-10], posttraumatic stress disorder [11], specific phobia [12], major depression [3], stress [13], and somatic health problems such as irritable bowel syndrome [14]. One limitation of many previous iCBT trials on anxiety and depression is that they targeted specific disorders and that comorbid disorders could either be affected without being directly addressed or remain undetected and unchanged [15]. Another potential limitation of previous iCBT trials is that participants with comorbid anxiety and depression disorders often are excluded [16]. Structured or diagnosis-specific iCBT treatments are also limited in that they leave little room for clinician and patient preferences. One approach to iCBT aims to address these limitations by combining individually tailored treatment according to the participant’s needs and symptoms with transdiagnostic components. The idea is to address specific problems and comorbidities with the aim of increasing the scope of iCBT, and possibly increasing motivation and improving treatment outcome. Two previous trials have been conducted on tailored Internet-based treatment for anxiety disorders with comorbid anxiety and depression [17,18]. In this trial we further developed the protocol to treat symptoms of anxiety and depressive symptoms in the presence of panic attacks.

Panic attacks are common across psychiatric conditions, but far from all persons with panic attacks develop panic disorder [19]. Persons with recurrent panic attacks may, however, have other conditions that they want to address in treatment along with their panic symptoms, such as sleep problems, worry, low mood, and other symptoms. However, no trials have tested iCBT specifically for persons presenting with panic attacks except for obsessive–compulsive disorder and posttraumatic stress disorder, or anxiety disorder not otherwise specified [20]. The participants had to have reoccurring panic attacks to be included. They could target persons before they enrolled in the trial. The participants had to have reoccurring panic attacks to be included. They could also fulfill the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, text revision [27] criteria for any specific anxiety disorder, or anxiety disorder not otherwise specified except for obsessive–compulsive disorder and posttraumatic stress disorder, which would lead to exclusion. Participants could also meet the criteria for comorbid major depression, but not as the primary disorder. The participants had to be between the ages of 18 and 30 years or between 31 and 45 years; have at least one diagnosis such as panic disorder and social anxiety disorder, or anxiety disorder not otherwise specified except for obsessive–compulsive disorder and posttraumatic stress disorder, which would lead to exclusion. Participants could also meet the criteria for comorbid major depression, but not as the primary disorder. The participants had to be between the ages of 18 and 30 years or between 31 and 45 years; have reoccurring panic attacks to be included. They could also fulfill the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, text revision [27] criteria for any specific anxiety disorder, or anxiety disorder not otherwise specified except for obsessive–compulsive disorder and posttraumatic stress disorder, which would lead to exclusion. Participants could also meet the criteria for comorbid major depression, but not as the primary disorder. The participants had to be between the ages of 18 and 30 years or between 31 and 45 years; have a total score of <31 on the MADRS-S and a score <4 points on item 9 (suicidal thoughts) on MADRS-S; not currently be in psychotherapy; if on medication, be on stable dosage for the last 3 months; and not be at risk of alcohol abuse or fulfilling the criteria for current alcohol addiction. As outlined by the CONSORT flowchart (Figure 1), 149 individuals expressed an interest in the trial, which commenced in February 2010. After screening and diagnostic interview, we included 57 participants. For a demographic description of the participants, see Table 1. A separate demographic description for the different age groups is available on request.

Methods

Participants and Recruitment

We recruited participants via an online list (www.studie.nu) among individuals who had expressed an interest in participating in research on iCBT for panic disorder and generalized anxiety disorder via email. The list consisted of 1459 individuals who had been on the list for a minimum of 12,648 days, maximum 14,652 days, and mean of 13,298 days with a standard deviation of 505 days. They were presented with the project website, which contained information about the trial, how to register, and how to submit written informed consent. Screening consisted of the following questionnaires via the Internet: Montgomery–Åsberg Depression Scale-Self-rated (MADRS-S) [22]; Clinical Outcomes in Routine Evaluation-Outcome Measure (CORE-OM) [23]; Beck Anxiety Inventory (BAI) [24]; Quality of Life Inventory (QOLI) [25]; Alcohol Use Disorders Identification Test (AUDIT) [26]; and 13 additional questions with reference to demographic variables. If the participants met the initial inclusion criteria they underwent further screening consisting of the Structured Clinical Interview for DSM-IV Axis I Disorders (SCID-I) [27] and the Panic Disorder Severity Scale (PDSS) [28], conducted over the telephone by three clinical psychology MSc students who had completed their clinical training. The outcome measures used in the trial have been shown to have good psychometric properties when administered via the Internet [29], and the same accounts for administrating the SCID-I interview over telephone [30]. The principal investigator along with a psychiatrist further checked the SCID-I protocols and PDSS assessments for the participants before they enrolled in the trial. The participants had to have reoccurring panic attacks to be included. They could also fulfill the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, text revision [27] criteria for any specific anxiety disorder, or anxiety disorder not otherwise specified except for obsessive–compulsive disorder and posttraumatic stress disorder, which would lead to exclusion. Participants could also meet the criteria for comorbid major depression, but not as the primary disorder. The participants had to be between the ages of 18 and 30 years or between 31 and 45 years; have a total score of <31 on the MADRS-S and a score <4 points on item 9 (suicidal thoughts) on MADRS-S; not currently be in psychotherapy; if on medication, be on stable dosage for the last 3 months; and not be at risk of alcohol abuse or fulfilling the criteria for current alcohol addiction. As outlined by the CONSORT flowchart (Figure 1), 149 individuals expressed an interest in the trial, which commenced in February 2010. After screening and diagnostic interview, we included 57 participants. For a demographic description of the participants, see Table 1.
Table 1. Demographic description of the participants at pretreatment.

<table>
<thead>
<tr>
<th></th>
<th>Treatment group (n = 29)</th>
<th>Control group (n = 28)</th>
<th>Total (n = 57)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8 (28%)</td>
<td>12 (43%)</td>
<td>20 (35%)</td>
</tr>
<tr>
<td>Female</td>
<td>21 (72%)</td>
<td>16 (57%)</td>
<td>37 (65%)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>32.3 (7.4)</td>
<td>32.5 (6.5)</td>
<td>32.4 (6.9)</td>
</tr>
<tr>
<td>Minimum–maximum</td>
<td>20–45</td>
<td>21–44</td>
<td>20–45</td>
</tr>
<tr>
<td>18–30</td>
<td>13 (45%)</td>
<td>12 (43%)</td>
<td>25 (44%)</td>
</tr>
<tr>
<td>31–45</td>
<td>16 (55%)</td>
<td>16 (57%)</td>
<td>32 (56%)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single without children</td>
<td>6 (21%)</td>
<td>6 (21%)</td>
<td>12 (21%)</td>
</tr>
<tr>
<td>Single with children</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Living apart without children</td>
<td>1 (3%)</td>
<td>2 (7%)</td>
<td>3 (5%)</td>
</tr>
<tr>
<td>Living apart with children</td>
<td>1 (3%)</td>
<td>1 (4%)</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Married/living together without children</td>
<td>5 (17%)</td>
<td>6 (21%)</td>
<td>11 (19%)</td>
</tr>
<tr>
<td>Married/living together with children</td>
<td>15 (52%)</td>
<td>13 (46%)</td>
<td>28 (49%)</td>
</tr>
<tr>
<td><strong>Highest educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-year compulsory school</td>
<td>2 (7%)</td>
<td>2 (7%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>11 (38%)</td>
<td>4 (14%)</td>
<td>15 (26%)</td>
</tr>
<tr>
<td>Vocational (completed)</td>
<td>1 (3%)</td>
<td>3 (11%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Collage/university (not completed)</td>
<td>5 (17%)</td>
<td>7 (25%)</td>
<td>12 (21%)</td>
</tr>
<tr>
<td>Collage/university (completed)</td>
<td>10 (35%)</td>
<td>12 (43%)</td>
<td>22 (39%)</td>
</tr>
<tr>
<td><strong>Psychotherapy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No experience</td>
<td>10 (35%)</td>
<td>6 (21%)</td>
<td>16 (28%)</td>
</tr>
<tr>
<td>Previous experience</td>
<td>19 (66%)</td>
<td>22 (79%)</td>
<td>41 (72%)</td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong> a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ongoing</td>
<td>15 (52%)</td>
<td>12 (43%)</td>
<td>27 (47%)</td>
</tr>
<tr>
<td>Completed</td>
<td>4 (14%)</td>
<td>5 (18%)</td>
<td>9 (16%)</td>
</tr>
<tr>
<td>No experience</td>
<td>10 (35%)</td>
<td>11 (39)</td>
<td>21 (37%)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>2 (7%)</td>
<td>0 (0%)</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Employed</td>
<td>14 (48%)</td>
<td>14 (50%)</td>
<td>28 (49%)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0 (0%)</td>
<td>4 (14%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Student</td>
<td>5 (17%)</td>
<td>6 (21%)</td>
<td>11 (19%)</td>
</tr>
<tr>
<td>On parental leave</td>
<td>4 (14%)</td>
<td>2 (7%)</td>
<td>6 (11%)</td>
</tr>
<tr>
<td>Sick leave</td>
<td>4 (14%)</td>
<td>2 (7%)</td>
<td>6 (11%)</td>
</tr>
<tr>
<td><strong>SCID-I diagnosis, n (%)</strong> b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>2 (7%)</td>
<td>2 (7%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Panic disorder + agoraphobia</td>
<td>24 (83%)</td>
<td>23 (82%)</td>
<td>47 (83%)</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>2 (7%)</td>
<td>9 (32%)</td>
<td>11 (19%)</td>
</tr>
<tr>
<td>Social phobia</td>
<td>1 (3%)</td>
<td>8 (29%)</td>
<td>9 (16%)</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>Treatment group (n = 29)</td>
<td>Control group (n = 28)</td>
<td>Total (n = 57)</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>--------------------------</td>
<td>------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Anxiety disorder not otherwise specified</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Major depression</td>
<td>2 (7%)</td>
<td>3 (11%)</td>
<td>5 (9%)</td>
</tr>
<tr>
<td>Comorbid disorders</td>
<td>5 (17%)</td>
<td>13 (46%)</td>
<td>18 (32%)</td>
</tr>
</tbody>
</table>

a Anxiolytic and/or antidepressant. Needed to be stabilized for 3 months.
b Structured Clinical Interview for DSM-IV Axis I Disorders.

Figure 1. Flowchart of study participants, point of random allocation, and dropouts at each stage of the trial. MADRS-S = Montgomery-Åsberg Depression Scale; OCD = obsessive–compulsive disorder; PTSD = posttraumatic stress disorder; SCID-I = Structured Clinical Interview for DSM-IV Axis I Disorders.
Treatment

The treatment consisted of 19 CBT modules derived from previous iCBT trials on panic disorder [16], generalized anxiety disorder, social phobia [31], depression [32], and tailored iCBT for anxiety [17,18] and depression (see Table 2 for prescribed modules). In this trial the first module (introduction) and the last module (relapse prevention) were fixed, and the following 17 were optional for the therapists to prescribe: cognitive restructuring (2 modules); panic disorder (2 modules); agoraphobia (1 module); generalized anxiety (3 modules); social anxiety (2 modules); behavioral activation (2 modules); applied relaxation (1 module); stress (1 module); mindfulness (1 module); problem solving (1 module); and insomnia (1 module). The modules are all based on established and evidence-based CBT components. The panic modules, for example, consisted of psychoeducation and interoceptive exposure. All modules included psychoeducation, nearly all contained exposure exercises, and some contained behavioral experiments depending on the content. All modules contained homework assignments for the participants, which consisted of questions on the psychoeducational sections and tasks for the participant to complete, such as exposure exercises. The aim was to prescribe 6–8 modules within an 8-week time frame for each participant. A typical prescription for the participants could be an introduction, cognitive restructuring 1 and 2, panic disorder 1 and 2, agoraphobia, applied relaxation, and relapse prevention. Therapist guidance was included in the trial, since it has been found to improve outcomes when compared with most unguided treatments [33,34]. The therapists were three clinical psychology MSc students who had completed their clinical training and who were supervised by experienced clinical psychologists (senior authors). The therapists were responsible for 9–10 participants each during the 8 weeks of treatment. The treatment was individually tailored for each participant based on the results of the SCID-I interview and the clinical impression from the telephone interview. The participants were required to have access to a computer with an Internet connection and be able to download the prescribed modules in PDF format through an encrypted contact system, which they also used when communicating with their therapist. The participants were advised to spend 1 week on each prescribed module. If participants had not sent in their homework, which consisted of questions along with worksheets to report on their progress to their therapist within the time frame, their therapist would send out an email reminder. The therapists were instructed to check whether the participants had completed the assignments associated with each module and to provide individual feedback within 24 hours. This was scheduled to occur on Mondays. There were no automatic contacts; all contact was initiated by either the therapist or the participant. If the therapist judged that the participants had completed their homework, the therapist made the next module available through the encrypted contact handling system. Completion of the homework would mean that participants had answered questions about the treatment material and handed in descriptions of their interoceptive exposure, for example. If participants had not completed the previous module, the therapist would give instructions on what needed to be done to be able to move on to the next step. The therapists spent approximately 15 minutes per week per participant (estimated), which included administration as well as reading and responding to emails (estimated 19 emails between therapist and participant throughout the treatment) in the contact handling system.
Table 2. Number of prescribed treatment modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Treatment group (n = 29)</th>
<th>Control group (n = 28)</th>
<th>Total (n = 57)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>29 (100%)</td>
<td>28 (100%)</td>
<td>57 (100%)</td>
</tr>
<tr>
<td>Cognitive restructuring 1</td>
<td>26 (90%)</td>
<td>22 (79%)</td>
<td>48 (84%)</td>
</tr>
<tr>
<td>Cognitive restructuring 2</td>
<td>26 (90%)</td>
<td>22 (79%)</td>
<td>48 (84%)</td>
</tr>
<tr>
<td>Panic 1</td>
<td>29 (100%)</td>
<td>28 (100%)</td>
<td>57 (100%)</td>
</tr>
<tr>
<td>Panic 2</td>
<td>29 (100%)</td>
<td>28 (100%)</td>
<td>57 (100%)</td>
</tr>
<tr>
<td>Agoraphobia</td>
<td>21 (72%)</td>
<td>22 (79%)</td>
<td>43 (75%)</td>
</tr>
<tr>
<td>Social anxiety 1</td>
<td>1 (3%)</td>
<td>3 (11%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Social anxiety 2</td>
<td>1 (3%)</td>
<td>3 (11%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Generalized anxiety 1</td>
<td>3 (10%)</td>
<td>6 (21%)</td>
<td>9 (16%)</td>
</tr>
<tr>
<td>Generalized anxiety 2</td>
<td>3 (10%)</td>
<td>6 (21%)</td>
<td>9 (16%)</td>
</tr>
<tr>
<td>Generalized anxiety 3</td>
<td>3 (10%)</td>
<td>6 (21%)</td>
<td>9 (16%)</td>
</tr>
<tr>
<td>Behavioral activation 1</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Behavioral activation 2</td>
<td>0 (0%)</td>
<td>2 (7%)</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Relaxation (applied)</td>
<td>15 (52%)</td>
<td>15 (54%)</td>
<td>30 (53%)</td>
</tr>
<tr>
<td>Sleep management</td>
<td>1 (3%)</td>
<td>1 (4%)</td>
<td>2 (4%)</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>3 (10%)</td>
<td>2 (7%)</td>
<td>5 (9%)</td>
</tr>
<tr>
<td>Setting boundaries</td>
<td>3 (10%)</td>
<td>1 (4%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>Solving problems</td>
<td>1 (3%)</td>
<td>0 (0%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Preventing relapse</td>
<td>29 (100%)</td>
<td>28 (100%)</td>
<td>57 (100%)</td>
</tr>
</tbody>
</table>

Control Group

The control condition consisted of a waitlist group. Participants were informed that they would receive the treatment after 10 weeks when the treatment group had completed their treatment. They were also informed how to contact the study team if they had any questions during this time frame.

Procedure and Design

We used a randomized controlled design to compare the effects of the treatment against waiting. The participants were divided into two groups so that the two predetermined age groups 18–30 years (young adults) and 31–45 years (adults) were equally represented in each condition. The blocked randomization process was conducted through an online true random number-generation service (random.org) independent of the investigators and therapists. The therapists in this trial were not aware of the participants’ age group. The project was approved by the regional ethics committee in Linköping and registered at ClinicalTrials.gov (NCT01296321). We obtained written informed consent through regular mail, which was sent to the study team. At posttreatment participants were instructed via email to complete the follow-up questionnaires and to participate in a semistructured telephone interview carried out by a blinded assessor who had no earlier contact with the participants. The same procedure was repeated at 12 months after treatment completion. We used the PDSS as the primary outcome measure in the trial.

Statistical Analyses

To examine whether the randomization process had succeeded in generating a balanced distribution across the two conditions, we used independent t tests and the chi-square test for the demographic data and pretreatment measures. A mixed-models approach with an unstructured covariance structure was endorsed as a way to handle missing data at posttreatment and at the 1-year follow-up. As suggested by Gueorguieva and Krystal [35], we used mixed-effect models due to their advantages over traditional methods of repeated-measures analysis. We calculated between-group and within-group effect sizes (Cohen's d) from estimated means and observed pooled standard deviations. We also present a prespecified analysis of a 40% reduction from baseline on PDSS based on observed data, which is equivalent to the participant being much improved, according to the guidelines by Furukawa et al [36].

Results

Treatment Completion

Of the 29 participants in the treatment group, 7 (24%) completed all prescribed modules (6–8) within the 8-week treatment period. A total of 17 participants (59%) completed 50% of the prescribed modules and 14 (48%) completed 75% of the prescribed modules. The mean number of completed modules for the whole group was 5.0 (SD 2.6). The mean number of completed modules in the young adult group was 5.15 (SD 2.34) and the corresponding number in the adult group was 4.19 (SD
3.16). This difference was not statistically significant ($t_{27} = 0.92$, $P = .37$).

**Immediate Results: Treatment Versus Control**

As is evident in Table 3, the treatment was superior to the control condition with significant interactions on all measures. A mixed-models analysis of the immediate results of the primary outcome measure, PDSS, showed a significant interaction ($F_{1,47.3} = 29.6$, $P < .001$, $d_{young\ adult} = 1.59$, $d_{adult} = 1.20$; see Figure 2). For the secondary outcome measures CORE-OM ($F_{1,46.7} = 10.8$, $P < .01$, $d_{young\ adult} = 1.24$, $d_{adult} = 0.80$), BAI ($F_{1,49.6} = 4.6$, $P = .04$, $d_{young\ adult} = 0.93$, $d_{adult} = 0.28$), MADRS-S ($F_{1,47.5} = 4.5$, $P = .04$, $d_{young\ adult} = 0.88$, $d_{adult} = 0.60$), and QOLI ($F_{1,48.8} = 5.2$, $P = .03$, $d = 0.54$, $d_{young\ adult} = 0.76$, $d_{adult} = 0.32$), we observed significant interaction effects and moderate to large between-group effect sizes. Age group did not interact with treatment condition across any measure. There was, however, an interaction of time and age group for BAI ($F_{1,49.6} = 7.7$, $P < .01$), which was caused by a slightly lower pretreatment value in the adult control group and thus not reflecting differential treatment effects.
Table 3. Immediate results with intention-to-treat analysis using mixed-effect model estimated means (ES) \( (n = 57) \), observed means (OM) \( (n = 50 \) for the main outcome measure\(^a\) and \( n = 49 \) for the secondary outcome measures), and standard deviation (observed) at pre- and posttreatment for the measures of panic, anxiety, depression, and quality of life.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Time</th>
<th>Group</th>
<th>Age group</th>
<th>ES</th>
<th>OM</th>
<th>SD</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDSS(^a)</td>
<td>Pre</td>
<td>Treatment</td>
<td>Total</td>
<td>12.54</td>
<td>12.75</td>
<td>4.95</td>
<td>10.62–14.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>12.46</td>
<td>13.17</td>
<td>4.97</td>
<td>9.60–15.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>12.63</td>
<td>12.33</td>
<td>5.12</td>
<td>10.05–15.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>13.71</td>
<td>13.77</td>
<td>5.25</td>
<td>11.74–15.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>13.67</td>
<td>13.67</td>
<td>6.79</td>
<td>10.69–16.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>13.75</td>
<td>13.86</td>
<td>3.74</td>
<td>11.17–16.33</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>Treatment</td>
<td>Total</td>
<td>6.39</td>
<td>6.54</td>
<td>4.97</td>
<td>4.30–8.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>5.57</td>
<td>6.08</td>
<td>4.03</td>
<td>2.55–8.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>7.21</td>
<td>7.00</td>
<td>5.91</td>
<td>4.33–10.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>13.79</td>
<td>13.81</td>
<td>5.49</td>
<td>11.71–15.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>14.00</td>
<td>14.00</td>
<td>6.58</td>
<td>10.92–17.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>13.57</td>
<td>13.64</td>
<td>4.62</td>
<td>10.80–16.33</td>
</tr>
<tr>
<td>CORE-OM(^b)</td>
<td>Pre</td>
<td>Treatment</td>
<td>Total</td>
<td>1.69</td>
<td>1.69</td>
<td>0.60</td>
<td>1.51–1.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>1.65</td>
<td>1.60</td>
<td>0.61</td>
<td>1.38–1.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>1.73</td>
<td>1.78</td>
<td>0.59</td>
<td>1.49–1.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>1.83</td>
<td>1.83</td>
<td>0.39</td>
<td>1.65–2.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>1.84</td>
<td>1.84</td>
<td>0.43</td>
<td>1.56–2.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>1.83</td>
<td>1.82</td>
<td>0.37</td>
<td>1.59–2.07</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>Treatment</td>
<td>Total</td>
<td>1.14</td>
<td>1.13</td>
<td>0.56</td>
<td>0.92–1.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>0.96</td>
<td>0.93</td>
<td>0.44</td>
<td>0.65–1.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>1.32</td>
<td>1.36</td>
<td>0.60</td>
<td>1.01–1.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>1.69</td>
<td>1.69</td>
<td>0.53</td>
<td>1.49–1.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>1.65</td>
<td>1.65</td>
<td>0.68</td>
<td>1.35–1.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>1.72</td>
<td>1.72</td>
<td>0.40</td>
<td>1.46–1.99</td>
</tr>
<tr>
<td>BAI(^c)</td>
<td>Pre</td>
<td>Treatment</td>
<td>Total</td>
<td>28.20</td>
<td>28.43</td>
<td>10.06</td>
<td>24.94–31.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>29.15</td>
<td>28.36</td>
<td>11.64</td>
<td>24.31–34.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>27.25</td>
<td>28.50</td>
<td>8.63</td>
<td>22.88–31.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>27.97</td>
<td>27.50</td>
<td>8.91</td>
<td>24.63–31.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>31.25</td>
<td>31.25</td>
<td>10.15</td>
<td>26.21–36.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>24.69</td>
<td>24.69</td>
<td>6.92</td>
<td>20.32–29.06</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>Treatment</td>
<td>Total</td>
<td>17.89</td>
<td>17.86</td>
<td>8.50</td>
<td>14.16–21.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>15.21</td>
<td>14.82</td>
<td>4.69</td>
<td>9.98–20.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>20.58</td>
<td>21.20</td>
<td>10.60</td>
<td>15.25–25.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>23.03</td>
<td>23.04</td>
<td>9.38</td>
<td>19.65–26.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>23.00</td>
<td>23.00</td>
<td>12.09</td>
<td>17.89–28.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>23.06</td>
<td>23.06</td>
<td>7.16</td>
<td>18.63–27.49</td>
</tr>
<tr>
<td>MADRS-S(^d)</td>
<td>Pre</td>
<td>Treatment</td>
<td>Total</td>
<td>16.24</td>
<td>15.81</td>
<td>7.35</td>
<td>13.38–19.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>15.92</td>
<td>15.00</td>
<td>8.05</td>
<td>11.67–20.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>16.56</td>
<td>16.70</td>
<td>6.80</td>
<td>12.73–20.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Total</td>
<td>18.13</td>
<td>17.93</td>
<td>8.38</td>
<td>15.20–21.05</td>
</tr>
<tr>
<td>Measure</td>
<td>Time</td>
<td>Group</td>
<td>Age group</td>
<td>ES</td>
<td>OM</td>
<td>SD</td>
<td>95% confidence interval</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>-------</td>
<td>-------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>19.50</td>
<td>19.50</td>
<td>7.48</td>
<td>15.07–23.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>16.75</td>
<td>16.75</td>
<td>9.06</td>
<td>12.92–20.58</td>
</tr>
<tr>
<td></td>
<td>Post</td>
<td>Treatment</td>
<td>Total</td>
<td>11.44</td>
<td>11.10</td>
<td>6.65</td>
<td>8.34–14.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>10.57</td>
<td>9.91</td>
<td>4.37</td>
<td>6.14–15.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>12.30</td>
<td>12.40</td>
<td>8.57</td>
<td>7.96–16.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control</td>
<td>16.82</td>
<td>16.93</td>
<td>8.47</td>
<td>13.89–19.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td>16.08</td>
<td>16.08</td>
<td>8.10</td>
<td>11.65–20.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>17.56</td>
<td>17.56</td>
<td>8.94</td>
<td>13.72–21.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>12.92</td>
<td>20.58</td>
<td>9.06</td>
<td>8.06–14.84</td>
</tr>
<tr>
<td>QOLI^e</td>
<td>Pre</td>
<td>Treatment</td>
<td>Total</td>
<td>0.83</td>
<td>0.96</td>
<td>1.92</td>
<td>0.18–1.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>0.93</td>
<td>1.08</td>
<td>2.44</td>
<td>–0.04–1.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>0.72</td>
<td>0.83</td>
<td>1.25</td>
<td>–0.15–1.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control</td>
<td>0.74</td>
<td>0.76</td>
<td>1.68</td>
<td>0.08–1.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td>0.64</td>
<td>0.64</td>
<td>1.90</td>
<td>–0.37–1.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>0.84</td>
<td>0.84</td>
<td>1.55</td>
<td>–0.03–1.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>0.28</td>
<td>2.05</td>
<td>1.46</td>
<td>0.08–2.05</td>
</tr>
<tr>
<td>QOLI^e</td>
<td>Post</td>
<td>Treatment</td>
<td>Total</td>
<td>1.56</td>
<td>1.67</td>
<td>1.47</td>
<td>0.93–2.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>1.95</td>
<td>2.06</td>
<td>1.44</td>
<td>1.04–2.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>1.17</td>
<td>1.24</td>
<td>1.46</td>
<td>0.28–2.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Control</td>
<td>0.71</td>
<td>0.70</td>
<td>1.70</td>
<td>0.10–1.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td>0.76</td>
<td>0.76</td>
<td>1.69</td>
<td>–0.15–1.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young adults</td>
<td>0.65</td>
<td>0.65</td>
<td>1.76</td>
<td>–0.14–1.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adults</td>
<td>0.28</td>
<td>2.05</td>
<td>1.46</td>
<td>0.08–2.05</td>
</tr>
</tbody>
</table>

^a Panic Disorder Severity Scale (PDSS).
^b Clinical Outcome in Routine Evaluation-Outcome Measure.
^c Beck Anxiety Inventory.
^d Montgomery-Åsberg Depression Rating Scale-Self-rated.
^e Quality of Life Inventory.
Figure 2. Change in observed mean scores in the Panic Disorder Severity Scale (PDSS) for the treatment and waitlist conditions and the two age groups pre- and posttreatment.

Treatment Effects at 1-Year Follow-up

Participants in the treatment condition were contacted 1 year posttreatment and asked to complete the measures again in order to evaluate the long-term effects. A mixed-models analysis showed significant time effects for the primary outcome measure PDSS ($F_{1,18.3} = 19.5$, $P < .001$, estimated mean 4.80, SE 1.18, SD 4.66, $d = 1.66$). We also found effects for the secondary outcome measures BAI ($F_{1,21.2} = 15.2$, $P < .001$, estimated mean 14.45, SE 2.02, SD 9.51, $d = 1.45$), MADRS-S ($F_{1,20.9} = 6.4$, $P < .01$, estimated mean 10.19, SE 3.97, SD 9.53, $d = 0.75$), and QOLI ($F_{1,20.3} = 5.7$, $P < .01$, estimated mean 1.94, SE 0.34, SD 1.55, $d = 0.74$). For these measures, the effect sizes were moderate to large. The exception was the CORE-OM ($F_{1,23.9} = 9.7$, $P < .001$, estimated mean 1.65, SE 0.10, SD 0.45, $d = 0.07$).

Clinical Significance

In the treatment group, 16 of the 24 (67%) participants who took part in the posttreatment telephone interview fulfilled the criteria of a 40% improvement on PDSS. The corresponding number in the control condition was 3 of 27 (11%) participants. Chi-square test showed a significant difference between the two conditions ($\chi^2 = 16.1$, $P < .001$). At the 12-month follow-up, 14 of the 20 (70.0%) treated participants who took part in the telephone interview fulfilled the criteria of a 40% improvement on PDSS. Moreover, 16 of the 20 (80.0%) 20 participants no longer met the diagnostic criteria for the diagnosis they had at pretreatment.

Discussion

The aim of this study was to investigate the effects of individually tailored iCBT for panic symptoms along with comorbid anxiety and depressive symptoms on young adults and adults. We found significant treatment effects for all dependent measures immediately following treatment and significant time effects at the 12-month follow-up, showing that a majority of the participants remained stable after completing their treatment. The between-group effect size on the primary outcome measure PDSS was $d = 1.41$ at posttreatment, and the within-group effect size was $d = 1.66$ at the 12-month follow-up. The results of this trial, with moderate to large effect sizes, are consistent with previous trials of iCBT for panic disorder [16] and transdiagnostic iCBT treatment for anxiety [37], which shares some features with our treatment approach. The results of this trial, although focused on individuals with reoccurring panic attacks, are hence in line with previous trials of tailored iCBT for anxiety [17,18]. The participants did not have to meet all the diagnostic criteria for panic disorder to be included in the trial. However, most of them did, with 83% fulfilling the criteria for panic disorder with agoraphobia. This can be regarded as a limitation, as we aimed to target individuals with panic symptoms and not only persons with panic disorder. In light of the sample we recruited, we could expect results similar to those with iCBT for panic disorder. Regarding comorbid conditions, 32% had any comorbid disorder, which could have led to exclusion in previous trials on panic disorder. Previous iCBT trials have been criticized for setting too-strict inclusion criteria, thereby excluding participants with agoraphobia and...
comorbid disorders [38]. In this study we found that the treatment may work with less-stringent inclusion criteria.

We found no interaction effect between age group and the treatment condition over all measures; there was, however, an interaction between time and age group for the BAI. While this could indicate that the young adults as a group are more likely to improve spontaneously in the short time frame, it is more probable that this interaction is a chance finding with somewhat lower scores in the adult control group. The effect sizes across all measures showed a tendency for larger effects among the young adults but, due to the small sample size, this requires further investigation for any conclusions to be drawn. Perhaps most important in light of the problems with adherence reported in two previous iCBT trials on social anxiety disorder in high school students [20] and in university students [21] is that adherence was high in this trial, with no difference between the age groups.

This study has limitations. First, the prescription of treatment modules in the study may be unreliable because it was based on a structured diagnostic procedure (SCID-I) and clinical impression by relatively inexperienced clinicians. A more comprehensive clinical assessment, such as a functional analysis, may have resulted in the prescription of other modules. Worth mentioning is also that the treatment modules consisted of modules derived from diagnosis-specific trials and were mainly structured after each diagnosis (e.g., panic disorder and not panic symptoms). We aim to address this in future trials on individually tailored treatment for anxiety symptoms, making the modules symptom specific and less difficult, or less specific for particular diagnoses. Second, the use of a waitlist control condition is a limitation of the present trial. The use of a passive control group means that the effect of nonspecific factors cannot be determined. The lack of a comparison group at the 12-month follow-up makes it impossible to conclude that the improvements over the follow-up period were due only to the effects of the individually tailored treatment. A third limitation is the size of the study, which in turn affects the generalizability of the results. The forth limitation is that the participants in this study had expressed an interest in iCBT for their problems and therefore the participants may have been highly motivated to undergo treatment. However, we did not measure how highly motivated the participants were. As a fifth limitation, the study was underpowered to detect age differences, and it is possible that small but clinically meaningful differences would have been detected with a larger sample. We do, however, note various clinical implications of the findings in the present trial. Individually tailored iCBT can broaden the use of iCBT to address comorbidity in anxiety disorder, allow for more flexibility, and emphasize the role of the clinician.

Conclusions

The tentative conclusion drawn from these results is that tailoring iCBT can be a feasible approach in the treatment of panic symptoms, comorbid anxiety, and depressive symptoms. Future trials should directly compare individually tailored iCBT for anxiety versus traditional face-to-face CBT, preferably in a clinical setting with larger samples, along with examining how different age groups respond to this treatment format.
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Abstract

Background: Online social networks are popular components of behavior-change websites. Research has identified the participation of certain network members who assume leadership roles by providing support, advice, and direction to other members. In the literature, these individuals have been variously defined as key players, posters, active users, or caretakers. Despite their identification, very little research has been conducted on the contributions or demographic characteristics of this population. For this study, we collectively categorized key players, posters, active users, and caretakers as superusers.

Objectives: To analyze data from two large but distinct Web-assisted tobacco interventions (WATI) to help gain insight into superuser demographic characteristics and how they use social networks.

Methods: We extracted cross-sectional data sets containing posting behaviors and demographic characteristics from a free, publicly funded program (the Canadian Cancer Society's Smokers' Helpline Online: SHO), and a free, privately run program (StopSmokingCenter.net: SSC).

Results: Within the reporting period (SHO: June 26, 2008 to October 12, 2010; SSC: May 17, 2007 to October 12, 2010), 21,128 individuals registered for the SHO and 11,418 registered for the SSC. Within the same period, 1670 (7.90%) registrants made at least one post in the SHO social network, and 1627 (14.25%) registrants made at least one post in the SSC social network. SHO and SSC superusers accounted for 0.4% (n = 95) and 1.1% (n = 124) of all registrants, and 5.7% (95/1670) and 7.62% (124/1627) of all social network participants, and contributed to 34.78% (29,422/84,599) and 46.22% (61,820/133,753) of social network content, respectively. Despite vast differences in promotion and group management rules, and contrary to the beliefs of group moderators, there were no statistically significant differences in demographic characteristics between the two superuser groups.

Conclusions: To our knowledge, this is the first study that compared demographic characteristics and posting behavior from two separate eHealth social networks. Despite vast differences in promotional efforts and management styles, both WATI attracted superusers with similar characteristics. As superusers drive network traffic, organizations promoting or supporting WATI should dedicate resources to encourage superuser participation. Further research regarding member dynamics and optimization of social networks for health care purposes is required.

(J Med Internet Res 2012;14(3):e66) doi:10.2196/jmir.1854

http://www.jmir.org/2012/3/e66/
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Introduction

Tobacco-related illnesses are the leading cause of death in North America, yet 46 million (21%) Americans [1] and 6 million (18%) Canadians [2] continue to smoke. Despite decades of research and prevention, the World Health Organization predicts that tobacco-related illnesses will cause 10 million deaths per year by 2030 [3].

In traditional treatment for tobacco dependence, extensive evidence proves the effectiveness of behavioral interventions such as brief or intensive advice, individual or group counseling, tailored self-help, and telephone quitlines [4,5]. However, despite their proven effectiveness, evidence also shows that these interventions are vastly underused [6]. What is required are effective interventions that have high reach and are easily accessible, implemented, and maintained [7].

As of June 30, 2010, it is estimated that 29% of the world’s population has access to the Internet [8]. Research has shown that increasing numbers of individuals are accessing the medium for general health information and to seek assistance with specific addiction and mental health concerns [9,10]. Based on this uptake, a large number of randomized controlled trials and observational studies have investigated how Internet-based interventions can successfully help individuals with problem drinking [11-13], mood and anxiety disorders [14-17], and other conditions [18,19].

Online Social Support for Tobacco Cessation

Following this trend, Web-assisted tobacco interventions (WATI) are proving to be efficacious [20-22]. A popular component of WATI is a social network, comprising online communities of people with a common interest who use a website to communicate with each other, also commonly known as support groups, user forums, or discussion boards. Although there is some evidence that social networks can potentially enhance effectiveness and adherence to eHealth interventions [23,24], very little research has been conducted on how social network function or who accesses them. There are no best practices for their implementation or maintenance.

In a 2010 study, Cobb et al [25] identified the consistent contributions of specific members over time in QuitNet, a large online community for smoking cessation. In 2010, Selby et al [24] found that 25% of first posts made within StopSmokingCenter.net (SSC) were from recent quitters who were struggling with their quit attempts. Their study also found that 35.0% of first replies were from members who had quit within the past month, 49.0% were from members who had quit for more than 1 month but less than 1 year, and 6.6% of first responses to new messages were from experienced members who had quit for more than a year [24]. In a 2007 analysis of AlcoholHelpCenter.net, an online social network for problem drinkers, Cunningham et al [26] found that discussions clustered around nodes of one or more active users. Most recently in 2011, Jones et al [27] identified members in a self-harm discussion forum (SharpTalk) who logged on for much greater times than others and mainly posted in response to other participants.

Social network members who assume leadership roles by providing direct support, advice, and direction are defined by Cobb et al as key players, by Selby et al as posters, by Cunningham et al as active users, and by Jones et al as caretakers. For consistency in this study we collectively define key players, posters, active users, or caretakers as superusers. The purpose of this observational study was to analyze data from two large but distinct WATI to help gain insight into superuser demographic characteristics and how they use social networks.

The Labyrinth of eHealth Applications Online: Promotion and Adherence

While the potential to help individuals through legitimate and validated eHealth interventions is exciting, the explosive growth of Internet access parallels the ever-increasing number of websites and Internet protocols (or IPs or URLs, commonly referred to as domain names or IP addresses). The overwhelming number of websites available can be especially confusing for general Internet users when distinguishing between legitimate and nonlegitimate eHealth resources [28]. Because the vast majority of search engines and directories generate revenue by promoting website URLs during general searches, and advertisers can maximize their budgets by using algorithms that deliver appealing campaigns to specific demographics and psychographics, it may become increasingly difficult and expensive for legitimate eHealth resources to attract new users.

One method for legitimate eHealth interventions to attract users is through directories such as Beacon [29], an Australia-based organization that publicizes only eHealth IPs that have undergone randomized controlled trials and pass an independent review from a panel of experts. The challenge for important resources such as Beacon is that they require consistent international funding, promotion, and cross-collaborative support to remain effective. Users may also seek new, innovative technologies that may be missed by such directories, since publishing outcome data from randomized controlled trials lags behind adoption of emerging tools.

An alternative grassroots method that can attract general users is through social networking and the retention of superusers. As they expand the size of a network and facilitate discussion, superusers are valuable assets for eHealth social networks to recruit and retain.

For organizations implementing and managing online social networks, identifying and retaining superusers could contribute to the natural development and growth of website traffic and promote adherence. The challenge is determining how to identify superusers, how to attract them, and how to promote their retention. The first step in this process is to begin to understand who superusers are.
Methods

Setting and Program Description

As an initial step designed to investigate superuser characteristics, this observational study analyzed data from two large social networks for smoking cessation: the Canadian Cancer Society’s Smokers’ Helpline Online (SHO) (http://smokershelpline.ca; Figure 1, Figure 2) [30], and the SSC (http://www.stopsmokingcenter.net; Figure 3, Figure 4) [31]. Both programs are available free of charge and are anonymous. We chose the SHO and the SSC social networks due to their large size, active participation, and considerable operational differences.

Figure 1. SmokersHelpline.ca version 6.0 home page.
Figure 2. SmokersHelpline.ca version 6.0 support group home page.
Figure 3. StopSmokingCenter.net version 7.1 home page.
Figure 4. StopSmokingCenter.net version 7.1 support group home page.
The Canadian Cancer Society’s Smokers’ Helpline Online

As a publicly funded program with an internationally recognized and respected brand, SHO undertakes substantial promotional campaigns extending to Internet, television, radio, and print advertising, attracting many smokers. The SHO social network is also used to promote offline activities, such as The Ontario Driven to Quit Challenge. Also, SHO program health educators are required to rigorously monitor content posted by members. An unlimited number of individuals may register for the SHO program. The SHO is a licensed version of the SSC that is modified and updated by the Canadian Cancer Society.

StopSmokingCenter.net

Contrarily, the SSC is not a recognized brand, has never been advertised or promoted, and is maintained as a social enterprise. The organization that operates the SSC (Evolution Health System Inc, San Francisco, CA, USA) does not actively promote the program, nor does it optimize search engine rankings or actively seek links from other websites. Therefore, members using the SSC are a self-seeking, naturalistic Internet population. Although users must endorse a user agreement to participate in the SSC social network, unlike in the SHO, health educators control very little content posted by members.

SHO and SSC Social Network History, Functionality, and Health Educator Roles

To actively participate in each social network, registration is required. However, actively participating in the social networks is voluntary; in the study period only 7.90% (n = 1670) of SHO registrants and 14.25% (n = 1627) of SSC registrants made at least one post in the social network (see Table 1). Program registrants and lurkers do not have to register to browse member conversations within each social network.

Table 1. Total program registrations and social network participation in Smokers’ Helpline Online (SHO) and StopSmokingCenter.net (SSC) Web-assisted tobacco interventions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>SHO</th>
<th>SSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration (days)</td>
<td>839</td>
<td>1245</td>
</tr>
<tr>
<td>Number of registrants</td>
<td>21,128</td>
<td>11,418</td>
</tr>
<tr>
<td>Members with at least one post in the social network, n (%)</td>
<td>1670 (7.90%)</td>
<td>1627 (14.25%)</td>
</tr>
</tbody>
</table>

Every post made in each support group is published immediately. However, to ensure compliance with program rules and regulations, trained health educators review and approve each post through WebTriage (Evolution Health System Inc, San Francisco, CA, USA), a software application designed to facilitate the rapid approval, editing, or deletion of each post.

SHO health educators are paid employees who also manage the Canadian Cancer Society’s telephone quitline. SSC health educators are paid employees of Evolution Health Systems Inc. In addition to training in the use of WebTriage, all health educators receive training in cognitive behavioral therapy, stages of change, motivational interviewing, life coaching, data protection, and user privacy. During high-volume seasons, SSC health educators assist SHO health educators with moderating the SHO social network (WebTriage).

Informal Qualitative In-Person Interviews With Social Network Health Educators

For over 5 years, SHO and SSC social network managers have met together on a bimonthly basis to discuss social network management policies, specific incidences within each support group, moderating strategies designed to increase social network traffic, and the management of superuser populations.

On a quarterly basis, SHO and SSC social network managers meet to review cumulative statistical reports, which include the number of program registrants, number of social network posts, traffic statistics (page views, visits, and unique visitors), and basic demographic data collected at registration.

At the onset of this study, we conducted informal qualitative, in-person interviews with health educators and their management teams. In these interviews, we asked interviewees to reflect on bimonthly and quarterly meetings, each program’s promotional and operational differences, and each network’s tone and social environment. In these interviews all health educators felt that each program attracted superusers with heterogeneous characteristics, and that in each social network posting behavior and demographics would be correlated.

However, health educator and social network managers indicated that, based on their years of experience, they could not generalize superusers into a single category, and that three distinct types of superusers existed: (1) superusers who cumulatively authored the greatest number of posts (posters), (2) superusers who mainly initiated threads (thread starters), and (3) superusers who only communicated with certain members (clique members), and that management styles differed for each of these superuser subgroups.

Ethical Considerations

All study participants consented to the use of their anonymous data for research purposes. Data collection procedures adhered to international privacy guidelines [32-34] and were in accordance with the Helsinki Declaration of 1975, as revised in 2008 [35]. As the study was based on unidentifiable archival data, the study was deemed to be exempt from further review.

Participants

Registration to both SHO and SSC is anonymous and free of any commitment or fees. From June 26, 2008 to October 12, 2010 (839 calendar days), 1670 members posted at least once in the SHO social network, and there were 84,599 posts made in 7916 threads. From May 17, 2007 to October 12, 2010 (1245...
calendar days), 1627 members posted at least once in the SSC social network, and there were 133,753 posts made in 10,967 threads (see Table 2). During the study periods both programs used identical question formats and response options in the analysis of demographic characteristics.

Table 2. Total social network activity in Smokers’ Helpline Online (SHO) and StopSmokingCenter.net (SSC) Web-assisted tobacco interventions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>SHO</th>
<th>SSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration (days)</td>
<td>839</td>
<td>1245</td>
</tr>
<tr>
<td>Number of members with at least one post in the social network</td>
<td>1670</td>
<td>1627</td>
</tr>
<tr>
<td>Number of posts in the social network</td>
<td>84,599</td>
<td>133,753</td>
</tr>
<tr>
<td>Number of message threads</td>
<td>7916</td>
<td>10,967</td>
</tr>
<tr>
<td>Number of posts in shortest thread</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of posts in longest thread</td>
<td>73</td>
<td>87</td>
</tr>
</tbody>
</table>

Data Collection

Users completed a baseline questionnaire upon program registration. Questions were based on the North American Quitline Consortium Minimal Data Set [36]. All data were self-reported. On registration, each user is assigned an anonymous user identification, which becomes his or her primary key. We extracted cross-sectional data sets containing posting behaviors and demographic characteristics from each program’s customized Structured Query Language database. Health educators’ posts were excluded from analysis. Users’ primary keys linked their posting behavior with their demographic data.

Posting Behavior and Social Network Participation

In accordance with observations by Cobb et al [25], Selby et al [24], Cunningham et al [26], and Jones et al [27], analysis of posting behavior in both social networks revealed right-skewed distributions, meaning that, cumulatively, most users posted infrequently, and that superusers were responsible for the majority of posts (see Figure 5 and Figure 6).

Superuser Definition

In each social network, we combined the top 100 posters (ranked according to their total number of posts), thread starters (ranked according to the total number of threads they started), and clique members (ranked according to the number of threads they participated in) in a single database (n = 300). Duplicate entries were removed, leaving a sample of 219 unique superusers. We conducted a power analysis [37] and estimated a total sample size of 95 SHO and 124 SSC superusers to have a power >80% to test the hypothesis at the P < .05 level of significance.

Data Analysis

At registration, SHO and SSC used identical formats and response options for the following demographic variables: gender, age, cigarettes per day, past quit attempts, cohabitant smokers, years smoked, and past nicotine replacement therapy usage. Both programs collected other demographic data, but question formats or response options differed significantly, and thus we excluded those data from analysis. Descriptive statistics pertaining to general posting behavior and demographic characteristics of both superuser groups are presented first. Next, we conducted sets of univariate logistic regressions to detect differences in demographic characteristics between SHO and SSC superusers. Finally, Pearson correlations were computed to detect relationships between behavior and demographic characteristics in each superuser subgroup. All analyses were performed using SPSS for Windows version 18.0 (IBM Corporation, Somers, NY, USA). The significance level was set at P < .05.
Figure 5. Posting trends in smokershelpline.ca.
Results

General Posting Behavior and Demographic Characteristics

The 95 SHO and 124 SSC superusers accounted for 0.4% and 1.1% of total program registrants and 5.7% and 7.6% of all active social network members. They were responsible for 34.78% (n = 29,422) and 46.22% (n = 62,820) of all social network posts (see Table 3).

Analysis of demographic characteristics collected at registration (means) and their standard deviations revealed, from the perspective of marketing and moderating techniques, slightly distinct populations (see Table 4).

Table 3. Superuser social network activity in Smokers’ Helpline Online (SHO) and StopSmokingCenter.net (SSC) Web-assisted tobacco interventions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>SHO</th>
<th>SSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of superusers</td>
<td>95</td>
<td>124</td>
</tr>
<tr>
<td>Percentage of total registrants</td>
<td>0.4%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Percentage of active social network members</td>
<td>5.7%</td>
<td>7.6%</td>
</tr>
<tr>
<td>Total number of posts in social network</td>
<td>84,599</td>
<td>133,753</td>
</tr>
<tr>
<td>Posts in social network by superusers, n (%)</td>
<td>29,422 (34.78%)</td>
<td>61,820 (46.22%)</td>
</tr>
</tbody>
</table>
Table 4. Superuser demographic characteristics in Smokers’ Helpline Online (SHO) versus StopSmokingCenter.net (SSC) Web-assisted tobacco interventions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>SHO</th>
<th>SSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>79 (83%)</td>
<td>91 (73%)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.0 (11.5)</td>
<td>48.6 (9.5)</td>
</tr>
<tr>
<td>Cigarettes smoked per day, mean (SD)</td>
<td>20.3 (8.5)</td>
<td>24.6 (11.2)</td>
</tr>
<tr>
<td>Number of past quit attempts, mean (SD)</td>
<td>3.5 (3.2)</td>
<td>3.5 (3.1)</td>
</tr>
<tr>
<td>Number of cohabitant smokers, mean (median)</td>
<td>1.1 (1)</td>
<td>0.5 (0)</td>
</tr>
<tr>
<td>Smoking duration (years), mean (SD)</td>
<td>17.3 (5.0)</td>
<td>27.0 (10.8)</td>
</tr>
<tr>
<td>Past or current nicotine replacement therapy usage, n (%)</td>
<td>50 (52%)</td>
<td>33 (26%)</td>
</tr>
</tbody>
</table>

Comparison of SHO and SSC Superusers

A multivariate logistic regression revealed no statistically significant differences in demographic characteristics between the two populations. Gender, age, cigarettes per day, past quit attempts, cohabitant smokers, years smoked, and past or current use of nicotine replacement therapy were all nonsignificant.

Superuser Subgroup Analysis

To gain further understanding of superuser and superuser-subset characteristics, we determined Pearson correlations to investigate associations between posting behavior and five key demographic characteristics (age, cigarettes smoked per day, quit attempts, cohabitant smokers, and years smoked).

Table 5. Bivariate correlations between Smokers’ Helpline Online superuser type and demographic characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SHO</th>
<th>SSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>.32 (.002)</td>
<td>.22 (.08)</td>
</tr>
<tr>
<td>Cigarettes per day</td>
<td>.06 (.66)</td>
<td>.06 (.66)</td>
</tr>
<tr>
<td>Quit attempts</td>
<td>-.07 (.52)</td>
<td>-.07 (.58)</td>
</tr>
<tr>
<td>Cohabitant smokers</td>
<td>.03 (.74)</td>
<td>.14 (.21)</td>
</tr>
<tr>
<td>Years smoked</td>
<td>.09 (.37)</td>
<td>.13 (.27)</td>
</tr>
</tbody>
</table>

SSC Pearson Correlations

In the SSC analysis (see Table 6), there were statistically significant correlations between posting behavior, quit attempts, and years smoked among all superusers, posters, and clique members. However, these relationships were relatively small (r ranging from -.25 to .25). There were no correlations between posting behavior and demographic characteristics among thread starters.

Table 6. Bivariate correlations between StopSmokingCenter.net superuser type and demographic characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SHO</th>
<th>SSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>.03 (.73)</td>
<td>.07 (.46)</td>
</tr>
<tr>
<td>Cigarettes per day</td>
<td>.12 (.18)</td>
<td>.13 (.21)</td>
</tr>
<tr>
<td>Quit attempts</td>
<td>-.25 (.01)</td>
<td>-.24 (.02)</td>
</tr>
<tr>
<td>Cohabitant smokers</td>
<td>-.08 (.40)</td>
<td>-.02 (.90)</td>
</tr>
<tr>
<td>Years smoked</td>
<td>.24 (.01)</td>
<td>.25 (.01)</td>
</tr>
</tbody>
</table>

Discussion

At first glance, based on general demographic characteristics outlined in Table 2, SSC superusers appear to have smoked much longer than SHO superusers, and a smaller number had used or were using nicotine replacement therapy. From these data, marketers and social network health educators may infer that SHO superusers started smoking later in life, and over half have used or are using nicotine replacement therapy.
However, contrary to our original hypothesis, and to information gleaned from informal qualitative in-person interviews with health educators, differences in marketing and the operation of both social networks, tone of discussions, and rules of conduct, superusers in both social networks had similar demographic characteristics.

We were also somewhat surprised to find minimal correlations between posting behavior and demographic characteristics in all eight of the superuser groups analyzed. For example, a Health Canada general population survey found correlations in demographic characteristics and behavior. Although there was little difference in quit rates between Canadian men and women, 29% of smokers aged 20–24 years had quit versus 71% of those aged 45+ years, former male smokers reported an average of 3.2 quit attempts before quitting for good (versus 2.7 quit attempts for females), and at the time of quitting, former smokers reported smoking 18.1 cigarettes per day [38]. Based on the Health Canada general population survey, one might expect to find strong correlations between frequency of posts and age, past quit attempts, or number of cigarettes smoked per day among superusers. Instead, we found only weak relationships between posting behavior, quit attempts, and years smoked, but only in SSC superusers, posters, and clique members.

**Strengths and Limitations**

To our knowledge, this is the first study that compared demographic characteristics and posting behavior of the most active participants (superusers) from two moderated social networks designed to assist with smoking cessation. A particular strength is that both programs have relatively few barriers to enrollment in comparison with entry barriers that are typical of Internet-based clinical trials [39], as we collected data from WATI operating in their naturalistic Internet environments.

Another strength is the applicability of findings. Results from this study will influence SHO promotional efforts and operations. Web promotion is generally directed at specific and targeted demographics, such as those reported in the Health Canada general population survey. However, to attract superusers, who are not easily defined, promotional efforts should be broadened. Second, as a result of this study management will modify the training programs of SHO and SSC health educators. Health educators will be introduced to computer algorithms that will assist health educators with the early identification of superusers and superuser subtypes.

It is important to note that we have used the term superuser and the three superuser subgroups (posters, thread starters, and clique members) only for the purpose of clarifying observations within this specific investigation. These participatory patterns have not been validated, and further research is required to determine whether they are observable across other types of WATI or health care-based social networks.

To more thoroughly understand superuser characteristics, future studies should compare superuser populations versus nonsuperuser populations (or social network members who create limited posts) and those who register with WATI but do not actively participate in the social network (lurkers). Future research studies should also incorporate the analysis of additional demographic and psychographic characteristics such as occupation, level of education, Goldberg Depression Scale score, Fagerström Test for Nicotine Dependence score, or frequency of Internet usage. These data may be collected at registration; however, in our experience, questions presented to users at registration are most often regarded as intrusive. To maximize use of Web-based programs in a naturalistic setting, registration questions should be kept to an absolute minimum, and other creative means of data collection should be used within interactive program content.

It is also important to note that this study focused only on smokers, and future studies should examine social network behavior and demographic characteristics from superusers, superuser subsets, moderate posters, and lurkers from other condition areas such as depression, panic disorder, problem drinking, self-harm, or healthy weight. This type of research may offer insight into general user characteristics for those who are attracted to Internet programs, and may be used in the development of predictive algorithms.

**Summary**

The results of this study indicate that superusers play powerful roles within social network traffic. While SHO and SSC superusers accounted for only 0.4% and 1.1% of total program registrants, they were responsible for 34.78% and 46.22% of social network content. The results of this study support the previous research of Cobb et al, Selby et al, Cunningham et al, and Jones et al, indicating that different types of superusers (and superuser subgroups) frequently exist.

Significant and well-recognized barriers to treatment include social stigmas that prevent treatment seeking [40] and inconveniences involved with physically attending treatment or in-person group therapy [41]. Whether individuals act as superusers or passively read the posts from others, the Internet’s ability to anonymously and conveniently reach large numbers of individuals can significantly affect health on a population level.

The results of this study suggest that further research in this fast-growing field is required, and that there is potential to maximize the impact of social networks that promote wellness. However, to fully understand the unique mechanisms of Internet-based behavior change, collaboration and knowledge transfer between researchers, nonprofit organizations, and private organizations is recommended.

http://www.jmir.org/2012/3/e66/
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Abstract

Background: An earlier report indicated that callers to a telephone counseling service benefited from the addition of an evidence-based Web intervention for depression. It is not known whether the Web intervention would also lower alcohol use and stigma, or improve quality of life and knowledge of depression and its treatments.

Objective: To report the secondary outcomes of a trial of a Web-based cognitive behavior therapy (CBT) intervention for depression, including hazardous alcohol use, quality of life, stigma, depression literacy, and CBT literacy.

Methods: We recruited a sample of 155 callers to Lifeline, a national telephone counseling service in Australia, who met the criteria for moderate to high psychological distress. Participants were randomly assigned to 1 of 4 conditions: (1) Web CBT plus weekly telephone tracking, (2) Web CBT only, (3) weekly telephone tracking only, and (4) neither Web CBT nor telephone tracking. Participants were assessed at preintervention, postintervention, and 6 and 12 months postintervention.

Results: At postintervention, participants who completed the Web intervention either with or without telephone support had lower levels of hazardous alcohol use (without tracking: \( P = .008, \) effect size = 0.23; with tracking: \( P = .003, \) effect size = 0.26), improved quality of life (without tracking: \( P = .001, \) effect size = 0.81; with tracking: \( P = .009, \) effect size = 0.63), and improved CBT literacy (without tracking: \( P = .01, \) effect size = 0.71; with tracking: \( P < .001, \) effect size = 0.80) compared with those who did not receive the Web intervention or telephone support. Results for quality of life and CBT literacy were maintained at 6- and 12-month’s follow-up, but differences in hazardous alcohol use were not significantly different between conditions at 6 and 12 months. Although omnibus tests for depression literacy and stigma were nonsignificant, contrasts revealed that those in the Web-only condition showed significantly lower levels of stigma than participants in the control condition at postintervention. This was true for participants in the Web-only and Web plus tracking conditions at 6 months. Similarly, those in the Web-only and Web plus tracking conditions had significantly higher depression literacy at postintervention, and this was maintained in the Web-only condition at 6-months’ follow-up. No significant differences were found in depression literacy and stigma between conditions at 12 months.

Conclusions: Evidence-based Web interventions for depression can be effective not only in reducing depression symptoms but also in improving other health outcomes, including quality of life, hazardous alcohol use, and knowledge about effective strategies for depression self-management.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 93903959; http://www.controlled-trials.com/ISRCTN93903959/ (Archived by WebCite at http://www.webcitation.org/65y61nSsH)

(J Med Internet Res 2012;14(3):e68) doi:10.2196/jmir.1859
Introduction

Web-based, self-administered cognitive behavior therapy (CBT) programs have been shown to be effective in reducing symptoms of depression [1-4]. Reviews have suggested that the effects of these programs may be enhanced by the provision of guidance from therapists [4]. Based on their recent review of the evidence, Newman and colleagues assert that Web interventions with ongoing assistance from a therapist are superior to other modes of online delivery in the treatment of clinical levels of depression [5]. They argue that Web interventions with less-intensive support (eg, those that involve either no human support or periodic monitoring from a non-specialist) are more appropriate in the treatment of people with subthreshold mood disorders. However, Titov and colleagues demonstrated that technician (non-specialist) -administered guidance was as effective as therapist-administered guidance in a Web-based treatment for participants with major depressive disorder [6]. Recently, in a randomized controlled trial of a Web-based CBT program for depression, we found significant reductions in depression symptoms and caseness, both when guidance was provided by a trained volunteer and when no guidance was provided at all, with no significant difference in the effect of the two [7].

While there is evidence for the efficacy of these programs for depression symptoms, less is known about the effects of Web-based programs, guided or not, on secondary outcomes such as alcohol use, quality of life, stigma about depression, or knowledge of depression and its treatment. Accordingly, the current study sought to extend the previously reported outcomes by Farrer and colleagues [7] by examining the effects of the intervention on the following outcomes: hazardous alcohol use, quality of life, stigma, depression literacy, and CBT literacy.

These outcomes are important for several reasons. Depression and hazardous alcohol use frequently co-occur in the general population and in clinical samples [8]. The prevalence of lifetime comorbidity of major depression and alcohol use disorders has been estimated at between 13% and 18% [9,10]. Evidence suggests that depression can increase the likelihood of heavy alcohol use, particularly in women [11]. In recognition of the common causal or etiological mechanisms that may underpin both depressive and alcohol use disorders, CBT is the predominant psychological treatment approach for these conditions. Moreover, computer-based CBT-based interventions have been shown to be effective in the treatment of those with comorbid depression and alcohol use disorders [12].

Quality of life has an evident negative association with depression. Individuals with depression have been shown to have lower levels of functioning and well-being than those with other chronic conditions [13]. Depression is also associated with impaired social and occupational roles [14,15]. Thus, quality of life is an important metric for assessing the impact of an intervention beyond the alleviation of symptoms. It has been argued that a comprehensive assessment of the effectiveness of an intervention should include both the degree to which the intervention prevents or treats symptoms and the degree to which it enhances the basic elements of well-being [16].

In addition to cognitive restructuring and behavioral activation techniques, comprehensive CBT interventions for depression include a psychoeducational component designed to improve clients' knowledge and understanding of their illness. Education about the signs of depression may improve an individual's ability to detect and respond appropriately to symptoms within themselves and others. There is also evidence that passive psychoeducation can have a positive effect on depression symptoms (see [17]). Depression literacy is a term used specifically to describe an individual's awareness of the causes, epidemiology, symptoms, diagnosis, and treatment of depression. Therefore, level of depression literacy is a useful metric for assessing the impact of the psychoeducational component of a CBT-based intervention.

Many individuals with depression may not seek treatment or drop out of treatment prematurely due to the stigma commonly associated with mental health disorders [18]. To reduce the prevalence of depression stigma, educational interventions have been developed to target the common misconceptions held by members of the general public as well as specific groups such as health care professionals [19]. Moreover, individuals with mental disorders have themselves been shown to hold negative views about mental illness [20]. Therefore, educational interventions may effectively reduce stigmatizing attitudes held by those who experience depression. In a previous trial, Web-based psychoeducation was shown to effectively reduce stigma in a community sample with more intense depression symptoms [21], but the effects in a sample with higher needs has not been investigated.

Having established that the Web-based intervention in our recent trial was effective for depression, we hypothesized in this study that Web-based psychoeducation and CBT would be more effective than the control condition in (1) reducing hazardous levels of alcohol use and (2) improving quality of life. Given the psychoeducational and therapeutic content of the intervention, we also expected that the intervention would be effective in (3) reducing stigma relating to depression, (4) improving depression literacy, and (5) improving CBT literacy. We hypothesized that the combination of tracking with the Web intervention would be superior to the other 3 conditions, given the weight of evidence from previous research.

Methods

Data for this study were collected as part of a larger randomized controlled trial of the impact of a Web-based CBT and psychoeducation intervention on depression symptoms [7]. For a full description of the design and methods of the trial, see Farrer et al [7].
Participants

Participants were 155 callers to Lifeline, Australia’s 24-hour telephone counseling service, recruited from counseling centers in four major Australian cities between July 2007 and January 2009. A total of 910 callers agreed to be screened by telephone. Of these, 142 (15.6%) were subsequently unable to be contacted, 61 (7%) were later unwilling to participate, and 337 (37%) did not meet eligibility criteria. Respondents were not eligible for inclusion in the trial if they (1) scored less than 22 on the Kessler Psychological Distress Scale [22] (138/337, 41%), (2) had a self-reported diagnosis of schizophrenia or bipolar disorder (89, 26%), or (3) did not have Internet access (67, 20.0%). Ineligible participants were offered brochures sent by mail containing information about the Web intervention used in the trial. Of the 370 people eligible for inclusion in the trial, 155 completed informed consent procedures and preintervention assessments, and were randomly assigned to the trial conditions.

Procedure

Following screening and informed consent procedures, preintervention data were obtained through a self-report questionnaire mailed to participants. We used a block randomization procedure with stratification based on site of recruitment and severity of psychological distress at screening. Allocation of participants to trial conditions was conducted independently by a research assistant not involved in the day-to-day running of the trial. Following randomization, all participants were contacted by telephone and were mailed the relevant materials for their allocated condition.

Intervention and Trial Conditions

The Web-only intervention consisted of Web-based psychoeducation (in week 1 provided by BluePages: bluepages.anu.edu.au) combined with Web-based CBT (in weeks 2–6 provided by MoodGYM: moodgym.anu.edu.au). Both of these Web programs have been shown to reduce depression symptoms in community users [23]. A printed manual containing week-by-week instructions for accessing the Web programs (via a login) was mailed to participants at the start of the trial.

In the Web with tracking condition, participants completed the Web intervention and also received a weekly 10-minute telephone call from a telephone counselor. The purpose of these calls was to address any issues associated with the participants’ use of the intervention.

In the tracking-only condition, participants received a weekly 10-minute telephone call from a telephone counselor. These calls focused on various environmental and lifestyle factors associated with depression.

In the control condition, participants received neither the tracking nor Web interventions. Participants in this condition were wait-listed to receive the Web-only intervention following completion of the 6-month follow-up.

Participants in all 4 conditions were free to use the Lifeline telephone counseling service as needed, which provided usual emergency or support services. Any use of this service during the intervention period was additional to the 10-minute telephone calls offered as part of the Web with tracking and tracking-only intervention conditions. The 10-minute intervention calls were scripted and not intended to provide any form of counseling.

Measures

Data were obtained by self-report questionnaires mailed to participants at preintervention, postintervention (6 weeks following the preintervention assessment), 6 months postintervention, and 12 months postintervention.

Hazardous Alcohol Use

We measured hazardous alcohol use using a 5-item version of the Alcohol Use Disorders Identification Test (AUDIT) [24]. Item scores were summed to provide a total scale score ranging from 0 to 20, with higher scores indicating greater hazardous alcohol use. A score of 5 or above indicates hazardous alcohol consumption [25]. Hazardous alcohol consumption is defined as a pattern of drinking behavior that increases the risk of harmful consequences to the drinker or others [26]. Hazardous drinking behavior does not necessarily reflect the presence of an alcohol use or dependence disorder, although it is a strong risk factor [24]. The internal consistency of the 5-item AUDIT in the current sample was 0.87 (n = 107).

Quality of Life

We assessed quality of life using the EUROHIS-QOL 8-item index [27]. The EUROHIS-QOL is composed of 8 items designed to measure the psychological, physical, social, and environmental aspects of quality of life. Items for the EUROHIS-QOL were extracted from the larger World Health Organization Quality of Life (WHOQOL) -100 and WHOQOL-BREF scales, both of which have well-established psychometric properties [28,29]. Item responses were summed, producing a total score ranging from 0 to 32, with higher scores indicating higher quality of life. The internal consistency of the EUROHIS-QOL for the current sample was 0.79 (n = 151).

Stigma

We assessed stigma using the personal stigma subscale of the Depression Stigma Scale [21,30]. The personal stigma subscale of the Depression Stigma Scale is composed of 9 items reflecting the participants’ personal attitudes toward people with depression. The items were scored on a 5-point scale ranging from strongly agree to strongly disagree, yielding a summed total scale score ranging from 0 to 36, with higher scores indicating higher stigma. In the current sample, the internal consistency of this scale was 0.74 (n = 151).

Depression Literacy

We assessed depression literacy using 11 items from a 22-item scale that we had developed for use in a previous community-based Web intervention trial [21]. Participants were provided with 11 statements relating to depression and asked to rate them as either true or false. Example statements are “Reckless and foolhardy behavior is a common sign of depression” (false) and “Antidepressants are addictive” (false). Correct responses received a score of 1, and scores were summed to provide a total depression literacy score ranging from 0 to 11, with higher scores indicating higher depression.
literacy. The internal consistency of this scale for the current sample was 0.69 (n = 151). This scale was previously shown to be sensitive to the effects of an online depression psychoeducation intervention [21,31].

**Cognitive Behavior Therapy Literacy**

Knowledge of the principles of CBT was assessed using 8 items from an 18-item scale that we had developed for use in a previous community-based Web intervention trial [23]. The 8 items were statements about CBT that participants were asked to rate as either true or false. Example statements are “I should automatically believe my thoughts because they will more often than not be accurate” (false) and “The statement ‘I’m a stupid idiot’ is an example of labeling” (true). Correct responses received a score of 1, and scores from the 8 items were summed to provide a total CBT literacy score ranging from 0 to 8, with higher scores indicating higher CBT literacy. The internal consistency of this scale for the current sample was 0.69 (n = 148). This scale was previously shown to be sensitive to the effects of an online CBT intervention [23].

**Statistical Analysis**

We analyzed data using SPSS release 18.0.1 for Windows (IBM Corporation, Somers, NY, USA) and Stata 10.1 (StataCorp LP, College Station, TX, USA). A significance level of .05 was used for all outcome variables. We analyzed all outcomes on an intention-to-treat basis. With the exception of alcohol use, all variables had distributions suitable for standard statistical methods. The stigma, quality of life, depression literacy, and CBT literacy variables were analyzed using linear mixed-models repeated-measures analysis of variance, with measurement occasion as a within-groups factor and intervention condition as a between-groups factor. We modeled within-person variation using an unstructured covariance matrix. Mixed modeling allows the use of all available data for each participant (as opposed to substituting missing data with estimated values) [32]. Imputing missing values is potentially problematic, as it can increase the risk of type I error by reducing error variance and artificially increasing degrees of freedom.

The AUDIT had an exponential-shaped distribution, with most participants scoring zero and diminishing numbers with higher scores. Dichotomization at the cut-off for hazardous drinking was not feasible, as it resulted in cells with no variance, having all observations below the cut-off, and low statistical power. Accordingly, we analyzed AUDIT scores using random-intercept Poisson regression. Poisson regression model counts, in this case, were the total numbers of thresholds (divisions between response categories) crossed on the AUDIT items [33]. The model included intervention and occasion as predictors and an intercept for each participant. The latter random parameters account for within-person correlation of responses over occasions and for overdispersion. Overdispersion refers to observations having greater variance than the mean, as implied by the Poisson model. This analysis was undertaken using the gllamm (generalized linear latent and mixed models) procedure in Stata [34].

For each outcome, we used planned contrasts to compare intervention and control groups postintervention, and at 6- and 12-months’ follow-up. We estimated effect sizes by dividing the mean difference between conditions postintervention and at 6- and 12-months’ follow-up by the pooled standard deviation of the groups. Data inspection prior to analysis revealed that two participants in the Web with tracking condition had aberrant patterns of change, each having moderate scores on the Center for Epidemiologic Studies Depression Scale at preintervention and extremely severe scores at postintervention. In one case, we were able to link this to the diagnosis of a life-threatening illness. Due to distortion of the variance and violation of the assumption of normality [35], these participants were removed for the main data analysis. The achieved sample size of 155 participants maintained power above 80% to detect differences between treatment arms of 0.5 SD.

**Results**

**Participation Rates**

Of 370 eligible respondents, 155 completed informed consent procedures and preintervention assessments, and were randomly assigned to trial conditions, resulting in a 41.9% acceptance rate. Of the 155 participants, 107 (69.0%) returned postintervention surveys, and 92 (59%) completed the 6-month follow-up. Table 1 shows observed means for outcomes across conditions at preintervention, postintervention, 6-month follow-up, and 12-month follow-up. At preintervention, we found no significant differences between participants in each condition on any of the variables of interest: quality of life (F \(_{3,151} = .10, P = .96\)), hazardous alcohol use (F \(_{3,103} = .55, P = .65\)), stigma (F \(_{3,147} = 1.21, P = .31\)), depression literacy (F \(_{3,147} = .98, P = .40\)), and CBT literacy (F \(_{3,144} = 1.41, P = .24\)).
Table 1. Observed mean scores for hazardous alcohol use, quality of life, stigma, depression literacy, and cognitive behavioral therapy (CBT) literacy for each intervention condition across measurement occasions.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Condition</th>
<th>Measurement occasion</th>
<th>Preintervention</th>
<th>Postintervention</th>
<th>6-month follow-up</th>
<th>12-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAZARDOUS ALCOHOL USE</td>
<td>Web only</td>
<td>n=38</td>
<td>4.53 (5.37)</td>
<td>27</td>
<td>2.78 (4.12)</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Web with tracking</td>
<td>n=45</td>
<td>4.73 (5.76)</td>
<td>17</td>
<td>2.35 (3.10)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Tracking only</td>
<td>n=36</td>
<td>3.81 (4.57)</td>
<td>31</td>
<td>3.90 (4.31)</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>n=34</td>
<td>3.09 (4.27)</td>
<td>24</td>
<td>3.92 (5.63)</td>
<td>21</td>
</tr>
<tr>
<td>QUALITY OF LIFE</td>
<td>Web only</td>
<td>n=38</td>
<td>12.24 (5.72)</td>
<td>27</td>
<td>16.70 (6.83)</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Web with tracking</td>
<td>n=45</td>
<td>12.42 (5.22)</td>
<td>17</td>
<td>14.71 (6.75)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Tracking only</td>
<td>n=37</td>
<td>12.73 (6.64)</td>
<td>33</td>
<td>14.06 (6.28)</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>n=35</td>
<td>12.06 (4.81)</td>
<td>27</td>
<td>11.56 (5.91)</td>
<td>22</td>
</tr>
<tr>
<td>STIGMA</td>
<td>Web only</td>
<td>n=38</td>
<td>10.26 (5.36)</td>
<td>27</td>
<td>7.37 (5.10)</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Web with tracking</td>
<td>n=43</td>
<td>11.16 (4.63)</td>
<td>20</td>
<td>10.80 (6.43)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Tracking only</td>
<td>n=36</td>
<td>12.61 (6.07)</td>
<td>31</td>
<td>12.42 (5.45)</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>n=34</td>
<td>11.62 (5.61)</td>
<td>27</td>
<td>11.96 (4.68)</td>
<td>22</td>
</tr>
<tr>
<td>DEPRESSION LITERACY</td>
<td>Web only</td>
<td>n=37</td>
<td>4.27 (2.46)</td>
<td>26</td>
<td>5.96 (2.18)</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Web with tracking</td>
<td>n=44</td>
<td>4.09 (2.06)</td>
<td>20</td>
<td>5.35 (2.35)</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Tracking only</td>
<td>n=36</td>
<td>4.67 (2.19)</td>
<td>31</td>
<td>4.42 (2.09)</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>n=34</td>
<td>4.88 (2.33)</td>
<td>27</td>
<td>5.19 (2.80)</td>
<td>20</td>
</tr>
<tr>
<td>CBT LITERACY</td>
<td>Web only</td>
<td>n=37</td>
<td>4.35 (1.89)</td>
<td>27</td>
<td>5.67 (1.62)</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Web with tracking</td>
<td>n=42</td>
<td>4.26 (2.08)</td>
<td>20</td>
<td>5.80 (1.40)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Tracking only</td>
<td>n=35</td>
<td>5.06 (1.81)</td>
<td>31</td>
<td>4.10 (1.80)</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>n=34</td>
<td>4.29 (1.80)</td>
<td>27</td>
<td>4.41 (1.95)</td>
<td>20</td>
</tr>
</tbody>
</table>

Different numbers are due to incomplete responses and unequal dropout between conditions.

Correlations Between Secondary Outcomes and Depression Symptoms at Preintervention, Postintervention, and Follow-ups

A strong negative correlation was found between preintervention depression symptoms and quality of life (r = -.52, P < .001). We found no other significant correlations: hazardous alcohol use (r = .04, P = .68), stigma (r = .15, P = .06), depression literacy (r = .15, P = .07), and CBT literacy (r = -.04, P = .63).

At postintervention, depression symptoms and quality of life were negatively correlated (r = -.65, P < .001), but no other significant correlations were found for hazardous alcohol use (r = .09, P = .38), stigma (r = .15, P = .13), depression literacy (r = .08, P = .44), and CBT literacy (r = -.15, P = .12).

The pattern of results was similar at the 6- and 12-month follow-ups. Quality of life was negatively correlated with depression at 6 months (r = -.77, P < .001) and 12 months (r = -.69, P < .001). At 12 months, stigma was positively associated with depression symptoms (r = .29, P = .03). No other significant correlations were found: hazardous alcohol use (6 months: r = .06, P = .58; 12 months: r = .15, P = .28), stigma (6 months: r = .17, P = .11), depression literacy (6 months: r = .06, P = .60; 12 months: r = -.07, P = .63), and CBT literacy (6 months: r = -.18, P = .10; 12 months: r = -.17, P = .20).

Hazardous Alcohol Use

At preintervention, postintervention, 6-month follow-up, and 12-month follow-up, 49/153 (32%), 22/99 (22%), 17/88 (19%), and 14/57 (25%) participants reported a hazardous level of alcohol use, respectively. There were no significant differences in the proportions of participants reporting hazardous use between conditions at any time point. Table 1 shows mean AUDIT scores for each intervention on each occasion. Planned
comparisons of parameters in the random intercept Poisson regression model showed that postintervention participants who received the Web-only or the Web with tracking interventions had a greater decline than those in the tracking-only ($\chi^2 = 4.7, P = .03; \chi^2 = 10.4, P < .01$) or control condition ($\chi^2 = 5.8, P = .02; \chi^2 = 11.3, P < .01$). Differences between the two Web interventions and between the tracking-only and the control condition were not significant ($\chi^2 = 0.5, P = .50; \chi^2 = 0.3, P = .61$). At the 6-month follow-up, change from preintervention was significantly different for the Web-only and Web with tracking conditions compared with the control group ($\chi^2 = 4.0, P < .05; \chi^2 = 5.4, P = .02$). There were no significant differences between conditions at the 12-month follow-up.

At postintervention, effect sizes were 0.23 (95% CI –0.32 to 0.79) for the Web-only condition and 0.26 (95% CI –0.39 to 0.91) for the Web with tracking condition, compared with the control condition. Compared with tracking only, effect sizes were 0.27 (95% CI –0.25 to 0.78) for the Web-only condition and 0.31 (95% CI –0.31 to 0.93) for the Web with tracking condition.

**Quality of Life**

The occasion-by-condition interaction was also significant for quality of life ($F_{8,96.4} = 2.39, P = .02$). At postintervention, participants who received the Web with tracking and Web-only interventions has significantly greater improvements in quality of life than participants in the control condition, but not the tracking-only condition (Table 2). At 6 months, the Web with tracking (contrast estimate = 5.12, 95% CI 1.81–8.45, $P = .003$) and Web-only (contrast estimate = 5.06, 95% CI 1.93–8.18, $P = .002$) conditions remained superior to the control condition. No significant differences were observed between conditions at 12 months.

At postintervention, effect sizes were 0.81 (95% CI 0.25–1.36) for the Web-only condition and 0.63 (95% CI –0.02 to 1.27) for the Web with tracking condition, compared with the control condition. Compared with tracking only, effect sizes were 0.41 (95% CI –0.11 to 0.92) for the Web-only condition and 0.22 (95% CI –0.39 to 0.83) for the Web with tracking condition.

**Stigma**

The interaction of condition and occasion was nonsignificant for stigma ($F_{8,96.5} = 1.73, P = .10$). Nonetheless, we found several between-condition contrasts to be significant. At postintervention, participants in the Web-only condition showed significantly lower levels of stigma than participants in the control condition. At 6 months, stigma was significantly reduced in participants in the Web-only condition (contrast estimate = –3.29, 95% CI –5.97 to –0.61, $P = .02$) and the Web with tracking condition (contrast estimate = –2.88, 95% CI –5.71 to –0.05, $P = .046$), relative to participants in the control condition. No significant differences were found between conditions at the 12-month follow-up.

At postintervention, effect sizes were 0.94 (95% CI 0.38–1.50) for the Web-only condition and 0.17 (95% CI –0.42 to 0.77) for the Web with tracking condition, compared with the control condition. Compared with tracking only, effect sizes were 0.96 (95% CI 0.41–1.50) for the Web-only condition and 0.24 (95% CI –0.34 to 0.82) for the Web with tracking condition.

---

**Table 2.** Contrast estimates, 95% confidence intervals (CI), test of significance values, and effect size estimates for contrasts of pre- to postintervention change between intervention and control conditions.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Statistic</th>
<th>Web only vs control</th>
<th>Web only vs tracking only</th>
<th>Web with tracking vs control</th>
<th>Web with tracking vs tracking only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of life</td>
<td>Contrast estimate</td>
<td>4.20</td>
<td>2.31</td>
<td>3.88</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>1.70–6.70</td>
<td>–0.08 to 4.70</td>
<td>0.99–6.76</td>
<td>–0.81 to 4.78</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.001</td>
<td>.06</td>
<td>.009</td>
<td>.16</td>
</tr>
<tr>
<td>Stigma</td>
<td>Contrast estimate</td>
<td>–2.19</td>
<td>–.97</td>
<td>–.22</td>
<td>.10</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>–4.35 to –0.03</td>
<td>–3.05 to 1.11</td>
<td>–2.59 to 2.14</td>
<td>–1.30 to 3.30</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.047</td>
<td>.36</td>
<td>.85</td>
<td>.39</td>
</tr>
<tr>
<td>Depression literacy</td>
<td>Contrast estimate</td>
<td>0.61</td>
<td>1.07</td>
<td>1.16</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>–0.42 to 1.65</td>
<td>0.07–2.07</td>
<td>0.03–2.29</td>
<td>0.52–2.71</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.24</td>
<td>.04</td>
<td>.045</td>
<td>.004</td>
</tr>
<tr>
<td>CBT literacy</td>
<td>Contrast estimate</td>
<td>1.10</td>
<td>1.87</td>
<td>1.79</td>
<td>2.56</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>0.31–1.88</td>
<td>1.10–2.63</td>
<td>0.94–2.64</td>
<td>1.73–3.39</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>.01</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

---

For more information, please refer to the reference [http://www.jmir.org/2012/3/e68/](http://www.jmir.org/2012/3/e68/).
Depression Literacy

The interaction of condition and occasion was also nonsignificant for depression literacy ($F_{8,96.3} = 1.75, P = .10$). However, at postintervention, contrasts revealed that participants who received the Web intervention had significantly higher levels of depression literacy than participants in the control and tracking-only conditions. Participants in the Web-only condition also had significantly improved depression literacy compared with participants in the tracking-only condition. At 6 months, depression literacy remained higher in participants in the Web with tracking condition than in participants in the control condition (contrast estimate $= 1.64$, 95% CI $0.30–3.00$, $P = .02$). No significant differences were found between conditions at 12 months.

At postintervention, effect sizes were 0.31 (95% CI $–0.23$ to $0.85$) for the Web-only condition and $0.01$ (95% CI $–0.58$ to $0.61$) for the Web with tracking condition, compared with the control condition. Compared with tracking only, effect sizes were $0.73$ (95% CI $0.19$–$1.26$) for the Web-only condition and $0.37$ (95% CI $–0.21$ to $0.96$) for the Web with tracking condition.

CBT Literacy

We found a significant condition-by-occasion interaction for CBT literacy ($F_{8,101.9} = 6.29, P < .001$). At postintervention, participants who received both Web interventions had significantly higher CBT literacy scores than participants in the control and tracking-only conditions. At 6 months, these improvements were maintained such that CBT literacy was higher in participants in the Web-only (contrast estimate $= 1.24$, 95% CI $0.33–2.15$, $P = .008$) and Web with tracking (contrast estimate $= 1.71$, 95% CI $0.76–2.67$, $P = .001$) conditions relative to the control condition. CBT literacy was also higher in the Web-only (contrast estimate $= 1.48$, 95% CI $0.61–2.37$, $P = .001$) and Web with tracking (contrast estimate $= 1.96$, 95% CI $1.03–2.88$, $P < .001$) conditions relative to the tracking-only condition. At 12 months, participants in both the Web-only (contrast estimate $= 1.93$, 95% CI $0.94–2.92$, $P < .001$) and Web with tracking (contrast estimate $= 1.91$, 95% CI $0.82–3.00$, $P = .001$) conditions showed higher CBT literacy than participants in the tracking-only condition.

At postintervention, effect sizes were $0.71$ (95% CI $0.16–1.26$) for the Web-only condition and $0.80$ (95% CI $0.18–1.42$) for the Web with tracking condition, compared with the control condition. Compared with tracking only, effect sizes were $0.92$ (95% CI $0.37–1.46$) for the Web-only condition and $1.03$ (95% CI $0.41–1.64$) for the Web with tracking condition.

Discussion

Analysis of the secondary outcomes of this trial suggests that Web-based CBT is effective in the short-term minimization of hazardous alcohol use, and in the immediate- and longer-term improvement of quality of life and CBT literacy. For these outcomes, weekly telephone tracking provided by a lay telephone counselor did not confer any advantage over delivery of the Web intervention alone. This result is consistent with that obtained in the analysis of the primary outcome of depression for this trial [7], where we found that Web-based CBT without telephone tracking was as effective as the intervention with telephone tracking. Primary outcome analyses also revealed that telephone tracking was associated with significantly greater dropout in the Web with tracking condition than in other conditions. As might be expected, given that the same participants were involved, dropout was higher in the Web with tracking condition on the secondary outcome measures as well.

At preintervention, average levels of alcohol use approached the cut-off indicating hazardous use. Participants who received the Web intervention significantly reduced their alcohol use, suggesting that Web-based CBT for depression may be effective in the prevention of hazardous alcohol use. CBT-based interventions have been shown to be effective in the treatment of alcohol use disorders. However, little is known about the mechanisms of action that underpin how and why CBT is effective. It has been hypothesized that CBT promotes the acquisition of cognitive and behavioral coping skills that enable individuals to manage the life stress and alcohol cues that maintain excessive drinking [36]. However, a review by Morgenstern and Longabaugh did not find evidence to support the mediating role of coping skills [36]. More recent investigations of computer-based CBT for substance use disorders have revisited this hypothesis, suggesting that it may be the quality, not quantity, of coping skills acquired through CBT that leads to reductions in hazardous alcohol use [37].

The Web intervention was also effective in improving quality of life. We found a strong negative correlation between depression and quality of life at preintervention, and improvement in quality of life may be partly associated with the observed reductions in depression symptoms. However, quality of life reflects the broader construct of well-being that includes variables such as satisfaction with general health, finances, social relationships, and activities of daily living. It is possible that the alleviation of depression symptoms, or the acquisition of cognitive and behavioral strategies, or both, are associated with an enhanced ability to effect change in dissatisfying life circumstances or to adopt a more helpful or realistic view of existing circumstances. In any case, the findings show that the effects of the intervention were broader than those of depression symptoms.

The intervention was not effective overall in improving depression literacy or in reducing stigma, although some contrast effects were found. Interventions that focus on providing information about mental illness have been shown to improve both depression literacy and stigma [19]. The length of the psychoeducational component of the current intervention (1 week) was probably not sufficient to produce meaningful change in knowledge of depression, a factor that may also account for the absence of differential change in depression stigma. A trial involving a larger “dose” of Web-based psychoeducation than the current trial (5 weeks) obtained both significant increases in depression literacy and significant reductions in stigma at postintervention [21]. An additional explanation may be the use of the shortened version of the depression literacy scale in the current trial. The hypothesis that stigma reduction is mediated by an improvement in depression literacy has been examined previously [21]. However, in the current study, the intervention was not found to be effective for either depression literacy or...
stigma, violating the conditions required to investigate mediation using the causal-steps approach proposed by Baron and Kenny [38].

The current intervention was effective, however, in improving knowledge of the key principles of CBT, which is expected, given that this was the predominant focus of the intervention. The sustained improvement in CBT knowledge observed at the 6- and 12-month follow-ups suggests that participants engaged with the intervention at a depth that created lasting memory for the therapeutic concepts contained in the program.

Limitations
We acknowledged that greater dropout in the Web with tracking condition may have inflated the effects observed in this condition. It is noteworthy, however, that dropout was not greater in the Web-only condition, so that the finding of differential dropout from the Web with tracking condition does not undermine the findings suggesting that the Web intervention conditions are more effective than either the tracking-only or control conditions.

It is possible that differences in the amount of Lifeline use between conditions throughout the trial may have influenced the findings, particularly if participants in the intervention conditions used the service more. However, those in the active treatment conditions (Web only and Web with tracking) declined to use the service during the intervention period, and were significantly less likely than those in the control condition to use the Lifeline service frequently (calling 3 or more times in a 1-month period) at postintervention.
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Abstract

Background: Internet interventions have the potential to address many of the health problems that produce the greatest global burden of disease. We present a study illustrating this potential. The Spanish/English San Francisco Stop Smoking Internet site, which yielded quit rates of 20% or more at 12 months in published randomized controlled trials (RCTs), was modified to make it accessible to Spanish- and English-speaking smokers 18 years of age or older anywhere in the world.

Objective: To illustrate that Internet interventions designed to conduct RCTs can be adapted to serve as universal health care resources. We also examine quit rates obtained in the current participant preference study (in which users could choose from all elements tested in previous RCTs) to determine whether they differ from the quit rates found in the RCTs.

Methods: We modified the San Francisco Stop Smoking Internet site so that, instead of being randomly assigned to a specific intervention, participants could personalize the site by choosing among nine site elements (eg, stop smoking guide, reminder emails, journal, mood management intervention, or virtual group). Participants completed a baseline assessment, and reported smoking and mood data at 1-, 3-, 6-, and 12-month follow-ups. We assessed the modified website’s reach and outcomes (quit rates), and compared the quit rates of the current participant preference study with those of the previous RCTs.

Results: In the first year of recruitment, 94,158 individuals from 152 countries and territories visited the site; 13,488 participants left some data; 9173 signed consent; 7763 completed the baseline survey; and 1955, 1362, 1106, and 1096 left 1-, 3-, 6-, and 12-month data, respectively. Observed quit rates were 38.1% (n = 668), 44.9% (n = 546), 43.6% (n = 431), and 45.4% (n = 449), respectively. The current participant preference study yielded higher observed quit rates (odds ratio 1.30) than the previous RCT when controlling for individuals’ demographic and smoking characteristics.

Conclusions: After strict RCTs are completed, Internet intervention sites can be made into worldwide health intervention resources without reducing their effectiveness.


(J Med Internet Res 2012;14(3):e64) doi:10.2196/jmir.1852

http://www.jmir.org/2012/3/e64/
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Introduction

The concept of health care as a basic human right has been advanced by many. Franklin Roosevelt, in his 1944 message to Congress, called for “a second Bill of Rights” that would include “the right to adequate medical care and the opportunity to achieve and enjoy good health” [1]. This goal was included in the United Nations Universal Declaration of Human Rights [2]. However, the concept remains an aspiration that has not been actualized in most of the world. More than 40 years ago, Dr. Martin Luther King Jr spoke to the Medical Committee for Human Rights, saying, “Of all the forms of inequality, injustice in health care is the most shocking and inhumane” [3]. We argue that self-help, automated Internet interventions could contribute to making the goal of adequate health care for all a reality. We illustrate this potential by describing how an Internet stop smoking intervention found effective in randomized controlled trials (RCTs) was made available freely to individuals worldwide.

In 2008, the World Health Organization released a report that stated that “Tobacco is the single most preventable cause of death in the world today...Unless urgent action is taken tobacco could kill one billion people during this century” [4]. To reduce this figure, smoking cessation interventions must be disseminated widely. There are over one billion smokers in the world today, 80% of whom reside in low- and middle-income countries [5]. Most communities do not offer smoking cessation interventions.

Internet interventions can fill a void in health care by providing evidence-based smoking cessation anytime, anywhere, to anyone with Internet access. Consumable interventions, in which the active agent is spent when administered, are expensive in terms of money, time, or both, so they are rarely used on a large scale. For example, smoking cessation groups consume the counselor’s time: each hour spent can never be used to serve another smoker. Nicotine patches or other pharmacological interventions can be expensive and thus difficult to establish and sustain. Internet interventions, such as the one described here, can reduce the average length of time that empirically supported interventions take to go from the laboratory to routine use. The US Institute of Medicine reported that it takes an average of 17 years for knowledge from RCTs to be made available to the public [10]. The San Francisco Stop Smoking site was switched from an RCT to an open participant preference site on the day the RCT ended.

This report is the fourth in a line of outcome papers based on the San Francisco Stop Smoking Internet website (www.stopsmoking.ucsf.edu in English; www.dejardefumar.ucsf.edu in Spanish). The first outcome paper [6] reported on the initial set of studies from the website, including single-condition studies and studies comparing two conditions at a time. The second outcome paper [7] compared four conditions with cohort maintenance efforts intended to reduce attrition at follow-up. These efforts included phone calls to the first 500 English-speaking and the first 500 Spanish-speaking participants. The four conditions were as follows: condition 1, The Stop Smoking Guide; condition 2, condition 1 + individually timed email messages; condition 3, condition 2 + a mood management intervention; and condition 4, condition 3 + a virtual group (an asynchronous bulletin board). After these first 1000 participants had been recruited, the site was left active and continued to recruit an additional 16,430 participants, who went through the randomized trial with the same four conditions in a totally automated manner, without the cohort maintenance efforts of the 2009 report [11].

In this paper, we report characteristics of the smokers and quit rates obtained from the sample recruited during the first year of the participant preference site. We compare these data to similar data obtained in the fully automated RCT with 16,430 therapies or smoking cessation groups [7]. Our Internet interventions were extensions of a research program focused on Spanish-speaking smokers [8,9] and were translated and adapted to English to reach a larger number of smokers worldwide. After the grant funding ended for the last RCT, we decided not to close down the site, as would be done with most research grant-funded face-to-face interventions, but rather to keep it active and available as a service to smokers worldwide. We removed the randomization function and most eligibility criteria (except being 18+ years old), and allowed participants to choose any site element(s), thus conducting a participant preference study. These three changes allowed us to assess the dissemination and effectiveness of the intervention on a large scale and to experiment with a working model for how Internet research sites can be made accessible as basic services to any adult in the world with Internet access. This is a clear advantage of Internet interventions over traditional face-to-face outcome studies. When face-to-face trials end, even if they are highly successful, the investigators are almost always unable to continue to provide the same level of service to the public (mainly because staffing costs are prohibitive), leaving them to hope that the knowledge they have gathered will eventually be shared via adoption of their intervention by others. Internet interventions, such as the one described here, can reduce the average length of time that empirically supported interventions take to go from the laboratory to routine use. The US Institute of Medicine reported that it takes an average of 17 years for knowledge from RCTs to be made available to the public [10].
participants. We hypothesized that providing choice would result in quit rates at least as high as those in the previous RCT.

Methods

Participants

Participants were recruited primarily through a Google Adwords campaign supported by a Google grant awarded to the senior researcher (RFM). The grant allowed us to bid up to US $1 to place sponsored links (ads) on pages resulting from Google searches relevant to smoking cessation. Individuals using search terms related to smoking were presented with a sponsored link to the English or Spanish version of the website (www.stopsmoking.ucsf.edu or www.dejardefumar.ucsf.edu). Spanish searches tended to have fewer advertisers competing for ad space; therefore, sponsored links for the site were more likely to appear on the first page of Google searches in that language. Others learned about the site through organic searches in Google and other search engines, links from other sites, word of mouth, and media sources.

Study Procedures

The site offered all visitors to the site immediate access to the two major active intervention elements: the Stop Smoking Guide and the Nicotine Replacement Therapy Guide (see below for detailed description), which could be accessed from the home page without the need to sign up. Participants were informed that the site contained a program that is for smokers who are ready to quit; will take approximately 8 weeks to complete; and involves brief questionnaires at 1, 3, 6, and 12 months after enrollment to monitor progress with quitting and usage of the site. (This timing of follow-ups is common in cessation studies; it achieves a good balance between available data and low participant burden). Participants who clicked on a button to enroll in the study were directed to brief demographic and eligibility questionnaires. The sole eligibility criterion was being at least 18 years old. Those eligible and providing an email address received a password to log in to the site. This password also was used to sign the online consent form. Ineligible participants or those not consenting to participate in the research study could access the Stop Smoking Guide (which is itself an evidence-based intervention) and the Nicotine Replacement Therapy Guide from the home page of the website.

On logging in to the website, participants received a baseline questionnaire that assessed demographics, smoking patterns and history, and mood. After completing these assessments, participants were presented with the choice of nine intervention elements. Participants could select any and all of these elements. Unselected elements were suppressed. Participants were then taken to their individualized home page that contained a navigation bar with the elements they had selected. They could access these elements throughout the 12-month study. Participants received emails to complete follow-up assessments at 1, 3, 6, and 12 months after enrolling in the study. These intervals were identical to the ones used in our previous RCTs and thus are directly comparable.

Intervention Elements

The participant preference version of the San Francisco Stop Smoking Internet site allowed users to choose among the following nine elements: (1) the Prequit Checklist, (2) The Stop Smoking Guide (Guía), (3) Nicotine Replacement Therapy Guide, (4) Taking Control of Your Life (Tomando Control), (5) individually timed email messages, (6) the Mood Management Intervention, (7) the Virtual Group, (8) the Journal, and (9) the Cigarette Counter.

The Prequit Checklist

This 10-item to-do list includes tips on removing smoking-related cues from one’s environment (eg, disposing of cigarettes, throwing out smoking supplies, and cleaning items that might smell of tobacco), identifying situations that might lead to relapses, and dealing with those situations.

The Stop Smoking Guide (Guía)

This is a National Cancer Institute evidence-based behavioral intervention originally developed for Spanish-speaking smokers [8,9,12], which provides empirical information about the effects of cigarettes, as well as methods for successful cessation.

Nicotine Replacement Therapy Guide

This guide outlines who should consider nicotine substitutes, information regarding options for nicotine substitutes (such as the nicotine patch, gum, and inhalers), and antidepressant medications used to help people stop smoking.

Taking Control of Your Life (Tomando Control)

This downloadable document helps individuals quit smoking by encouraging them to maintain a healthy mood state by engaging in pleasant, healthy activities [8,12]. The document instructs participants to keep a daily log of the number of positive activities, mood, and the number of cigarettes smoked. These materials were developed for an earlier study [9] and can be found on the National Cancer Institute’s site for Research Tested Intervention Programs [13].

Individually Timed Email Messages

These messages are brief tips and encouragement to stop smoking [14], keyed to the participant’s self-selected quit date.

The Mood Management Intervention

This 8-lesson cognitive–behavioral mood management course teaches the relationships between thoughts, activities, people, and one’s mood; it has been found effective at reducing symptoms of depression and increasing rates of quitting [9,15]. It includes tools to track mood, activities, thoughts, and interpersonal contacts, and to visualize how these are related to cigarettes smoked.

The Virtual Group

This asynchronous bulletin board provides an online forum where participants can post messages and respond to other users’ posts.

The Journal

A text box is provided for participants to keep notes on their progress toward their goals. Previous Journal entries can be
viewed via a calendar. They can also be shared with the virtual group.

**The Cigarette Counter**

Participants indicate the number of cigarettes they smoked the previous day on a visual scale. Results from the cigarette counter are displayed graphically so participants can view their smoking patterns over time.

**Measures**

A [demographic questionnaire](#) asked for age, gender, race/ethnicity, education, income, marital status.

A [smoking questionnaire](#) included age when the person started smoking, age when smoking regularly, number of cigarettes per day, confidence in quitting, smoking exposure, and smoking cessation methods used.

The *Fagerström Test for Nicotine Dependence* (FTND) [16] is a commonly used 6-item test of nicotine dependence, with a range from 0 to 10.

The *Major Depressive Episode* (MDE) Screener (Mood Screener) [17] screens for the presence of the 9 symptoms of current and past MDEs according to the *Diagnostic and Statistical Manual of Mental Disorders* (DSM-IV-TR) [18], as well as for criterion C (significant impairment in functioning). This instrument has been shown to have good agreement with the Primary Care Evaluation of Mental Disorders [19,20] and with clinician-administered interviews [21].

The *Center for Epidemiologic Studies Depression* scale (CES-D) [22] is a 20-item self-report scale designed to measure the current level of depressive symptoms.

*Self-reported 7-day point prevalence abstinence* was defined as a “no” response to “Have you smoked 1 or more cigarettes in the last 7 days?” at 1-, 3-, 6-, and 12-month follow-ups. This is the main measure used in the previously published RCT [7].

**Statistical Analyses**

We constructed two logistic regression models to predict quit rates. Predictors were age, sex, education, language, FTND score, number of cigarettes smoked per day, age when the person started smoking, number of quit attempts, use of quit aids, CES-D score, and presence of lifetime MDEs. Variables were entered stepwise in groups: demographic variables, smoking variables, and depression variables. One model assessed differences between all participants in the current participant preference study and the previous RCT. Another model tested differences only among individuals who would have met the more-stringent requirements of the previous RCT (smoked more than 5 cigarettes a day, intending to quit in the next month, used email at least once weekly, and was 18+ years of age). Chi-square and independent sample t tests were also conducted with descriptive data to make comparisons as in the case of attrition data, as well as to compare between the Spanish- and the English-speaking subsamples.

Because the website was open to anyone 18 years of age or older, some participants were nonsmokers at baseline. We analyzed outcome excluding these nonsmokers.

**Results**

**Sample**

As seen in Figure 1, during a 1-year period (September 19, 2008 through September 18, 2009), 94,158 (n = 39,267 English-speaking, n = 54,891 Spanish-speaking) individuals from 152 countries and territories visited the site; 13,488 (n = 3372 English-speaking, n = 10,116 Spanish-speaking) participants left data; 9173 (n = 2352 English-speaking, n = 6821 Spanish-speaking) signed consent; and 7763 (n = 1825 English-speaking; n = 5938 Spanish-speaking) participants completed a baseline survey. Participants completing baseline represented 124 countries and territories. English speakers came from 111 countries, of which the top 3 were India (n = 442), the United States (n = 240), and South Africa (n = 182). Spanish speakers came from 51 countries, of which the top 3 were Spain (n = 2573), Argentina (n = 1114), and Mexico (n = 547). Table 1 further describes sample characteristics. Table 2 describes the smoking and depression characteristics of participants who identified as smokers or reported smoking 1+ cigarettes at baseline (n = 7353). As can be seen from Table 2, Spanish-language participants appeared to be less addicted to nicotine; they were also far less likely to report using quit aids in the past 6 months and more likely to screen positive for current MDE.
Table 1. Demographics of consenting participants who completed baseline assessment.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Smokers</th>
<th>English-speaking</th>
<th>Spanish-speaking</th>
<th>Nonsmokers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All (n = 7353)</td>
<td>(n = 1693)</td>
<td>(n = 5660)</td>
<td>All (n = 410)</td>
</tr>
<tr>
<td>Sex a</td>
<td>n = 7314</td>
<td>n = 1688</td>
<td>n = 5626</td>
<td>n = 410</td>
</tr>
<tr>
<td>Men</td>
<td>4024 (55.02%)</td>
<td>1099 (65.11%)</td>
<td>2925 (51.99%)</td>
<td>208 (50.7%)</td>
</tr>
<tr>
<td>Women</td>
<td>3290 (44.98%)</td>
<td>589 (34.9%)</td>
<td>2701 (48.01%)</td>
<td>202 (49.3%)</td>
</tr>
<tr>
<td>Ethnicity a,b</td>
<td>n = 7286</td>
<td>n = 1658</td>
<td>n = 5628</td>
<td>n = 406</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>5538 (76.01%)</td>
<td>185 (11.2%)</td>
<td>5232 (92.96%)</td>
<td>273 (67.2%)</td>
</tr>
<tr>
<td>Not Hispanic/Latino</td>
<td>1752 (23.99%)</td>
<td>1356 (81.79%)</td>
<td>396 (7.04%)</td>
<td>133 (32.8%)</td>
</tr>
<tr>
<td>Race a,c</td>
<td>n = 7097</td>
<td>n = 1478</td>
<td>n = 5619</td>
<td>n = 407</td>
</tr>
<tr>
<td>European descent</td>
<td>4435 (62.49%)</td>
<td>617 (41.7%)</td>
<td>3818 (67.95%)</td>
<td>280 (70.3%)</td>
</tr>
<tr>
<td>Asian descent</td>
<td>531 (7.5%)</td>
<td>520 (35.2%)</td>
<td>11 (0.2%)</td>
<td>19 (5%)</td>
</tr>
<tr>
<td>African descent</td>
<td>48 (1%)</td>
<td>42 (3%)</td>
<td>6 (0.1%)</td>
<td>2 (1%)</td>
</tr>
<tr>
<td>Indigenous descent</td>
<td>20 (0.3%)</td>
<td>3 (0.2%)</td>
<td>17 (0.3%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Other/multiethnic</td>
<td>1292 (18.20%)</td>
<td>253 (17.1%)</td>
<td>1019 (18.13%)</td>
<td>76 (18.6%)</td>
</tr>
<tr>
<td>Mestizo</td>
<td>771 (10.9%)</td>
<td>23 (2%)</td>
<td>748 (13.3%)</td>
<td>23 (5.7%)</td>
</tr>
<tr>
<td>Education a,b</td>
<td>n = 7216</td>
<td>n = 1664</td>
<td>n = 5552</td>
<td>n = 406</td>
</tr>
<tr>
<td>High school or less</td>
<td>1688 (23.39%)</td>
<td>296 (17.8%)</td>
<td>1392 (25.07%)</td>
<td>62 (15%)</td>
</tr>
<tr>
<td>Some college</td>
<td>2626 (36.39%)</td>
<td>428 (25.7%)</td>
<td>2198 (39.59%)</td>
<td>129 (31.8%)</td>
</tr>
<tr>
<td>College graduate</td>
<td>2126 (29.46%)</td>
<td>622 (37.4%)</td>
<td>1504 (27.09%)</td>
<td>139 (34.2%)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>776 (10.75%)</td>
<td>318 (19.1%)</td>
<td>458 (8.2%)</td>
<td>76 (18%)</td>
</tr>
<tr>
<td>Marital status a,d</td>
<td>n = 7345</td>
<td>n = 1690</td>
<td>n = 5655</td>
<td>n = 410</td>
</tr>
<tr>
<td>Single</td>
<td>2647 (36.04%)</td>
<td>722 (42.7%)</td>
<td>1925 (34.04%)</td>
<td>114 (28.0%)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>1224 (16.66%)</td>
<td>195 (11.5%)</td>
<td>1029 (18.20%)</td>
<td>83 (20.2%)</td>
</tr>
<tr>
<td>Married</td>
<td>2674 (36.41%)</td>
<td>626 (37.0%)</td>
<td>2046 (36.18%)</td>
<td>167 (40.7%)</td>
</tr>
<tr>
<td>Separated</td>
<td>354 (4.8%)</td>
<td>55 (3%)</td>
<td>299 (5.3%)</td>
<td>16 (4%)</td>
</tr>
<tr>
<td>Divorced</td>
<td>395 (5.4%)</td>
<td>82 (5%)</td>
<td>313 (5.5%)</td>
<td>25 (6%)</td>
</tr>
<tr>
<td>Widowed</td>
<td>53 (1%)</td>
<td>10 (1%)</td>
<td>43 (1%)</td>
<td>4 (1%)</td>
</tr>
</tbody>
</table>

a Difference between English- and Spanish-speaking participants is significant at $P < .001$ level.

b Difference between smokers and nonsmokers is significant at $P < .001$ level.

c Difference between smokers and nonsmokers is significant at $P = .003$ level.

d Difference between smokers and nonsmokers is significant at $P = .03$ level.
Figure 1. Progression of participants through the San Francisco Stop Smoking participant preference site, with follow-up at 1 month (1m), 3 months (3m), 6 months (6m), and 12 months (12m).

<table>
<thead>
<tr>
<th>Total Visitors</th>
<th>English: n = 39,267, Spanish: n = 54,891</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screened for Eligibility</td>
<td>(English: n = 3,372, Spanish: n = 10,116)</td>
</tr>
</tbody>
</table>

- **Consented:** n = 9,173
  - (English: n = 2,352, Spanish: n = 6,821)

- **Completed baseline assessment:** n = 7,763
  - (English: n = 1,825, Spanish: n = 5,938)

<table>
<thead>
<tr>
<th>Elements chosen</th>
<th>Total</th>
<th>English</th>
<th>Spanish</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stop smoking guide</td>
<td>7,221</td>
<td>1,703</td>
<td>5,518</td>
</tr>
<tr>
<td>Pre-quit checklist</td>
<td>6,080</td>
<td>1,423</td>
<td>4,657</td>
</tr>
<tr>
<td>Mood management intervention</td>
<td>5,923</td>
<td>1,323</td>
<td>4,600</td>
</tr>
<tr>
<td>Cigarette Counter</td>
<td>5,590</td>
<td>1,264</td>
<td>4,326</td>
</tr>
<tr>
<td>Take control of your life</td>
<td>5,537</td>
<td>1,327</td>
<td>4,210</td>
</tr>
<tr>
<td>Reminder emails</td>
<td>5,474</td>
<td>1,299</td>
<td>4,175</td>
</tr>
<tr>
<td>Nicotine replacement guide</td>
<td>4,743</td>
<td>987</td>
<td>3,756</td>
</tr>
<tr>
<td>Journal</td>
<td>4,384</td>
<td>926</td>
<td>3,458</td>
</tr>
<tr>
<td>Virtual group</td>
<td>4,140</td>
<td>903</td>
<td>3,237</td>
</tr>
</tbody>
</table>

- **1m Follow-up:** n = 1,955
  - (English: n = 424, Spanish: n = 1,531)

- **3m Follow-up:** n = 1,362
  - (English: n = 312, Spanish: n = 1,050)

- **6m Follow-up:** n = 1,106
  - (English: n = 251, Spanish: n = 855)

- **12m Follow-up:** n = 1,096
  - (English: n = 244, Spanish: n = 852)
### Table 2. Smoking and clinical characteristics of consenting smokers.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All (n = 7353)</th>
<th>English-speaking (n = 1693)</th>
<th>Spanish-speaking (n = 5660)</th>
<th>P value (English vs Spanish)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smoking history, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>35.0 (10.7)</td>
<td>33.6 (10.7)</td>
<td>35.8 (10.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years), first cigarette</td>
<td>15.8 (3.3)</td>
<td>16.6 (4.1)</td>
<td>15.5 (3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age(years) regular smoker</td>
<td>18.8 (4.4)</td>
<td>19.0 (4.3)</td>
<td>18.8 (4.4)</td>
<td>.07</td>
</tr>
<tr>
<td>Cigarettes per day</td>
<td>18.1 (10.0)</td>
<td>16.7 (10.0)</td>
<td>18.5 (10.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FTND&lt;sup&gt;a&lt;/sup&gt; score</td>
<td>6.5 (2.6)</td>
<td>7.4 (2.0)</td>
<td>6.2 (2.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quit confidence</td>
<td>6.6 (2.3)</td>
<td>6.7 (2.3)</td>
<td>6.6 (2.3)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Methods used to quit in last 6 months, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nicotine gum</td>
<td>884 (12.0%)</td>
<td>235 (13.9%)</td>
<td>649 (11.5%)</td>
<td>0.008</td>
</tr>
<tr>
<td>Nicotine patch</td>
<td>580 (7.9%)</td>
<td>220 (13.0%)</td>
<td>360 (6.4%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nicotine inhaler</td>
<td>60 (1%)</td>
<td>41 (2%)</td>
<td>19 (0.3%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nicotine spray</td>
<td>18 (0.2%)</td>
<td>10 (1%)</td>
<td>8 (0.1%)</td>
<td>.003</td>
</tr>
<tr>
<td>Bupropion</td>
<td>223 (3.0%)</td>
<td>64 (4%)</td>
<td>159 (2.8%)</td>
<td>.04</td>
</tr>
<tr>
<td>Varenicline</td>
<td>170 (2.3%)</td>
<td>37 (2%)</td>
<td>133 (2.3%)</td>
<td>.78</td>
</tr>
<tr>
<td>Other antidepressant</td>
<td>103 (1.4%)</td>
<td>29 (2%)</td>
<td>74 (1%)</td>
<td>.24</td>
</tr>
<tr>
<td>Stop smoking group</td>
<td>124 (1.7%)</td>
<td>27 (2%)</td>
<td>97 (2%)</td>
<td>.83</td>
</tr>
<tr>
<td>Hypnosis</td>
<td>116 (1.6%)</td>
<td>56 (3%)</td>
<td>60 (1%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Acupuncture</td>
<td>126 (1.7%)</td>
<td>29 (2%)</td>
<td>97 (2%)</td>
<td>1.00</td>
</tr>
<tr>
<td>Motivational tapes</td>
<td>126 (1.7%)</td>
<td>57 (3%)</td>
<td>69 (1%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other self-help</td>
<td>321 (4.4%)</td>
<td>118 (7.0%)</td>
<td>203 (3.6%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other websites</td>
<td>188 (2.6%)</td>
<td>51 (3%)</td>
<td>137 (2.4%)</td>
<td>.19</td>
</tr>
<tr>
<td>Prayer</td>
<td>271 (3.7%)</td>
<td>119 (7.0%)</td>
<td>152 (2.7%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Consultation with doctor</td>
<td>239 (3.3%)</td>
<td>65 (4%)</td>
<td>174 (3.1%)</td>
<td>.12</td>
</tr>
<tr>
<td>Other</td>
<td>328 (4.5%)</td>
<td>108 (6.4%)</td>
<td>220 (3.9%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>5047 (68.64%)</td>
<td>997 (58.9%)</td>
<td>4050 (71.55%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Depression variable, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depressive episodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No history</td>
<td>4968 (67.56%)</td>
<td>1143 (67.51%)</td>
<td>3825 (67.58%)</td>
<td>.80</td>
</tr>
<tr>
<td>Past only</td>
<td>1027 (13.97%)</td>
<td>283 (16.7%)</td>
<td>744 (13.1%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Current</td>
<td>1358 (18.47%)</td>
<td>267 (15.8%)</td>
<td>1091 (19.3%)</td>
<td>.002</td>
</tr>
<tr>
<td>CES-D&lt;sup&gt;b&lt;/sup&gt; score, mean (SD)</td>
<td>17.7 (12.2)</td>
<td>17.9 (11.9)</td>
<td>17.7 (12.3)</td>
<td>.35</td>
</tr>
</tbody>
</table>

<sup>a</sup> Fagerström Test for Nicotine Dependence.

<sup>b</sup> Center for Epidemiologic Studies Depression scale.
Table 3. Self-reported 7-day smoking abstinence, for all smokers and, separately, for smokers eligible for the previous RCTa (% quit).

<table>
<thead>
<tr>
<th></th>
<th>All (n = 7353)</th>
<th>English-speaking (n = 1693)</th>
<th>Spanish-speaking (n = 5660)</th>
<th>P value (English vs Spanish)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Observed quit rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All smokers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>668 (38.1%)</td>
<td>141 (38.8%)</td>
<td>527 (37.9%)</td>
<td>.77</td>
</tr>
<tr>
<td>Month 3</td>
<td>546 (44.9%)</td>
<td>115 (42.9%)</td>
<td>431 (45.5%)</td>
<td>.49</td>
</tr>
<tr>
<td>Month 6</td>
<td>431 (43.6%)</td>
<td>100 (47.8%)</td>
<td>331 (42.5%)</td>
<td>.19</td>
</tr>
<tr>
<td>Month 12</td>
<td>449 (45.4%)</td>
<td>104 (50.0%)</td>
<td>345 (44.2%)</td>
<td>.14</td>
</tr>
<tr>
<td>RCT eligible</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>587 (40.4%)</td>
<td>127 (40.1%)</td>
<td>460 (40.5%)</td>
<td>.90</td>
</tr>
<tr>
<td>Month 3</td>
<td>466 (45.4%)</td>
<td>101 (43.0%)</td>
<td>365 (46.1%)</td>
<td>.42</td>
</tr>
<tr>
<td>Month 6</td>
<td>378 (45.9%)</td>
<td>87 (49%)</td>
<td>291 (45.0%)</td>
<td>.35</td>
</tr>
<tr>
<td>Month 12</td>
<td>377 (45.8%)</td>
<td>93 (51%)</td>
<td>284 (44.2%)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Missing = smoking b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All smokers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>668 (9.1%)</td>
<td>141 (8.3%)</td>
<td>527 (9.3%)</td>
<td>.23</td>
</tr>
<tr>
<td>Month 3</td>
<td>546 (7.4%)</td>
<td>115 (6.8%)</td>
<td>431 (7.6%)</td>
<td>.27</td>
</tr>
<tr>
<td>Month 6</td>
<td>431 (5.9%)</td>
<td>100 (5.9%)</td>
<td>331 (5.8%)</td>
<td>.96</td>
</tr>
<tr>
<td>Month 12</td>
<td>449 (6.1%)</td>
<td>104 (6.1%)</td>
<td>345 (6.1%)</td>
<td>.96</td>
</tr>
<tr>
<td>RCT eligible</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>587 (9.8%)</td>
<td>127 (8.8%)</td>
<td>460 (10.1%)</td>
<td>.17</td>
</tr>
<tr>
<td>Month 3</td>
<td>466 (7.8%)</td>
<td>101 (7.0%)</td>
<td>365 (8.0%)</td>
<td>.24</td>
</tr>
<tr>
<td>Month 6</td>
<td>378 (6.3%)</td>
<td>87 (6%)</td>
<td>291 (6.4%)</td>
<td>.71</td>
</tr>
<tr>
<td>Month 12</td>
<td>377 (6.3%)</td>
<td>93 (7%)</td>
<td>284 (6.2%)</td>
<td>.76</td>
</tr>
</tbody>
</table>

a Smokers who met eligibility criteria set for the 2009 randomized controlled trial (RCT) [7,11].

b Assuming that every participant not reporting data is still smoking.

Attrition

Of the 7763 consenting participants who completed the baseline survey, 1955 (25.18%), 1362 (17.54%), 1106 (14.25%), and 1096 (14.12%) left 1-, 3-, 6-, and 12-month data, respectively. Most participants (4914, 63.30%) did not return to the site for any of the follow-ups. Of the 2855 (36.78%) who left follow-up data, 1423 (49.84%) responded to one, 629 (22.0%) responded to two, 367 (12.8%) responded to three, and 436 (15.3%) responded to all four follow-ups. These rates were numerically lower than those obtained in the RCT. We found no differences in the proportion of follow-ups completed by English or Spanish speakers ($\chi^2 = 6.38, P = .17$). There was a significant difference in the proportion of completed follow-ups between women and men ($\chi^2 = 37.88, P < .001$), with the largest difference between those who completed no follow-ups (2798, 66.12% men vs 2105, 60.28% women).

Quit Rates (7-Day Abstinence)

In Table 3, we report both the observed quit rates (based on those reporting data at each follow-up) and the missing = smoking quit rates (that is, assuming that every participant not reporting data is still smoking) for participants in the participant preference trial. We ran a logistic regression model to compare the observed quit rates between the previous RCT and the current participant preference study controlling for demographic, smoking, and depression variables. We found that participants in the current participant preference study reported higher quit rates than participants in the previous RCT (Wald $\chi^2 = 10.43, P < .001$, odds ratio [OR] 1.30). With both samples combined, those with more education were more likely to quit (Wald $\chi^2 = 14.51, P < .001$, OR 1.14); English-speaking participants were less likely to do so (Wald $\chi^2 = 6.52, P = .01$, OR 0.81). The only smoking-related variable related to quit rates was nicotine dependence, such that higher dependence corresponded to lower quit rates (Wald $\chi^2 = 13.30, P < .001$, OR 0.94). Both levels of depressive symptoms (Wald $\chi^2 = 20.80, P < .001$, OR 0.99) and history of MDEs (Wald $\chi^2 = 8.69, P = .003$, OR 0.79) predicted lower quit rates in participants. The largest change in $R^2$ resulted from the addition of the depression variables.

Figure 2 displays the quit rates obtained from this study along with those obtained in previous RCTs. The observed 1-, 3-, 6-,
and 12-month quit rates among smokers in the current study were 38.1%, 44.9%, 43.6%, and 45.4%, respectively. Restricting the sample only to participants who met eligibility criteria for the most recent, fully automated RCT [11] produced observed quit rates of 40.4% (n=587), 45.4% (n=378), 45.9% (n=378), and 45.8% (n=377) respectively. In that RCT, quit rates at the same time points for participants in condition 4, who received all elements (the most reasonable comparison), were 41.6% (552/1328), 43.1% (475/1103), 43.9% (414/943), and 43.7% (386/884). Note that in the 2009 RCT, we instituted cohort maintenance methods to obtain as complete a set of follow-up data as possible by phoning participants who did not respond to automated emails. This resulted in follow-up rates as high as 69% at 12 months. The fully automated RCT reported in the Leykin et al [11] and the participant preference site results did not include these phone calls. Thus, the observed quit rates are based on a much smaller proportion of respondents. This needs to be taken into account when interpreting these figures.

Figure 2. Observed quit rates by study for the San Francisco Stop Smoking participant preference study and previous randomized controlled trials (RCTs). The outcomes of the current participant preference site, as compared with the RCT with live cohort maintenance follow-up methods ([7], N = 1000), a fully automated RCT without live follow-up ([11], N = 16,430), and condition 4, the condition in that same automated RCT that included all site elements, which approximates the current site, but without the participant preference component ([11], n = 4105). Shaded areas indicate missing data. Observed Quit is defined as the number reporting not smoking divided by number reporting smoking status (smoking or not smoking). Thus, it does not impute values for missing data.

**Discussion**

This study illustrates that it is feasible to blanket the world with self-help automated Internet interventions for major global health problems. We showed that turning an efficacious Internet-based RCT into a participant preference study site immediately after the RCT ended resulted in quit rates similar to or better than those found in the RCT. Opening up an Internet intervention research site after completion of an Internet outcome study allows people worldwide to continue to use it, and the outcomes can be similar to those obtained within a strict RCT context.

We found higher observed quit rates among those in the participant preference study. In addition, several variables predicted higher levels of quit rates. Specifically, higher levels of education, visiting the Spanish version of the site, lower levels of nicotine dependence, lower depressive symptoms, and no history of MDEs were all more highly associated with increased quit rates. We found the higher quit rates related to the Spanish site intriguing. Perhaps because Spanish-speaking smokers were less likely to have used other smoking cessation...
resources (see Table 2), the Internet site was more likely to be of help to them in part by helping those who had an easier time quitting. English speakers able to quit more easily may have already quit using other methods. This hypothesis is supported by the fact that English speakers had significantly higher FTND nicotine dependence scores (see Table 2). If this is correct, it is one more argument for blanketing the world with evidence-based Internet interventions, so that individuals in locations that have no health resources can have access to at least a basic level of care, which can be effective in addressing the targeted health problem. Note, in Table 2, that 2 out of 3 smokers had used nothing prior to our Internet intervention. Only 3.3% had consulted with a doctor, and 1.7% had attended a smoking cessation group. The most used aid was nicotine gum, but even that method was used by only 12% of smokers.

These findings illustrate how an automated stop smoking site can be used to provide a basic level of health care. Just as visits to professionals might help refer participants to additional or more-specialized services, an Internet stop smoking site can serve as a basic level of health care that could link participants to additional services if the basic level is not enough to deal with their health issues.

To help the reader consider the comparative advantage of this Internet intervention, we estimated the contribution of the site relative to comparable spending on alternative interventions. The San Francisco Stop Smoking site provided free access to the Stop Smoking Guide and Nicotine Replacement Therapy Guide to 94,158 visitors to the site. This would be comparable with providing that many printed brochures and mailing them to smokers all over the world. As with brochures, of course, there is no guarantee they would be read and acted upon. To serve the 9173 smokers who signed consent with other widely used interventions, it would have cost US $2,008,520 in nicotine patches (at $3.91 per day at 8 weeks per person), $2,984,527 in nicotine gum (at $5.81 per day and 8 weeks per person), $2,208,858 in bupropion (at $4.30 per day and 8 weeks per person) [23], and $1,174,144 in group counseling (at $16 per hour of counselor time once per week) [24]. In comparison, the cost of maintaining the self-help, automated site for 1 year was approximately US $50,000 (hosting and maintenance costs, and the cost of a half-time bilingual staff person to handle email inquiries and check the site periodically).

To have the greatest impact in reducing unnecessary suffering due to health problems, we recommend that international agencies and Internet intervention researchers prioritize (1) the health problems producing the greatest burden of disease globally, such as smoking, which is the number one cause of preventable death, and depression, which is the number one cause of disability worldwide [25], (2) the health problems that can be addressed using behavior change interventions, and (3) the languages that reach the largest number of people via the Web (currently English, Chinese, and Spanish). At the same time, we want to avoid duplicating the problem of orphan drugs, which are neglected because they work for less-common disorders. To do so, we encourage researchers with the expertise to address less-prevalent health issues and languages spoken by smaller populations to focus on these issues as well. For health care to be a right for all, it should include even numerically small minorities.

If we blanketed the world with automated, self-help Internet interventions such as the San Francisco Stop Smoking Internet site as a basic level of health care, many people without appropriate health care access could benefit from the online intervention. Communities with more resources would be able to add more-expensive and consumable services, in this case, additional smoking cessation aids. For example, they could provide smoking cessation groups that use the website as an adjunct, or they could provide nicotine patches, gum, and other pharmacological aids to smokers using the website. These communities might also learn how to better link basic, scalable levels of health care, such as Internet tools, to more-involved forms of care. The stop smoking site might have served as a portal for identifying those interested and motivated to quit, providing basic skills that apparently benefitted many, and providing motivation for further care for those who need it. Linked resources could help alleviate concerns that those who visit Internet sites and do not respond will feel discouraged from seeking out future support, especially if they are explicitly told that this is something that will help many, but not all, and that some will need more-individualized treatment.

We have presented a successful example of developing an Internet health intervention, testing it in strict RCTs, and immediately disseminating it to a large worldwide population. We suggest that international health institutions, such as the World Health Organization, establish official, adequately funded programs to systematically develop, test, and disseminate evidence-based, self-help, automated, and multilingual interventions to all who need them. This will contribute to the goal of making health care a freely accessible right for people worldwide.
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Abstract

Background: Substantial evidence exists that positive therapy outcomes are related to the therapist–client working alliance.

Objectives: To report two studies that examined (1) the quality of the working alliance in online cognitive behavior therapy (CBT), with minimal therapist contact, for anxiety disorders in youth, and (2) the role of working alliance and compliance in predicting treatment outcome.

Methods: Study 1 participants were 73 adolescents aged 12 to 18 years who met diagnostic criteria for an anxiety disorder, plus one or more of their parents. Participants were randomly assigned to clinic or online delivery of CBT, with working alliance being assessed for youth and parents after session 3. Study 2 participants were 132 children and adolescents aged 7 to 18 years who met diagnostic criteria for an anxiety disorder, plus one or more of their parents. Youths and parents participated in a minimally therapist-assisted online CBT program supported by brief, weekly emails and a single, short phone call.

Results: Study 1 revealed a strong working alliance for both online and clinic CBT, with no significant difference in working alliance between conditions for adolescents ($F_{1,73} = 0.44$, $P = .51$, $\eta_p^2 = 0.006$, Cohen $d = 0.15$). Parents also reported high working alliance in both conditions, although a slight but significantly higher working alliance in clinic-based therapy ($F_{1,70} = 6.76$, $P = .01$, $\eta_p^2 = 0.09$, Cohen $d = 0.64$). Study 2 showed a significant and substantial decrease in anxiety symptoms following online therapy ($P < .001$ for all outcome measures). Adolescents improved significantly more in overall functioning when working alliance (beta $= .22$, $t_{79} = 2.21$, $P = .03$) and therapy compliance (beta $= .22$, $t_{84} = 2.22$, $P = .03$) were higher, with working alliance also predicting compliance (beta $= .38$, $F_{1,80} = 13.10$, $P = .01$). No such relationships were evident among younger children.

Conclusions: Working alliance is important in determining clinical outcome for online treatment for anxiety among adolescents, with minimal therapist assistance, although this was not the case for younger children.


(J Med Internet Res 2012;14(3):e88) doi:10.2196/jmir.1848
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Introduction

Anxiety disorders among children and adolescents are prevalent and can result in significant deleterious consequences. Cognitive behavior therapy (CBT) has been shown to be highly efficacious in treating youth anxiety within a clinic-based setting [1,2] and, although only a handful of studies have examined the efficacy of an Internet-based treatment approach to youth anxiety, the results are encouraging and demonstrate similar remission rates to clinic-based CBT [3-5]. Yet, despite the impressive efficacy of CBT and regardless of the mode of delivery, not all young people respond positively to CBT for anxiety disorders. Indeed, approximately 43.5% of children continue to meet diagnostic criteria for a primary anxiety disorder following clinic-based CBT for an anxiety disorder [6], with similar rates evident in the few studies that have used either full or partial Internet delivery of treatment [3,4,7]. Exploring factors that might influence therapy outcome is therefore important, so that existing treatments can be improved upon and more effective treatment approaches can be developed. One factor that has been widely investigated with respect to its relationship to treatment outcome, at least within the adult, clinic-based treatment literature, is that of working alliance.

Working alliance, also referred to as therapeutic alliance, relates to the quality and nature of the therapist–client interaction, the collaborative approach toward the tasks and goals of treatment, and the personal bond or attachment that emerges in therapy [8,9]. There is substantial evidence that a strong working alliance between therapist and client is associated with positive psychotherapy outcomes [10,11]. A positive working alliance is proposed to result in increased motivation for and greater perseverance with task completion, reflecting an increased sense of optimism for a positive outcome and desire to please the therapist. In turn, greater completion of therapy tasks is proposed to result in greater acquisition of knowledge and skills, and a stronger sense of mastery [12]. In addition, a strong working alliance in CBT is proposed to facilitate positive cognitive change, provide disconfirming evidence of dysfunctional cognitions, and reinforce functional interpersonal behavior [13].

A recent meta-analytic review of 38 studies examining the association between working alliance and outcome in face-to-face child psychotherapy suggested a small but significant relationship with an average effect size of 0.14 [14]. Interestingly, and of relevance to the present studies, the effect size was smaller for adolescents (0.10) than for children (0.20), and also smaller for internalizing (0.10) than for externalizing disorders (0.22).

The emergence of online and computer-based delivery of psychological treatments has raised issues of whether a strong working alliance can be established in the absence of face-to-face contact with a therapist, and whether the quality of the online working alliance predicts treatment outcomes in this form of therapy. Indeed, online approaches have been criticized for their reduced capacity to establish a strong working alliance given the absence of nonverbal interpersonal cues, difficulty in monitoring client understanding of concepts, and limited ability to provide timely corrective feedback [15]. Despite the reservations expressed by some authors, however, empirical studies with adults have shown that a strong working alliance can indeed be established in online therapy and is comparable in strength with that of clinic-based treatment [16,17].

Regarding working alliance and outcome for online CBT for youth anxiety, only one study could be identified, and this was limited to a condition in which therapy was delivered primarily within the clinic but supplemented by computer-assisted technology [3]. The authors reported no significant differences on youth therapeutic alliance scores when therapy was partially computer delivered compared with a full clinic therapy format. It remains to be determined whether a strong working alliance can be produced when CBT for youth anxiety is delivered fully online with minimal therapist assistance and whether working alliance in this context predicts therapy outcome. Furthermore, given that treatment for anxiety disorders frequently involves parents, the quality of the working alliance must be considered from the perspective of both parties. The limited evidence available suggests that the working alliance involving the young person seems to be more important than that of the therapist–parent alliance in predicting outcome in clinic-based therapy [18]. However, it remains to be seen whether results would be similar for a treatment that is fully online with minimal therapist assistance.

The present studies sought not only to determine whether a sound working alliance could be developed during a completely online CBT treatment for youth anxiety and whether it could predict treatment outcome, but also to examine the mechanism of action through which working alliance might influence outcome. As noted above, the mechanism through which working alliance is suggested to affect treatment outcome is through greater treatment compliance [19,20]. Studies examining the association between therapy compliance and treatment outcome have produced mixed findings, possibly reflecting the varying definitions and methods of measurement that have been employed [21]. Karver and colleagues [21], however, found that both alliance and compliance predicted outcome for CBT among depressed adolescents, although the effects were direct, rather than mediated. Chu and Kendall [19], in a study involving clinic-based CBT for anxious youth, found that high compliance was associated with significantly better therapy outcomes at posttreatment. Whether compliance mediated the relationship between alliance and compliance, however, was not investigated in that study.

The relationship between alliance, compliance, and outcome does not appear to have been examined for anxious youth when CBT is fully delivered online. We proposed that alliance, through its effect on compliance, would be particularly important in predicting outcome in online therapy for anxious young people. With online therapy, young people are required to work more independently, and therefore a strong working alliance is hypothesized to be particularly important for maintaining motivation, enthusiasm, and effort to complete therapy tasks. Furthermore, we proposed that a similar set of predictive factors would exist for parents who are also required to participate in online treatment and contribute significantly to the therapy process.
The present research therefore had two main aims. First, we compared the relative strength of working alliance in online versus clinic delivery of CBT for anxiety in youth to determine whether it would be feasible to establish a strong working alliance between young people (and their parents) and their online therapist, despite minimal contact and the absence of face-to-face interaction. Although we hypothesized that the attempts to promote a strong working alliance from the online therapy would lead to a strong working alliance among young people and their parents, we did not expect that the working alliance would be as strong for online as for clinic-based therapy, given the absence of face-to-face interaction and its associated advantages.

Second, we examined whether the strength of the working alliance between the young people and their online therapist predicted therapy outcome for anxious youth following online delivery of CBT. Furthermore, we examined whether the proposed association between working alliance and outcome would be mediated by compliance with therapy tasks. Given the important role of parents in CBT for child anxiety [8], we hypothesized an equivalent set of predictive relationships between working alliance, compliance, and child therapy outcome for parents who participated in the online therapy.

Given the recent report by McLeod [14] that the alliance–therapy outcome relationship was stronger among younger children than among adolescents for face-to-face therapy, we also conducted subsidiary analyses by age given that the sample ranged in age from 7 to 18 years. As the nature and importance of working alliance may differ between online and face-to-face therapy, we did not formulate any firm directional hypotheses with respect to age. We also conducted subsidiary analyses to determine whether the effects differed by gender. Although McLeod did not find gender differences in the relationship between working alliance and outcome for face-to-face therapy, we also examined whether the effects differed by gender. Given the recent report by McLeod [14] that the alliance–therapy outcome relationship was stronger among younger children than among adolescents for face-to-face therapy, we also conducted subsidiary analyses by age given that the sample ranged in age from 7 to 18 years. As the nature and importance of working alliance may differ between online and face-to-face therapy, we did not formulate any firm directional hypotheses with respect to age. We also conducted subsidiary analyses to determine whether the effects differed by gender. Although McLeod did not find gender differences in the relationship between working alliance and outcome for face-to-face therapy, we also examined whether the effects differed by gender.

The research involved data from two overlapping samples and as such they are reported as separate studies.

**Study 1: Comparison of Working Alliance for Clinic and Internet Delivery**

**Methods**

**Participants**

Study 1 participants were 73 youths (45 female, 28 male) aged 12 to 18 years (mean 13.91, SD 1.56), plus one or more of their parents. We recruited families from metropolitan areas of Brisbane and Sydney, Australia, through referrals from guidance officers, mental health professionals, and self-referrals following media publicity. The majority of youths were born in Australia (n = 64, 88%) and lived with both biological parents (n = 58, 79%). Comparison of family incomes with the Australian Bureau of Statistics [22] census information indicated that, on average, participants came from middle- to high-income Australian families and were relatively well educated.

To participate, youths were required to have access to a computer and the Internet at home, to read at a minimum age level of 10 years, and to meet criteria for a principal diagnosis of separation anxiety disorder, generalized anxiety disorder, social phobia, or specific phobia. Referrals were excluded if the young person met criteria for a principal diagnosis of obsessive–compulsive disorder, oppositional defiant disorder, posttraumatic stress disorder, conduct disorder, dysthymia, or major depressive disorder with a clinician severity rating greater than 4 on the Anxiety Disorders Interview Schedule for Children and Parents (ADIS-C/P) [23], or had an intellectual handicap, learning disability, or pervasive developmental disorder. Referrals were also excluded if the young person was engaging in current self-harming behavior or was receiving treatment for anxiety elsewhere.

Youths and parents were administered the ADIS-C/P via telephone by a trained psychologist. All youths met the criteria outlined in the *Diagnostic and Statistical Manual of Mental Disorders*, fourth edition, text revision (DSM-IV-TR) for a primary anxiety disorder as determined by the ADIS-C/P (separation anxiety disorder: n = 12, 16%; generalized anxiety disorder: n = 34, 47%; social phobia: n = 22, 30%; specific phobia: n = 4, 6%; panic and agoraphobia: n = 1, 1%). Most (n = 68, 93%) youths had a secondary anxiety diagnosis. Following assessment, participants were randomly assigned to either the face-to-face therapy condition (n = 38) or the Internet condition (n = 35). Participants included those from the online and clinic conditions of a randomized controlled trial reported by Spence et al [5]. That study had also included a waitlist control condition and did not include the data relating to working alliance that are reported here.

**Treatment Conditions**

**Clinic-Based Treatment**

All clinic condition treatment sessions were conducted face-to-face with a therapist and followed the BRAVE program, which targets social phobia, generalized anxiety disorder, separation anxiety disorder, and specific phobia [24]. The program comprised 10 youth sessions and five parent sessions, each 1 hour long, as well as booster sessions at 1 and 3 months following treatment. Standard CBT anxiety management strategies were used, including psychoeducation, relaxation training, recognition of the physiological symptoms of anxiety, cognitive strategies of coping self-talk and cognitive restructuring, graded exposure, problem solving, and self-reinforcement. Parent sessions also taught anxiety management skills, in addition to parenting strategies to empower parents to help their child implement anxiety management skills.

Clinic sessions were conducted by registered psychologists at The University of Queensland, Griffith University, and Macquarie University psychology clinics. All clinicians received 2 days of training in use of the manualized clinic program, followed by weekly supervision.

**Internet-Based Treatment**

Online treatment participants completed BRAVE for Teenagers–ONLINE [7]. The BRAVE interventions have been
described in detail elsewhere [4,25], and therefore the following contains only a brief overview. The content, length, and number of session activities in the Internet program replicate those of the clinic-based version. Sessions are designed to be engaging, interactive, and age appropriate. Eye-catching graphics, sounds, games, and quizzes are used to maintain the youths’ level of interest. Information is presented through interactive exercises and is followed by quizzes that check for correct understanding and provide personalized corrective or positive feedback through pop-up messages. The content of the intervention is designed to meet the developmental and cognitive level of youths, with age-appropriate scenarios, examples, and activities (example situations include school exams, job interviews, dating, and oral presentations).

The program is (minimally) therapist assisted, rather than self-help. Each family is assigned an online therapist (BRAVE trainer) who monitors their progress through the program and provides brief email feedback following each session. At no stage did any participants have face-to-face contact with their therapist and all other contact (ie, email or phone) was minimal. Clinician contact was restricted to brief, weekly emails and a short, 15-minute midprogram telephone call to assist in exposure hierarchy development. Most other contact with the online therapist was computer generated. Client responses to all session and homework activities were stored in an administrator section of the program and could be viewed by the therapist to guide the content of the weekly email. In addition, automated computer-generated emails were sent on behalf of the online therapist to congratulate participants for completing sessions, and personalized emails were sent to provide feedback about responses to quiz tasks. Personalized automated reminder emails were sent to advise when the next session would be available for completion or to provide prompts if the session was not completed by the due date. The first session also included a picture of the therapist and some brief biographical information about him or her, to which the client responded by providing information about him- or herself.

Youth and parent sessions were designed to be completed independently; however, there was no stipulation that parents could not help their child complete online sessions.

Measures

Anxiety Disorders Interview Schedule for Children–Parent and Child Version

The parent (ADIS-P) and a child (ADIS-C) interview schedules [23] were administered separately by trained clinicians. The ADIS determines the presence of anxiety disorders and other common disorders in children and adolescents. For each diagnosis obtained, the interviewer assigns a clinician severity rating ranging from 0 (no interference) to 8 (extreme interference). A rating of 4 (moderate interference) or more is considered to indicate a clinically significant diagnosis, with higher clinician severity rating scores representing more severe presentations of a disorder. The primary diagnosis was the diagnosis that was deemed to cause the most interference for the participant.

Interassessor reliability for the current study was determined from a random sample of interviews taken from 15% (n = 11) of families. This was conducted by two trained interviewers who were blind to the original diagnoses. Interassessor reliability was high for ADIS diagnoses, with a kappa value of 1 for the primary diagnosis and a correlation of .96 for the ADIS combined severity ratings.

Working Alliance Inventory-Short Form

The Working Alliance Inventory-Short Form (WAI-S) [26] is a 12-item scale, which includes three subscales: goal (agreement on the goals of therapy); task (agreement on how these goals will be achieved), and bond (the bond between participant and therapist). Participants were required to rate on a 7-point Likert scale from 1 (not at all true) to 7 (very true) the extent to which they believed each item was true of their relationship with their BRAVE trainer. Responses to all items were averaged to provide an overall working alliance score ranging from 1 to 7. Higher scores indicate a stronger working alliance (scores from 1 to 3 indicate a poor or negative relationship, 4 indicates a neutral position, and 5 to 7 indicate a good or positive therapeutic relationship). We obtained working alliance measures in both treatment conditions individually from youth participants and parents after they completed session 3. Working alliance was sampled early in treatment to minimize the potential confound between alliance scores and symptom improvement over the course of therapy [27].

Study 1 Procedure

For the purpose of the study, we created separate versions of the WAI-S for youths and parents. We adjusted the wording of the items to account for both the clinic and online delivery of treatment, the reading level of younger clients (in the youth version), and the focus on the youth’s presenting problem in the parent version. The WAI-S has shown strong internal reliability [26,28,29] and factor structure in line with its theoretical model [30]. The WAI-S has also demonstrated adequate reliability and validity with youth populations [12,18].

The WAI-S was completed online by youths and parents, individually. Before using the measure in the present study, we examined whether the factor structure held up when administered online and in relation to therapist-assisted, online treatment. Consistent with prior research with adults in clinic-based therapy, it was predicted that confirmatory factor analysis would support a 3-correlated-factor model in which WAI-S items would load on intercorrelated factors relating to task agreement, goal agreement, and bond, with the covariation being explained to a large degree by a higher-order factor of working alliance in general [31]. The modified WAI-S was pilot tested with 137 clinically anxious children and adolescents (74 female, 63 male) aged between 7 and 18 years, plus one or more of their parents, participating in an online CBT intervention for anxiety. The results supported a single-factor model of working alliance for the young clients, with the comparative fit index = .96 and Tucker-Lewis Index = .97, demonstrating a good fit of the model (scores ≥ .95 indicate strong fit), and root mean square error approximation = 0.075 (90% confidence interval 0.05–0.10) and standardized root mean square residual = .03 (scores equal to or greater than .08 and .05, respectively,
represent good data fit.). There were significantly correlated error terms between some items. A 3-correlated-factor model or higher-order model did not add significantly to the fit of the 1-factor model. Cronbach alpha for the youth WAI-S was .96. For parents, the data were well explained by a 2-factor model (bond and task/goal combined), loading onto a higher-order factor of working alliance, with comparative fit index = .95, Tucker-Lewis Index = .94, root mean square error approximation = 0.087 (90% confidence interval 0.06–0.11), and standardized root mean square residual = .07. Internal consistency was .94 for the parent WAI-S. Taken together, the results supported the use of the WAI-S total scores for both parents and youths in the online delivery of CBT for anxiety disorders and justified its use in the present study.

Results

Pretreatment Comparison

Chi-square analyses showed no significant differences between the online and clinic conditions on gender (n = 73, χ^2 = 1.6, P = .24), parental marital status (n = 73, χ^2 = 6.1, P = .30), or child living situation (n = 73, χ^2 = 0.2, P = .98). Multivariate analysis of variance also revealed there were no significant differences between the clinic and online conditions for youth’s age, mother’s age, father’s age, education level of mother and father, and combined family income ( Pillai F = 2.04, P = .07, η_p^2 = .16). Chi-square analyses also showed no significant differences between the clinic and online conditions for the type of primary anxiety diagnoses (n = 73, χ^2 = 2.5, P = .78) or the number of comorbid nonanxiety disorders (n = 73, χ^2 = 0.3, P = .58). A multivariate analysis of variance revealed no significant differences in the severity of the primary anxiety diagnosis or the total number of anxiety diagnoses received ( Pillai F = 0.24, P = .87, η_p^2 = .01).

WAI-S Scores for Youths and Parents by Therapy Condition

Youth WAI-S scores ranged from 2.42 to 7.00 (mean 5.77, SD 1.20) for the clinic condition, and from 2.08 to 7.00 (mean 5.58, SD 1.34) for the online condition. There were no significant differences between the groups (F = 0.44, P = .51, η_p^2 = .006, Cohen d = 0.15), and youths in both groups reported strong working alliance (see Figure 1). Clinic condition parent WAI-S scores ranged from 4.00 to 7.00 (mean 6.34, SD 0.67), and online condition parent WAI-S scores ranged from 3.17 to 7.00 (mean 5.78, SD 1.06). Although both online and clinic condition parents rated the working alliance with their therapist as positive and strong, those in the clinic condition rated alliance with their face-to-face therapist significantly higher than parents in the online condition (F = 6.76, P = .01, η_p^2 = .09, Cohen d = 0.64). No significant correlations were found between youth and parent WAI-S scores in either the clinic (r = .09, P = .60) or online (r = .20, P = .22) treatment conditions.

Figure 1. Mean Working Alliance Inventory-Short Form (WAI-S) scores for youths and parents in the face-to-face condition (clinic) and Internet condition (online).
Study 2: Prediction of Online Therapy Outcome From Working Alliance and Compliance

Methods

Participants

Participants in study 2 were 132 children and adolescents who met criteria for an anxiety disorder plus at least one parent, who had completed a minimum of three sessions of online-delivered CBT (the point at which the working alliance measure was administered) and for whom outcome data were obtained at 6-month follow-up. Participants in study 2 included the online group from study 1, but we supplemented the sample to include additional adolescents and expanded the age range to include youth aged from 7 to 12 years. This extended sample increased the statistical power to enable examination of predictive factors using regression analyses and the testing of moderating variables such as age and gender. Given the extended age range and addition of further participants to those reported in study 1, the participant characteristics for study 2 will be reported in full. There were 70 female and 62 male participants, aged 7 to 18 years (mean 12.12, SD 2.50), plus one or more of their parents. The majority were born in Australia (n = 119, 90.1%) and were living with both biological parents (107, 81.1%). On average, the participants came from middle- to high-income Australian families and were relatively well educated. The inclusion and exclusion criteria were identical to those in study 1. All children and adolescents met DSM-IV-TR criteria for a primary anxiety disorder, including separation anxiety disorder (n = 28, 21%), generalized anxiety disorder (n = 53, 40%), social phobia (n = 41, 31%), or specific phobia (n = 10, 8%), according to the ADIS-C/P. The mean clinician severity rating for the principal anxiety diagnosis was 5.95 (SD 0.76), and the mean number of anxiety disorders was 2.87 (SD 1.44). In total, 117 participants (88.6%) had at least two diagnoses.

Study 2 Procedure

Procedures were identical to those outlined for study 1, with the exception that participants were restricted to those participating in online therapy (with no clinic comparison group). Outcome was evaluated 6 months after the 12-week treatment period. The follow-up assessment included an ADIS interview completed with each child or adolescent and one parent, and the clinician-rated Children’s Global Assessment Scale (CGAS) [32]. The follow-up interviews were completed by trained clinicians who were blind to participants’ treatment condition. Treatment effectiveness was measured at 6-month follow-up to provide a stable and longer-term indicator of outcome, with the key indicator for assessing the prediction of outcome being the CGAS rating. We selected the CGAS rather than clinician ratings of primary anxiety disorder severity (clinician severity rating) or parent/youth questionnaire measures, as it provided a more comprehensive indication of overall improvement made by the child or adolescent, rather than improvement made for only the principal anxiety disorder or a subjective response to symptom checklists.

Measures

The WAI-S and the ADIS-C/P described for study 1 were also used in study 2. We administered additional youth and parent self-report measures of anxiety in study 2 to determine whether youths improved from pretreatment to 6-month follow-up after completing the online CBT intervention, and whether there was variability in outcome in order to justify the examination of predictors.

Primary Outcome Measure

Children’s Global Assessment Scale

The CGAS [32] provides a single global rating of functioning, assigned to the youth by the independent interviewing clinician, on a scale of 0 to 100, where lower scores indicate poorer functioning. A rating is given based on the child’s or adolescent’s most impaired level of general functioning for the specified time period by selecting the lowest level that describes his or her functioning on a hypothetical continuum of health–illness, benchmarked against anchor points in a descriptive glossary. The CGAS has demonstrated sufficient sensitivity in detecting treatment outcomes for child anxiety (eg, March et al [4]). It has shown high interrater reliability with a correlation ranging from .59 to .90 [32-35].

Interassessor reliability for the current study was determined from a random sample of audiotaped interviews taken from 15% (n = 20) of families, conducted by two trained, independent interviewers who were blind to the original diagnoses. Interrater reliability was high for the CGAS ratings (r = .94).

Secondary Outcome Measures

Child Behavior Checklist-Revised

Parents completed the Child Behavior Checklist (CBCL) [36], a psychometrically sound measure of behavioral problems for young people aged between 4 and 18 years. Parents were asked to rate whether an item applied to their child, using a 3-point scale (0 = not true; 1 = somewhat or sometimes true; 2 = very true or often true). We used only the internalizing scale in the present study.

Spence Children’s Anxiety Scale-Parent Version and Child Version

We used the Spence Children’s Anxiety Scale-Parent Version (SCAS-P) and Child Version (SCAS-C) [37,38] to measure child and adolescent anxiety symptoms. The SCAS-P and SCAS-C assess symptoms relating to separation anxiety, social phobia, obsessive–compulsive disorder, panic–agoraphobia, generalized anxiety, and fears of physical injury according to symptom clusters represented by the DSM-IV-TR. Children and parents rate on a 4-point scale how frequently the child experiences a particular event, with higher scores representing higher levels of anxiety. We used only the total scores in the study’s analyses. The SCAS-C has demonstrated sound psychometric properties, with an internal reliability coefficient of .92 for the total score, and its factor structure has been confirmed in several studies [37-39]. The parent version of the SCAS also demonstrates sound psychometric properties, with high internal consistency for total anxiety scores (alpha = .89) [40].
Compliance With Internet Sessions

Program compliance was operationalized as the percentage of therapy sessions and homework tasks completed by the participant by the 6-month follow-up. As described above, online sessions comprised multiple activities. During each session, participants were required to respond to exercises and quizzes that involved providing responses or typing answers into the program. These responses were stored electronically in individual file logs, accessed through the administrative section of the online program. The total number of tasks to be completed included all session activities where the participant was able to enter a response into the program, from sessions 1 through 10 for youths and 1 through 6 for parents (or five sessions for parents of adolescents, as material from the six sessions was condensed into five sessions for parents of this age group).

Responses to tasks were scored as either 0 = not completed, or 1 = completed. For an item to be considered completed and to receive a score of 1, the participant must have attempted the activity with a meaningful response. A trained researcher reviewed each participant’s log file to determine whether the participant had attempted to complete each task in a meaningful way and assigned a score of 0 or 1 accordingly. The total number of tasks completed was divided by the total number of tasks for the entire intervention to obtain a percentage compliance score.

A second trained researcher selected a random sample of 15% (n = 20) of log files and coded them using the same guidelines for scoring. Independent interrater agreement on total compliance scores was high (kappa = 0.975).

Internet Therapy Program

The online intervention in the current study was outlined above for study 1. However, given the age range of the young people involved, we created two versions of the site so that the reading age required, illustrations, examples, and graphics were developmentally appropriate. For example, the site for the younger children used a cartoon character (Brave Buddy) who represented the coping model, whereas the adolescent version used cartoon aged coping models to illustrate the concepts.

Analyses

We conducted a series of standard and hierarchical multiple regression analyses to test whether the variables of interest were associated with treatment outcome or treatment compliance. Analyses to test mediation were also used where appropriate as outlined by Baron and Kenny [41]. Baseline CGAS scores were entered into each hierarchical equation at step 1 of all analyses in the prediction of CGAS at 6-month follow-up, to control for pretreatment severity.

Results

Treatment Outcome

The first step was to determine whether changes in anxiety over time were significant, with sufficient variation in outcome to justify examining prediction of response to treatment. As these analyses were not central to the purpose of the study, we discuss them only briefly.

Changes in Anxiety Following Treatment

Table 1 and Table 2 present data regarding treatment outcome and analyses. At 6-month follow-up, significant improvements were evident for all outcome measures, including diagnostic criteria, overall functioning on the CGAS, and reductions in internalizing and anxiety symptoms over time for CBCL, SCAS-C, and SCAS-P. Taken together, the results indicated significant improvements in emotional wellbeing over time, but with variation in response, justifying the examination of predictors of treatment outcome.

Compliance With Internet-Based Treatment Tasks

The mean number of sessions recorded as completed by children and adolescents was 8.86 (SD 1.90) out of 10 sessions. Parents completed an average of 5.74 sessions (SD 0.66) out of 6 in the child program and 4.76 sessions (SD 0.56) out of 5 in the adolescent program. In terms of session tasks, youths completed an average of 85% (SD 20.22, range 26% to 100%, 25 to 95 tasks) of available tasks and parents completed an average of 89% (SD 12.32, range 27% to 100%, 15 to 55 tasks) of tasks available to them.

Working Alliance

The mean child and adolescent WAIS at the end of session 3 was 5.85 (SD 1.09) with a range from 2.08 to 7.00, and the mean parent WAIS was 6.07 (SD 0.76) with a range from 2.92 to 7.00. On average, both parents and youths formed a strong working alliance with their online therapist.

Correlations Between Alliance, Compliance, and Outcome Measures

There was a significant and positive correlation between youth alliance and parent alliance (r = .31, P < .001), such that higher levels of parent alliance were associated with higher levels of youth alliance. This finding differed from that of study 1, in which youth alliance and parent alliance were not significantly correlated. In study 2, this can be explained by a much higher correlation between parent and child WAIS scores among 7- to 11-year-old children (r = .51, P < .001) than among the adolescents in the sample (r = .26, P < .001).
A positive relationship was also found between parent compliance and youth compliance ($r = .53, P < .001$). Youth alliance measured after session 3 was significantly and positively associated with youth compliance by 6-month follow-up ($r = .30, P < .001$). Parent alliance was not significantly associated with parent compliance or youth compliance. Youth alliance and parent alliance, and youth compliance and parent compliance were not significantly correlated with the outcome (CGAS at 6-month follow-up). As expected, baseline CGAS was significantly correlated with CGAS at follow-up ($r = .40, P < .001$).

Demographic variables (age of youth, household income, and mother’s and father’s education) were not significantly correlated with any of the independent variables (parent alliance or youth alliance, and parent compliance or youth compliance), the baseline measure of severity (CGAS), or the dependent variable (CGAS at 6-month follow-up), except for mother’s education, which was positively and significantly correlated with youth alliance ($r = .21, P < .05$).

Alliance Predicting Compliance

The analysis revealed that youth alliance significantly and positively predicted youth compliance ($beta = .30, F_{1,127} = 12.32, P = .001$) and accounted for approximately 9% of the variance in compliance scores. However, parent alliance did not significantly predict parent compliance ($F_{1,126} = 0.36, P = .55$).

Compliance Predicting Outcome

Pretreatment CGAS scores were entered on the first step to control for the effects of baseline severity and youth compliance entered on the second step. The overall model was significant ($F_{2,128} = 13.76, P < .001$). When we examined the unique effects of youth compliance at step 2, it was not a significant predictor of CGAS at 6-month follow-up ($beta = .08, t_{129} = 0.95, P = .34$). Similarly, when we examined the unique effects of parent alliance at step 2, it was not a significant predictor of CGAS at 6-month follow-up ($beta = .12, t_{129} = 1.49, P = .14$).

Demographic variables (age of youth, household income, and mother’s and father’s education) were not significantly correlated with any of the independent variables (parent alliance or youth alliance, and parent compliance or youth compliance), the baseline measure of severity (CGAS), or the dependent variable (CGAS at 6-month follow-up), except for mother’s education, which was positively and significantly correlated with youth alliance ($r = .21, P < .05$).

### Table 1

<table>
<thead>
<tr>
<th>Measure</th>
<th>Pretreatment</th>
<th>6-month follow-up</th>
<th>F value</th>
<th>df (hypothesis, error)</th>
<th>$\eta^2_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>CSR(^a)</td>
<td>5.96</td>
<td>0.76</td>
<td>2.44</td>
<td>1.96</td>
<td>413.17***</td>
</tr>
<tr>
<td>CGAS(^b)</td>
<td>49.82</td>
<td>4.95</td>
<td>70.80</td>
<td>11.09</td>
<td>554.93***</td>
</tr>
<tr>
<td>Number of diagnoses</td>
<td>2.87</td>
<td>1.44</td>
<td>0.82</td>
<td>1.16</td>
<td>265.34***</td>
</tr>
<tr>
<td>Youth SCAS-C(^c)</td>
<td>39.59</td>
<td>17.14</td>
<td>22.04</td>
<td>13.63</td>
<td>177.34***</td>
</tr>
<tr>
<td>Parent SCAS-P(^d)</td>
<td>32.33</td>
<td>14.04</td>
<td>18.01</td>
<td>8.49</td>
<td>139.85***</td>
</tr>
<tr>
<td>CBCL(^e)</td>
<td>21.19</td>
<td>7.96</td>
<td>10.87</td>
<td>7.48</td>
<td>146.99***</td>
</tr>
</tbody>
</table>

\(^a\) Clinician severity rating.  
\(^b\) Children’s Global Assessment Scale.  
\(^c\) Spence Children’s Anxiety Scale-Child Version.  
\(^d\) Spence Children’s Anxiety Scale-Parent Version.  
\(^e\) Child Behavior Checklist.

### Table 2

<table>
<thead>
<tr>
<th>Type of diagnosis</th>
<th>Pretreatment</th>
<th>6-month follow-up</th>
<th>$\chi^2$</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free of primary diagnosis</td>
<td>132</td>
<td>0</td>
<td>87</td>
<td>66.4</td>
</tr>
<tr>
<td>Free of any diagnosis</td>
<td>132</td>
<td>0</td>
<td>70</td>
<td>53.4</td>
</tr>
</tbody>
</table>

***$P < .001$.
Gender as a Moderator

We examined gender as a possible moderating variable in the relationship between youth alliance and youth compliance with outcome at 6-month follow-up. A moderated hierarchical regression analysis was performed with baseline CGAS entered first to control for pretreatment severity. Youth alliance and gender were entered into the regression at step 2. The interaction term was entered on step 3. However, the interaction between youth alliance and gender did not significantly predict outcome (beta = .01, t\textsubscript{129} = .16, P = .87). We then performed a moderated hierarchical regression analysis for the interaction between youth compliance (centered) and gender in predicting outcome, but this was also not significant (beta = .09, t\textsubscript{129} = 1.11, P = .27).

Age as a Moderator

Youth age was then examined as a moderating variable in the prediction of CGAS outcome, based on age as a continuous variable. The centered variables, youth alliance and age, were entered into the regression analysis at step 2 after controlling for baseline CGAS. We found a main effect for age (beta = .17, t\textsubscript{129} = 2.01, P = .05), such that older age was associated with significantly better outcome on CGAS at 6 months. At step 3, the interaction term for the two variables was added. The overall model was significant (F\textsubscript{4,123} = 8.54, P < .001). There was no main effect for youth alliance (beta = .08, t\textsubscript{129} = .97, P = .33), and the main effect for age remained significant. The interaction between youth alliance and age significantly predicted CGAS outcome (beta = .17, t\textsubscript{129} = 2.08, P = .04), which accounted for 3% of the variance in outcome.

We conducted simple slopes analyses for younger (1 SD below the mean) and older (1 SD above the mean) youths, and low (1 SD below the mean) and high (1 SD above the mean) alliance, to aid interpretation. Simple slopes analyses (see Figure 2) indicated that for adolescents there was a significant and positive relationship between alliance and change in CGAS scores from pretreatment to 6-month follow-up, such that a stronger alliance was associated with a greater positive change in CGAS and thus a better treatment outcome (B = 2.73, SE = 1.15, t\textsubscript{128} = 2.37, P = .02). For younger youths, the relationship between youth alliance and change in CGAS scores from pretreatment to 6-month follow-up was not significant (B = –1.11, SE = 1.33, t\textsubscript{128} = –0.83, P = .41).

Change in CGAS scores aided in the interpretation of the simple slopes analyses and figures.

We then tested age as a moderating variable in the relationship between parent alliance and outcome at 6-month follow-up. The centered variables of parent compliance and youth age were entered into the regression analysis at step 2 after controlling for baseline CGAS at step 1, followed by the interaction term for the two centered variables at step 3. The overall model was significant (F\textsubscript{4,121} = 8.96, P < .001). There was no significant main effect for parent alliance (beta = .11, t\textsubscript{125} = 1.40, P = .17) or age (beta = .16, t\textsubscript{125} = 1.93, P = .06). However, there was a significant interaction between parent alliance and age of youth (beta = .19, t\textsubscript{125} = 2.36, P = .02) that accounted for 4% of the variance.

Simple slopes analyses (see Figure 3) indicated that for older youths there was a significant and positive relationship between parent alliance and change in CGAS scores from pretreatment to 6-month follow-up, such that a stronger parent alliance was associated with a greater positive change in CGAS and thus a better treatment outcome (B = 4.11, SE = 1.55, t\textsubscript{125} = 2.65, P < .01). For younger youths, the relationship between parent alliance and change in CGAS scores from pretreatment to 6-month follow-up was not significant (B = –0.86, SE = 1.59, t\textsubscript{125} = –0.54, P = .59).

We then tested age as a moderating variable in the relationship between youth compliance and outcome at 6-month follow-up. The centered variables of youth compliance and youth age were entered into the regression analysis at step 2, after controlling for baseline CGAS at step 1, followed by the interaction term for the two centered variables at step 3. The overall model was significant (F\textsubscript{4,126} = 10.03, P < .001). There was no significant main effect for youth compliance (beta = .06, t\textsubscript{128} = 0.75, P = .46) or age (beta = .08, t\textsubscript{128} = 0.92, P = .36). However, there was a significant interaction between youth compliance and age (beta = .25, t\textsubscript{128} = 3.02, P = .003) that accounted for 6% of the variance.

Simple slopes analyses (see Figure 4) indicated that for older youths there was a significant and positive relationship between youth compliance and change in CGAS scores from pretreatment to 6-month follow-up, such that a higher youth compliance was associated with a better treatment outcome (B = 1.79, SE = 0.50, t\textsubscript{125} = 3.55, P < .001). For younger youths, the relationship between compliance and change in CGAS scores from pretreatment to 6-month follow-up was not significant (B = –0.48, SE = 0.52, t\textsubscript{125} = –0.93, P = .35).

Lastly, we tested age as a moderating variable in the relationship between parent compliance and outcome on the CGAS at 6-month follow-up. The centered variables of parent compliance and age of youth were entered into the regression analysis at step 2, after controlling for baseline CGAS at step 1, followed by the interaction term for the two centered variables at step 3. The overall model was significant (F\textsubscript{4,126} = 8.46, P < .001). There was no significant main effect for parent compliance (beta = .14, t\textsubscript{128} = 1.70, P = .09) or age (beta = .08, t\textsubscript{128} = 0.87, P = .39). The interaction between parent compliance and age did not significantly predict outcome (beta = .14, t\textsubscript{128} = 1.63, P = .11).
Figure 2. Conditional effects of youth age on the relationship between youth working alliance and change in child global functioning, as measured by the Children’s Global Assessment Scale (CGAS), from pretreatment to 6-month follow-up. Younger/older age represents +/-1 SD (2.5 years) below/above the mean (12.12 years).
Figure 3. Conditional effects of youth age on the relationship between parent working alliance and change in child global functioning, as measured by the Children’s Global Assessment Scale (CGAS), from pretreatment to 6-month follow-up. Younger/older age represents +/-1 SD (2.5 years) below/above the mean (12.12 years).

Figure 4. Conditional effects of youth age on the relationship between youth compliance and change in child global functioning, as measured by the Children’s Global Assessment Scale (CGAS), from pretreatment to 6-month follow-up. Younger/older age represents +/-1 SD (2.5 years) below/above the mean (12.12 years).

Age Differences Between Variables
To inform possible explanations for the differential pattern of results by age, we divided the sample into younger children (aged 7 to 11 years) and adolescents (aged 12 to 18 years). Table 3 presents the means, standard deviations, and regression analyses for adolescents and children. Adolescents had significantly lower CGAS scores at baseline than the younger group ($F_{1,130} = 8.05, P < .01, \eta^2_p = .06$) but no significant differences in CGAS at 6-month follow-up ($F_{1,129} = 0.02, P = .90, \eta^2_p = .00$). Working alliance at session 3 was slightly but significantly lower among adolescents than among children ($F_{1,128} = 4.01, P = .05, \eta^2_p = .03$).

Parents’ ratings of alliance measured after session 3 were not significantly different for the two age groups ($F_{1,126} = 0.22, P = .64, \eta^2_p = .00$). However, parents of adolescents were significantly more compliant with the treatment program by
6-month follow-up than were parents of children ($F_{1,131} = 6.87, P = .01, \eta^2_p = .05$).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Children (7–11 years)</th>
<th>Adolescents (12–18 years)</th>
<th>$F$</th>
<th>df</th>
<th>$P$ value</th>
<th>$\eta^2_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youth alliance</td>
<td>Mean = 6.10, SD = .80</td>
<td>Mean = 5.71, SD = 1.21</td>
<td>4.01</td>
<td>1,128</td>
<td>.05</td>
<td>.03</td>
</tr>
<tr>
<td>Parent alliance</td>
<td>Mean = 6.06, SD = .76</td>
<td>Mean = 6.07, SD = .77</td>
<td>0.22</td>
<td>1,126</td>
<td>.64</td>
<td>.00</td>
</tr>
<tr>
<td>Youth compliance</td>
<td>Mean = 84.09, SD = 20.98</td>
<td>Mean = 84.89, SD = 19.90</td>
<td>0.05</td>
<td>1,131</td>
<td>.83</td>
<td>.00</td>
</tr>
<tr>
<td>Parent compliance</td>
<td>Mean = 85.00, SD = 16.11</td>
<td>Mean = 91.68, SD = 12.72</td>
<td>6.87</td>
<td>1,131</td>
<td>.01</td>
<td>.05</td>
</tr>
<tr>
<td>Baseline CGAS</td>
<td>Mean = 51.47, SD = 4.77</td>
<td>Mean = 48.98, SD = 4.86</td>
<td>8.05</td>
<td>1,130</td>
<td>.01</td>
<td>.06</td>
</tr>
<tr>
<td>Follow-up CGAS</td>
<td>Mean = 70.64, SD = 10.79</td>
<td>Mean = 70.89, SD = 11.32</td>
<td>0.02</td>
<td>1,129</td>
<td>.90</td>
<td>.00</td>
</tr>
<tr>
<td>$\Delta$ CGAS</td>
<td>Mean = 19.17, SD = 10.27</td>
<td>Mean = 22.00, SD = 10.07</td>
<td>2.35</td>
<td>1,131</td>
<td>.13</td>
<td>.02</td>
</tr>
</tbody>
</table>

a Children’s Global Assessment Scale.  
b Change in CGAS from pretreatment to 6-month follow-up.

**Examination of Mediational Model for Adolescents**

Given the findings indicating that age significantly moderated the relationships between youth alliance and outcome and between youth compliance and outcome, and that compliance and outcome and alliance and outcome were significantly associated in the simple slopes analyses for older youths (aged 12 to 18 years), we considered it appropriate to examine the mediation model with the older age group separately. Table 4 summarizes the results.

First, youth alliance significantly predicted CGAS at 6-month follow-up ($\beta = .22, t_{79} = 2.21, P = .03$) and accounted for 5% of the variance. Second, compliance significantly predicted CGAS at 6-month follow-up ($\beta = .22, t_{84} = 2.22, P = .03$) and accounted for 5% of the variance. Third, adolescent alliance significantly and positively predicted adolescent compliance ($\beta = .38, F_{1,80} = 13.10, P = .01$), accounting for approximately 14% of the variance in compliance scores.

In the final step of testing, the mediation model examined whether the significant relationship between adolescent alliance and outcome decreased in significance or became nonsignificant when adolescent compliance was entered into the equation. Pretreatment CGAS scores were entered at the first step to control for the effects of baseline severity. Adolescent compliance and adolescent alliance were entered at the second step. The overall model was significant ($F_{3,77} = 9.84, P < .001$); however, when adolescent compliance was controlled for, adolescent alliance no longer significantly predicted CGAS scores at 6-month follow-up ($\beta = .17, t_{79} = 1.56, P = .12$). Because adolescent compliance was not significant at step 2, despite adolescent alliance becoming nonsignificant, a mediation model was not supported. Partial mediation effects were also tested. Bootstrapping results for the indirect effect [42] confirmed that no mediation or partial mediation existed, with the 95% bias-corrected bootstrap confidence interval based on 5000 bootstrap samples (–1.12 to 1.40, with a point estimate of 0.09).
Table 4. Summary of mediational analyses for the adolescent group.

<table>
<thead>
<tr>
<th>Group</th>
<th>( R^2 )</th>
<th>( R^2 )</th>
<th>( R^2 \Delta )</th>
<th>( F \Delta )</th>
<th>df</th>
<th>Beta</th>
<th>( sr^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adolescent alliance predicting adolescent compliance at 6-month follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescent alliance</td>
<td>.14</td>
<td>.13</td>
<td>.14</td>
<td>13.10</td>
<td>1.80</td>
<td>.38**</td>
<td>.14</td>
</tr>
<tr>
<td><strong>Adolescent alliance predicting CGAS(^a) scores at 6-month follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline CGAS scores</td>
<td>.21</td>
<td>.20</td>
<td>.21</td>
<td>20.89</td>
<td>1.79</td>
<td>.51***</td>
<td>.24</td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline CGAS scores</td>
<td>.26</td>
<td>.24</td>
<td>.05</td>
<td>4.89</td>
<td>2.78</td>
<td>.50***</td>
<td>.24</td>
</tr>
<tr>
<td>Adolescent alliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Adolescent compliance predicting CGAS scores at 6-month follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline CGAS scores</td>
<td>.25</td>
<td>.24</td>
<td>.25</td>
<td>21.68</td>
<td>1.82</td>
<td>.49***</td>
<td>.24</td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline CGAS scores</td>
<td>.28</td>
<td>.25</td>
<td>.02</td>
<td>2.42</td>
<td>3.77</td>
<td>.51***</td>
<td>.26</td>
</tr>
<tr>
<td>Adolescent compliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Adolescent compliance as a mediator in the relationship between adolescent alliance and outcome on CGAS at 6-month follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline CGAS scores</td>
<td>.25</td>
<td>.24</td>
<td>.25</td>
<td>13.30</td>
<td>1.79</td>
<td>.52***</td>
<td>.26</td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline CGAS scores</td>
<td>.28</td>
<td>.25</td>
<td>.02</td>
<td>2.42</td>
<td>3.77</td>
<td>.51***</td>
<td>.26</td>
</tr>
<tr>
<td>Adolescent compliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.16</td>
<td>.02</td>
</tr>
<tr>
<td>Adolescent alliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\) Children’s Global Assessment Scale.

\(* P < .05; **P < .01; ***P < .001.\)

Thus, for the adolescents, although both alliance and compliance significantly predicted treatment outcome at follow-up when entered separately, and alliance significantly predicted compliance, compliance was not found to significantly mediate the relationship between adolescent alliance and CGAS scores at 6-month follow-up. Rather, both alliance and compliance had direct effects on treatment outcome.

**Discussion**

The present research confirms that a strong working alliance can be established for both parents and their children during online therapy, despite the absence of face-to-face contact and with only minimal therapist contact through email and a brief phone call. Indeed, from the perspective of adolescents, there was no significant difference in the strength of the working alliance between online and clinic delivery of CBT for youth anxiety. Although parents reported a significantly greater working alliance from clinic-based than from online therapy, the difference was extremely small and the working alliance in online therapy was still strong. Firm conclusions cannot be drawn about the determinants of the strong working alliance; however, it seems likely that the personalized pop-ups, automated feedback, and emails were beneficial in achieving this goal. The research also demonstrated the construct validity of the WAI-S as an indicator of the quality of therapist–client relationship in minimal therapist-assisted online treatment for young people and their parents and the strong internal reliability of the measure. The strong psychometric properties justified its use in the subsequent analyses.

The positive treatment response demonstrated in study 2 following online therapy was consistent with previous research involving either partial or full Internet or computer delivery of CBT interventions with young people [3,4,7,25]. In study 2, 66% (n = 87) of treated children and adolescents were free from their primary anxiety diagnosis by 6-month follow-up, which is consistent with much of the clinic-based literature in this area [6]. However, also consistent with clinic-based treatment of youth anxiety disorders was the finding that a considerable proportion of youth retained at least one clinical diagnosis of anxiety after treatment (n = 62, 47%). It was important, therefore, to investigate factors that may predict treatment outcome and that could potentially be influenced in order to produce better outcomes.
Although working alliance and therapy compliance were not found to significantly predict treatment outcome for the total sample, a consistently different pattern of results emerged according to the age of the young person. For younger children, there were no significant relationships between working alliance, compliance, and outcome. In contrast, for adolescents a stronger working alliance for both the youth and the parent predicted greater positive change in CGAS scores by 6-month follow-up. Similarly, higher youth compliance predicted more positive changes in CGAS scores from pretreatment to 6-month follow-up for adolescents. Also, consistent with our hypotheses, greater working alliance among adolescents predicted greater therapy compliance. However, contrary to predictions, compliance was not found to mediate the alliance–outcome relationship, with the effects being direct rather than mediated. Interestingly, this finding is consistent with that of Karver and colleagues [21], who found that both alliance and compliance predicted outcome for CBT among depressed adolescents, and that the effects were direct, rather than mediated. Whether mediated or not, the results emphasize the importance of a strong working alliance and compliance with therapy tasks in leading to better outcomes in the adolescent group.

It is important to consider why positive associations between alliance, compliance, and outcome should be evident for adolescents but not for the younger age group. Both age groups, in general, formed a strong working alliance with their online therapist, and compliance was equivalent across age groups. Outcome was slightly stronger among the adolescent group, although this may reflect their slightly poorer level of adjustment at baseline. The parents of the adolescents also showed slightly, but significantly, higher levels of therapy compliance than the parents of the younger children. One can only speculate about some of the reasons why working alliance and compliance were more important in predicting outcome for adolescents. Perhaps with younger children, anxiety problems are more transient and the rate of improvement may be faster, leading to earlier cessation of therapy tasks because improvements are already evident. Future research needs to track symptom severity more frequently during therapy in order to examine rates of change, as it is likely that the relationship between compliance and outcome is a complex one and there may be many reasons why people do not comply with treatment tasks. Another point to consider is that the nature of the relationship between young people changes with age. Younger children may be more reliant on their parents for support during therapy, and the quality of their perceived relationship with their online therapist may be less important to determining their level of treatment compliance or outcome. Adolescents, on the other hand, tend to be more independent from their parents and may place greater value on their online therapist for support and encouragement. This proposition is consistent with the finding of little correlation between parent and adolescent WAI-S scores with their therapist, whereas the association between younger children’s and their parents’ WAI-S scores was much stronger. We must also question whether younger children were as free to express their personal views of the WAI-S or were influenced in their judgments by parental guidance. Perhaps their understanding or view of alliance is different from that of adolescents. Clearly, the findings emphasize how important it is to consider age differences in this type of research. The sample size in study 2 was sufficiently large to enable examination of age effects, something that has not been possible in studies with smaller sample sizes and insufficient power.

Several limitations must be considered for the current studies. First, it is possible that the inclusion of both qualitative and quantitative measures of compliance may have provided a more comprehensive assessment of compliance than the quantitative-only analyses in the current studies. It is noteworthy, however, that for adolescents, compliance significantly predicted CGAS at 6-month follow-up, suggesting that more sensitive qualitative measurements of compliance may be most relevant in younger cohorts and their parents. Second was the inability to examine in detail how working alliance, compliance, and anxiety changed over time on a session-by-session basis. This means that it is not possible to separate cause–effect relationships. Finally, it is not clear whether the results are specific to online CBT, with minimal therapist support, for child anxiety problems or whether they will generalize to online therapy alone, or indeed to clinic-based treatment. These remain questions for future research.

In summary, the present research demonstrated that a strong working alliance can be formed by parents and youths completing an online CBT intervention for anxiety. Indeed, we observed no significant differences in ratings of alliance in a clinic and online intervention for youths. Age significantly moderated the relationship between alliance, compliance, and outcome. For adolescents, in keeping with hypotheses, both working alliance and compliance positively and significantly predicted treatment outcome, and alliance significantly predicted compliance. However, compliance did not mediate the relationship between alliance and outcome. Younger children also tended to rate alliance very strongly, although alliance and compliance were not found to predict clinical outcomes. Taken together, the results highlight the importance of a strong client–therapist relationship in online therapy and support the use of online interventions for anxiety-disordered children and adolescents.
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| CBT   | cognitive behavior therapy |
| CGAS  | Children’s Global Assessment Scale |
| DSM-IV-TR | Diagnostic and Statistical Manual of Mental Disorders, fourth edition, text revision |
| SCAS-C | Spence Children’s Anxiety Scale-Child Version |
| SCAS-P | Spence Children’s Anxiety Scale-Parent Version |
| WAI-S | Working Alliance Inventory-Short Form |
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Abstract

Given the wide reach and extensive capabilities of the Internet, it is increasingly being used to deliver comprehensive behavioral and mental health intervention and prevention programs. Their goals are to change user behavior, reduce unwanted complications or symptoms, and improve health status and health-related quality of life. Internet interventions have been found efficacious in addressing a wide range of behavioral and mental health problems, including insomnia, nicotine dependence, obesity, diabetes, depression, and anxiety. Despite the existence of many Internet-based interventions, there is little research to inform their design and development. A model for behavior change in Internet interventions has been published to help guide future Internet intervention development and to help predict and explain behavior changes and symptom improvement outcomes through the use of Internet interventions. An argument is made for grounding the development of Internet interventions within a scientific framework. To that end, the model highlights a multitude of design-related components, areas, and elements, including user characteristics, environment, intervention content, level of intervention support, and targeted outcomes. However, more discussion is needed regarding how the design of the program should be developed to address these issues. While there is little research on the design and development of Internet interventions, there is a rich, related literature in the field of instructional design (ID) that can be used to inform Internet intervention development. ID models are prescriptive models that describe a set of activities involved in the planning, implementation, and evaluation of instructional programs. Using ID process models has been shown to increase the effectiveness of learning programs in a broad range of contexts. ID models specify a systematic method for assessing the needs of learners (intervention users) to determine the gaps between current knowledge and behaviors, and desired outcomes. Through the ID process, designers focus on the needs of learners, taking into account their prior knowledge; set measurable learning objectives or performance requirements; assess learners’ achievement of the targeted outcomes; and employ cycles of continuous formative evaluation to ensure that the intervention meets the needs of all stakeholders. The ID process offers a proven methodology for the design of instructional programs and should be considered an integral part of the creation of Internet interventions. By providing a framework for the design and development of Internet interventions and by purposefully focusing on these aspects, as well as the underlying theories supporting these practices, both the theories and the interventions themselves can continue to be refined and improved. By using the behavior change model for Internet interventions along with the best research available to guide design practice and inform development, developers of Internet interventions will increase their ability to achieve desired outcomes.

(J Med Internet Res 2012;14(3):e89) doi:10.2196/jmir.1890
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Introduction

Emerging technologies have had far-reaching implications on global connectivity, including the availability and use of health information [1]. Given the accessibility and extensive capabilities of the Internet, it is increasingly being used to deliver comprehensive behavioral and mental health interventions. Their goals are to change user behavior, reduce unwanted complications or symptoms [2], and improve health status and health-related quality of life [3]. The Internet (and other technologies) offers the potential to provide efficient, interactive, tailored, and readily accessible health interventions [2].

Internet Interventions

Results of meta-analyses of Internet-delivered interventions show evidence of their efficacy for addressing a broad range of behavioral and mental health concerns [4-6]. Internet interventions have been found efficacious in addressing a variety of behavioral and mental health problems, such as insomnia, nicotine dependence, obesity, diabetes, depression, and anxiety [7-14]. Yet, despite the existence of many Internet-based interventions, the design of these interventions is widely variable, and there is little research to inform their design and development.

A model for behavior change in Internet interventions has been published [2] to help guide the development of Internet interventions and to help predict and explain behavior changes and symptom improvement through the use of these programs [2]. With this model, Ritterband and colleagues argue for grounding the development of Internet interventions within a scientific framework—a framework that explicitly identifies the importance of user characteristics, environment, intervention content, level of intervention support, and targeted outcomes. More discussion, however, is needed regarding how the design of the program should be used to address these very issues.

Instructional Design Defined

While there is little research on the design and development of Internet interventions, there is a rich, related literature in the field of instructional design (ID). The term instructional design can be considered in three specific contexts. First, as a science, ID is concerned with how to help people learn more effectively. It includes research and theory about instructional, motivational, and behavioral learning strategies and the process models for designing and implementing instructional programs [15-18]. Second, as a field of practice, ID includes professional instructional designers working with teams of individuals to create detailed specifications for the development, design, implementation, evaluation, and maintenance of learning products [19]. These individuals make up part of the primary stakeholder groups for an intervention, together with other individuals who have an investment, or stake, in the success of the target population of learners (program users). Stakeholders include program developers, content experts, learners from the target population, and those affected by the program outcome. Finally, ID, as a process, (see Table 1) employs process models to guide the systematic development of instructional specifications drawing on learning, instructional, motivational, and behavioral theory to ensure the quality of instructional strategies.

Additionally, the ID process allows the translation of these theories into design principles that guide the development of the instructional product. This paper is focused on using ID as a systematic, reflective, and iterative process in the development of Internet interventions.
During the past decade, educational researchers have focused on conducting design and development research to advance the practice of instructional development [15,20,21]. Studying the design and development process of an innovative instructional product can help developers better understand how to apply theoretical frameworks to the development process [22]. The same case can be made for studying the design and development of Internet-delivered interventions.

Developmental research in education seeks to create knowledge grounded in data systematically derived from practice [20]. By focusing specifically on the design and development process of creating Internet interventions, we can gain knowledge of the best practices and methods, and can develop more efficient models and frameworks for creating Internet interventions. Incorporating the ID process into the design and development of Internet interventions allows for continued testing and refinement of the theories that guide development and improvement in the resulting interventions. This is the essence of design-based research; theory dictates the design principles. Employing ID process during the design of Internet-delivered interventions allows the programs to be evaluated for efficacy while also testing and refining the design principles that initially informed development of the intervention [23].

At their core, Internet interventions are innovative programs designed to teach skills, increase knowledge, and change behaviors, symptoms, or other targeted attributes. A majority of Internet interventions target specific behavioral, psychological, motivational, or health education outcomes, or a combination of these. Each intervention is implemented within its own context in which individuals from the target population (called learners or users) will use and (ideally) benefit from the program. It is important to clarify at the outset that the term learner or user is used to identify Internet intervention participants given their enrollment in a program designed to bring about change. These learners, however, are considered in different ways within the design process and the intervention itself (eg, patient or caregiver; child or parent; or children, teens, adults, or seniors). Although Internet-delivered intervention participants may not think of themselves as learners, they share the fundamental characteristic with learners of any intervention or involvement in a program with the aim of change, improvement, or advancement. This, together with the similarity of learning purposes for Internet-delivered health interventions

### Internet-Delivered Interventions and Instructional Design

| Instructional design | The systematic development of learning programs using theory to ensure the quality of instruction. It is the entire process of analysis of learning needs and goals, and the development of a delivery system to meet those needs. |
| ID process model | Prescriptive models that describe a systematic set of activities and steps involved in the planning, implementation, and evaluation of instructional programs. |
| Developmental research | The systematic study of designing, developing, and evaluating instructional programs, processes, and products that must meet the criteria of internal consistency and effectiveness. |
| Learners | The target population of an intervention: the individuals for whom the program or intervention is created. |
| Internet interventions | Internet-delivered, interactive, multimedia behavioral treatments often based on effective face-to-face interventions. Typically self-guided, highly structured, personalized, and tailored to the user to provide follow-up and feedback. |
| Stakeholders | Individuals who have a stake in the success of the target population of learners (program users). Stakeholders include program developers, content experts, learners from the target populations, and those affected by the program outcome. |
| Formative evaluation | The iterative process of tryout and revision of instruction and activities during development of the intervention before the actual implementation. |
| Needs assessment and analysis | Considers gaps between “what is” and “what should be” or “actual behaviors” versus “optimal behaviors.” Each gap is considered a need. A needs assessment or analysis is a process for determining how to close gaps. It involves identifying the required attitudes, behaviors, skills, and knowledge to meet needs. |
| Instructional goal | Formulated from the identified needs in the needs analysis. Instructional goals relate logically and persuasively to the documented performance gaps identified in the needs analysis. |
| Task analysis | Performed to identify the tasks required to reach the goals. This is an analysis of the content required for the desired instructional outcomes. |
| Learning objective | Written to specify exactly what the learner must do, know think, or feel as a result of completing the instruction. Objectives provide a framework for assessing and evaluating the extent to which learning is taking place. |
| Affective objective | Objectives that involve attitudes, emotions, and values. |
| Cognitive objective | Objectives and tasks related to information, knowledge, problem solving, and other intellectual aspects of learning. |
| Psychomotor objectives | Objectives that require the use of physical capabilities and activities, such as performing, manipulating, and constructing tasks. |
and other types of instructional interventions, makes the ID process an excellent fit for the design and development of Internet-delivered interventions.

Models of Instructional Design

ID models can be used prescriptively to describe a systematic set of activities and steps involved in the planning, implementation, and evaluation of instructional programs. Using ID process models has been shown to increase the effectiveness of learning programs in a broad range of contexts, including both online and face-to-face formats [19,24-27]. ID models prescribe a systematic method for assessing the needs of learners to determine the gaps between current attitudes, behaviors, and knowledge and the desired outcomes [28]. The ID process guides designers to focus on the needs of learners, taking into account their prior knowledge [29]; set measurable learning objectives or performance requirements; design instructional strategies based on appropriate theory; assess users in a way that results in meaningful outcomes [30,31]; and use cycles of formative evaluation to ensure that the intervention meets the needs of all stakeholders.

We describe two ID models to convey the breadth in models from simple to elaborate, showing how ID models ultimately focus on similar activities. On one end of the complexity spectrum, Smith and Ragan [27] present what they call “a simple or common instructional design model” (see Figure 1) that focuses on three key activities or phases of the ID process: analysis, strategy, and evaluation. Analysis activities consist of assessing learners and learning contexts and developing learning goals. Strategy activities focus on design, organization, and delivery of instructional components. Evaluation activities focus on formative tryout of instruction to allow for revision before implementation.

Although the model is presented as linear, its authors point out that phases often happen concurrently, and considerations in one phase may (and often do) overlap with those in another phase. An important aspect of the ID process is that it is iterative. Formative evaluation begins during the first cycle, with “member checking” of the needs assessment, and continues throughout development. The results of the formative evaluation are used to make revisions to the intervention. The cycles repeat, with further evaluations guiding further revision.

In contrast to the simplicity of Smith and Ragan’s ID model [27], Dick and Carey’s Systems Approach Model for Designing Instruction (see Figure 2) presents a more complex ID model. This model displays more of the specific ID activities that take place [19], yet each of these activities can be mapped to the analysis, strategy, and evaluation components outlined in the Smith and Ragan model [27]. The key ID activities of analysis, strategy, and evaluation are described in detail below.
Figure 1. Smith and Ragan’s instructional design process model.

Figure 2. The Dick and Carey Systems Approach Model for Designing Instruction.
Analysis

In the analysis phase, the focus is on the targeted learner population (intervention users); the context and environment in which the learning (intervention) occur; identification of learning (intervention) goals and objectives; and the learning (intervention) tasks themselves. A needs assessment is performed to collect the information used in the analysis phase. Needs assessment and analysis considers the gaps between “what is” and “what should be.” A needs assessment is a process for determining how to close a learning or performance gap [32] and involves identifying the important needs and how best to meet them.

A particularly useful and relevant needs assessment approach, the discrepancy model of needs assessment, examines the gaps, or differences, between individuals who perform desired behaviors and those who do not [27]. For example, when a successful intervention requires learners to perform a behavior (take a medicine), use knowledge (recognize a skin problem), or show an attitude or belief (perceive one’s own risk), the differences between what ideal performers do, think, and feel are compared with what learners in the target population are actually doing, thinking, and feeling. Once gaps have been identified, the causes of the gaps can be studied and quantified. This information then shapes development of the learning or intervention tasks designed to achieve the intervention goals.

Internet intervention development is often based on effective face-to-face treatments where specific desired learning and performance outcomes have already been clearly identified and tested [33]. That is, Internet intervention developers frequently borrow from the goals identified in face-to-face treatments. Using the discrepancy approach to needs assessment, Internet intervention developers can focus on the causes of the gaps between what their target population is currently doing (knowing, thinking, or feeling) and what they should be doing to achieve the targeted outcome. Each gap discovered in the analysis is considered a need.

The discrepancy approach can also be used in instances where optimal behaviors have not been identified or are not known. In this case the optimal, or ideal, behaviors must be identified as part of the needs assessment process by collecting information from the target learners. This includes collecting information from those who have successfully achieved the desired outcome, as well as those who have not. Data are collected to inform developers about the level of awareness of the problem or condition of interest, the common symptoms, how risk is typically managed, and the level of adherence to preventive behaviors. As the data are analyzed, the attitudes, behaviors, skills, and knowledge of the successful individuals are identified and quantified as the optimal set of behaviors, skills, and knowledge. The differences between this ideal set and the unsuccessful set can then be identified as gaps or needs.

In the ID process, identified needs are then formulated into goals. It is critical that goals relate logically and persuasively to the documented performance gaps identified in the needs analysis. The importance of considering learner-based needs cannot be overstated. Programs must target the needs of the identified population in order to be successful [19,28].

Instructional and goal analysis (systematic methods for analyzing goals to identify the required knowledge, skills, behaviors, and attitudes to meet them) is used to categorize and prioritize goals, based on the kind of learning that will occur, into a series of specific measurable and observable objectives.

Objectives perform several critical functions in the design of instruction, including guiding designers toward the appropriate focus for instruction, and selecting activities and resources that facilitate effective learning [29]. Objectives also provide a framework for assessing and evaluating the extent to which learning is taking place and play an important role in guiding the learner by identifying the skills and knowledge to master [27,29].

During the analysis phase, the designer also considers the environment and context in which learning will take place. The environmental approach to analysis is based on three environmental domains: physical, social, and institutional [34]. Physical concerns are those related to the physical environment in which the intervention will be used. Social concerns refer to the learners and their social connections and networks, including those that will influence the learning experience. Institutional considerations affect any institutional goals held by the sponsoring organization and help define the dissemination and use of the program. Each of these domains informs decisions that affect a learner’s ability and willingness to access and use the program. By working closely with members of the targeted population at the early stages of design and development, designers can fully consider the domain factors most relevant for creation of programs that reflect and address the needs of learners, as well as aligning with the domains in which the programs will be used.

Task analysis, the next step in the ID process, is conducted to identify the actual tasks required to reach the goals identified in the needs analysis. This second analysis considers the content required for the desired instructional outcome [29]. Although there are many ways to analyze tasks, most ID models provide a scheme for classifying information into discrete categories [15]. The objectives and tasks typically fall into one of three domains, or categories: cognitive, psychomotor, and affective [29]. The cognitive domain includes objectives and tasks related to recall of information, development of conceptual knowledge, application of knowledge to problem solving, and other intellectual aspects of learning. The psychomotor domain includes skills that require the use of physical capabilities and activities, such as performing, manipulating, and constructing tasks. The affective domain includes objectives targeting attitudes, emotions, and values. Thoughtful consideration of the learning experience, including the cognitive, psychomotor, and affective factors involved in that experience, will increase the likelihood that learners can successfully develop the desired knowledge, skills, behaviors, or attitudes.

In summary, the analysis phase of the ID process involves two sets of analyses. The first analysis identifies the learners (intervention users), the learning (intervention) objectives, and the environment in which the learning (intervention) occurs. The second analysis considers the content, type of tasks, and learning experiences required to meet learning objectives.
Strategy

To guide creation of the instructional activities, the strategy phase of the ID process is informed by and draws upon tested theories. Theories are drawn from a range of fields including education and learning psychology, behavior change, and motivation [16-18,35-38]. Theories that have been widely applied include cognitive learning [18,35,39,40], information processing [41], and multimedia learning [42]. The structure and type of learning required by each objective influences which learning theories are most applicable. The selection of instructional strategies is also clearly influenced by the analysis of the content; that is, the determination of domain (ie, whether the target is a behavior, skill, knowledge, or attitude), as well as the analysis of the tasks that make up the desired performance. For example, if the intervention aim is to teach the users a rule (eg, to get out of bed if they have not fallen asleep in 20 minutes as part of an intervention for adults with insomnia), the developer first recognizes that this knowledge acquisition falls in the cognitive domain, and then considers the cognitive skills that lead up to and support the rule application (eg, conceptual understandings, which are in turn supported by information recall). Developers would then turn to cognitive theories to help inform their development of the learning activities designed to facilitate learning to apply this rule. Different types of learning tasks require substantially different levels of cognitive effort and different kinds of learning conditions [24,27,29].

In this strategy phase of the ID process, the focus is on designing the learning activities that will best serve the specific set of learners for whom the program is being developed. Learning activities refer to learning experiences that involve informational content and designed experiences in which learners act on content in specific ways. Consideration is given to each specific objective and how best to actively engage learners with the learning experiences in order to obtain the desired result. The crafting of instructional strategies is considered the most crucial step in the ID process; it is the step that can contribute the most to making instruction successful [29].

When selecting instructional strategies, designers also need to consider and select the media and methods best suited to deliver the desired experience. Smith and Ragan’s model [27] (see Figure 1) highlights three key categories in the strategy phase: organization, delivery, and management. Organizational strategies focus on how instruction will be sequenced and presented. Delivery strategies are concerned with the instructional media that will be used and how learners are grouped. For example, learners may be grouped by level of prior knowledge, attitudes on the topic, skill abilities, motivation level, or presence of specific symptoms. In selecting the appropriate media elements used for the learning activities (eg, text, audio, graphics, and animation), developers should evaluate the motivational appeal and ability of each element to support learners in recalling prior knowledge, providing new learning stimuli, activating responses, providing feedback, and encouraging practice and transfer [16,19,43]. Finally, management strategies focus on the scheduling and implementing of instruction.

In sum, strategy activities are critical to the ID process. They include the design and development of the actual learning and behavior change activities that will be used to help achieve the objectives and offer designers the opportunity to draw on strategies that have previously been shown to be effective within other specific contexts. The strategy phase also focuses on the organization or sequencing of learning activities, and the media and delivery methods used to engage learners with the materials.

Evaluation

Formative evaluation refers to the iterative process of tryout and revision of activities or content during development before the actual implementation [44]. The evaluation phase tests the assumptions made in the analysis and strategy phases. The purpose of formative evaluation is to ensure that the goals of the instruction are being achieved and to revise the program as needed before implementation. Formative evaluation requires a plan for determining the extent to which learning is taking place. It involves trying out learning activities with members of the learning group. Evaluation instruments are used to assess the learner’s mastery of the objectives.

Formative evaluation ideally takes place at all stages of the ID process. In fact, Dick et al incorporate a formative evaluation element into each stage of their ID process model [19] where draft versions of the instruction are examined and then revised as needed. Formative evaluation during the earliest stages of the ID process (even needs assessments can be member checked and refined for fit by stakeholders) can help determine whether the learning goals and objectives have been correctly identified, and whether assumptions made about learners and learner characteristics hold true. This helps prevent valuable time and resources from being wasted on components that are not effective. Using an ongoing formative evaluation approach, and revising the program based on findings, allows developers to identify weaknesses that can be corrected before full-scale implementation [19,24,29,44]. It also increases the probability that the program, when implemented, will produce the desired learning and performance outcomes. Failure to conduct formative evaluation throughout all stages of the ID process misses opportunities for identification of problem areas and increases the possibility that learners will not achieve the intended goals despite considerable investment of resources.

Integrating ID Process Into the Design and Development of Internet Interventions

Ritterband and colleagues [2] described a behavior change model for Internet interventions (see Figure 3 for a high-level representation of the Internet intervention model juxtaposed with the ID model) that consists of nine nonlinear steps: (1) the user, influenced by (2) environmental factors, affects (3) website use and adherence, which is influenced by (4) support and (5) website characteristics. Website use leads to (6) behavior change and (7) symptom improvement through various (8) mechanisms of change. The improvements are sustained via (9) treatment maintenance or relapse prevention. Each section of this behavior change model can be clearly connected to the ID process.
**User Characteristics and Environmental Factors**

Ritterband and colleagues [2] identify seven areas of user characteristics that are congruent to the analysis phase of the ID model, including disease, demographics, traits, cognitive factors, beliefs and attitudes, physiological factors, and skills. Using an ID approach focuses the needs assessment on discrepancies between the user’s desired behaviors, skills, knowledge, or attitudes and their current behaviors, skills, knowledge, or attitudes. Identifying these discrepancies accomplishes two important functions: (1) it attempts to quantify the current state of affairs with regard to the target population so that progress toward meeting goals can be accurately measured [24], and (2) it allows very specific learning and performance objectives to be crafted for the intervention that are based on the desired outcomes.

Environmental factors are also considered in the analysis phase of the ID model. As in Ritterband and colleague’s model [2], environment from the ID perspective is composed of multiple influences, and the focus on environment is holistic. Assessment methods are used to construct an environmental snapshot of how the program will be used by the learner from the physical, social, and institutional contexts of the learning environment. When using the ID model, designers can identify potential program supports and barriers and design the program accordingly. For example, through a needs assessment, designers of an Internet intervention targeting users with negative attitudes toward school are alerted that labeling recommended intervention activities as homework or assignments may present barriers for these users. The ID model also allows designers to leverage environmental factors that influence user characteristics. By systematically identifying the environmental factors, along with the characteristics of the user population, program designers can choose the most relevant motivation, learning, and behavior change theories for their set of learners and learning objectives based on the research literature. This, in turn, will affect the type of instructional strategies that are planned in the strategy phase.
Website Use, Website Characteristics, Support, and Mechanisms of Change

The website use, website characteristics, support, and mechanism of change components of the Internet intervention model all map to the strategy phase of the ID process model. All phases of the ID process are interrelated, so the findings and assumptions made in the analysis phase greatly affect the decisions made in the strategy phase. The emphasis in the strategy phase is on crafting the instructional strategies used to reach the desired goals. This focus underscores the importance of design-based research. Using a design–study approach, developers of Internet interventions tap theory for instructional strategy design guidelines that are then tested along with the instructional components. Thus, knowledge is created in the refinement of theories of both design or development and instruction in the context of Internet-delivered interventions.

There are several specific challenges in considering instructional strategies in the context of Internet interventions. Opportunities to leverage technologies to build activities that support and promote learning are often not fully considered in favor of less expensive and more quickly produced solutions. For example, text-based delivery of learning is recognized as an important method, yet, before a text-focused solution is selected as most appropriate, it must be considered in relation to the target population of learners, their prior experiences and attitudes, and their reading levels. When text is used, learners can be grouped based on reading level or supported by providing narration so those with lower-level reading skill have the choice of listening instead of reading. Video clips, animation, audio segments, and images can all be integrated with text to support meeting learning objectives.

Multimedia learning and using specific interactions to affect motivation, skill building, and behavioral change demand instructional strategies that move beyond text on a screen. These methods can be particularly appropriate when an intervention includes psychomotor skill building. Modeling, through the use of videos or animation of specific skills, using a variety of models and conditions can be more effective than reading about the activity [18,42]. Additionally, modeling typical beginner mistakes, while providing specific feedback on why problems occur and ways to correct or prevent them, can help learners gain mastery [30].

Motivation, or the action of an individual to select and sustain a behavior, is another theory area from which designers of instructional strategies can find significant guidance. Motivation theories help focus attention and support affirmative answers to questions such as “Can I do this task?,” “Do I want to do this task?,” and “Will I continue to do this task?” Self-efficacy [45], expectancy-value [17], self-determination [46,47], and self-regulated learning theories [47] can all provide designers with practical and applicable programmatic supports that can help learners meet learning objectives and help sustain adherence to intervention use.

The strategy phase also focuses on organizing and sequencing learning activities in ways that will best help users meet identified program goals. Strategy activities include selecting media and methods for delivery of the instruction, and managing and supporting the implementation of the instructional strategies. In each of these areas, the primary concern is how best to engage the learner to reach agreed-on goals.

Behavior Change, Symptom Improvement, and Treatment Maintenance

The formative evaluation component of the ID model is the evaluation of program components completed while the intervention is being formed. This type of evaluation provides evidence for how well designers have reached their goals and allows modification of the program before it is fully implemented. Behavior change, symptom improvement, and treatment maintenance or relapse prevention components of the Internet intervention model align with the evaluation phase of the ID process. During formative evaluation activities, results of the needs assessment, instructional goals, objectives, and strategies are evaluated with content experts and members of the target population to explore whether the assumptions made, the strategies employed, and the learning activities developed actually result in the desired outcomes. To determine the extent to which goals are being met, designers develop and implement a plan for assessing outcomes from their intervention. Evaluation of instruction typically considers outcomes at four levels: (1) learner reactions, (2) learning achievement, (3) transfer of learning, and (4) organizational results [26]. Formative evaluation focuses on the first two levels [24], while summative evaluation (program evaluation that occurs after implementation) may focus on all four levels. The first level, learner (user) reactions, refers to the attitudes and preferences of the learners toward the learning intervention. This is the extent to which learners like or dislike the learning activities, or find the activities to be satisfactory, effective, and useful. The second level, learning (intervention) achievement, refers to how well learners perform on objective measures of learning. This is often tested with pre and post tests to determine the extent to which learners have mastered goals via change in attitudes, knowledge, skills, or behavioral intentions.

During the revision stage of formative evaluation, the data that have been collected are analyzed and used to operationalize a set of revisions to the intervention. The ID process includes setting standards and criteria to guide revisions. This includes criteria for examining the data that have been collected; criteria for organizing and summarizing the data; and criteria for prioritizing which sources of data are most relevant to the revision efforts [44]. Prioritizing and deciding how to implement revisions is typically the most challenging for designers. It can be relatively straightforward to identify a problem area but less clear what should be the appropriate revision or refinement of the instruction. For example, an evaluation of learners on how well they like an intervention and find it satisfactory and useful (level 1) returns negative results for one set of learners but positive results for other sets. Designers need to think about how the learners are being grouped and whether the set of learners with the unsatisfactory experience share characteristics that can help inform program revisions (eg, gender differences, differences in prior knowledge, differences in symptoms, or age-related differences). Designers also need to consider the selected theoretical underpinning and whether it is appropriate
for the subset of learners with negative outcomes. Designers should investigate whether additional needs within a subset of the user population can be identified and supported by adding appropriate objectives, content, and instructional strategies, thus making the intervention satisfactory, useful, and relevant to all user groups. It is often necessary to reconsider the previous stages of analysis and strategy to determine how best to revise the instruction [19].

By conducting preliminary testing of the Internet intervention with users from the target population, designers will be able to measure the extent to which they have reached their objectives and to further refine goals or strategies to best reach the desired outcomes. All elements of the Internet intervention model are incorporated because formative evaluation is conducted at each phase of the ID process to confirm the assumptions made in that phase. Another important aspect to note is that, because the ID process is highly interconnected, all elements of the model overlap considerably. For example, while this mapping shows behavior change, symptom improvement, and treatment maintenance as mapping only to the evaluation phase of activities of the ID process, there is also a clear connection to both analysis and strategy activities.

Application

Here are several examples to help convey the process of incorporating ID into the development of Internet interventions. These examples are broken down into the analysis, strategy, and evaluation phases.

Analysis Phase

Instructional curriculum mapping is an ID method that uses flowcharting to illustrate instructional relationships within a program [48]. An example of the use of instructional curriculum mapping flowcharts is seen in the development of iSHIFTup (Internet Skin Health Intervention For Targeted Ulcer Prevention), an Internet-delivered intervention designed for adults with spinal cord injury to prevent serious pressure ulcers (funded by the Commonwealth Neurotrauma Initiative, Virginia, USA). Within iSHIFTup, instructional curriculum mapping flowcharts were used to show how objectives map to instructional sequences. Figure 4 shows a visual representation of the relationship between an objective for learners in iSHIFTup “to identify personal risk factors for pressure ulcers” and the skills and attitudes required to meet the objective. In this example, the objective skill is within the cognitive domain. The desired outcome is that learners be able to identify their own risk factors. To do this, learners first acquire the skills to describe general risk factors, then compare their own behaviors with these factors and classify their risk factors. Once learners have mastered these sequences, they are able to identify personal risk factors for pressure ulcers.

Figure 5 (a small section of a larger, fully developed iSHIFTup flowchart) graphically shows learners’ movement through the intervention from their first contact with the program to completion of all required intervention components. Flowcharting allows communication of the complex timing of events used in Internet interventions. Using these systematic methods allows visualization of the entire intervention and facilitates discussion with all stakeholders (including members of the target population of learners) to help reach consensus on the process. Using flowcharts to envision the whole system as it is being designed supports coordination between designers, developers, and those who will implement the program [19,27]. It also allows for a common language and general procedure among the stakeholders. These flowcharts, and the written plans that accompany them, are results of the ID method. They aid the development team in the process of iterative review and revision of work in a coordinated and systematic manner.

Another example of ID process in the analysis phase is the inclusion of learners from the target population in the design of the intervention. Including members of the group who will use the program in its design is critical to the success of the intervention. For example, in the design of iSHIFTup, 10 individuals (8 with spinal cord injury and 2 caregivers of patients with spinal cord injury) partnered with the development team. In addition to the 10 target user members, the development team consisted of content experts in the area of Internet-delivered interventions, pressure ulcers, and spinal cord injury medicine (clinical psychologist, rehabilitation physician, wound specialist, physical therapist, and occupational therapist), an instructional designer, a graphic artist, and a Web programmer. Collaboratively, the team identified program goals, content, and functional requirements for the intervention. Individuals with spinal cord injury shared their real-life stories about the challenges of keeping their skin healthy and maintaining preventive behaviors. They shared critical information about living with pressure ulcers and identified which coping strategies had (and had not) worked for them. Members of the user population also reviewed intervention content and instructional activities throughout the design and development of the program. They gave feedback that was incorporated into program revisions, and later reviewed the revised the content. This collaboration serves to ensure relevance and acceptability to the targeted learners (users) of the intervention.
Figure 4. Example of instructional curriculum mapping. Program objective: core level. IS = intellectual skill; VI = verbal information.

Figure 5. Example of instructional curriculum mapping. Program overview: sequence.
Strategy Phase

A comprehensive set of theory-driven instructional strategies has been recommended for health education [49]. A condensed version of Gagne’s events of instruction [43] is used as a starting point, or framework, on which the health belief model [50], social cognitive theory [18], and diffusion theory [51] are drawn as key health behavior change theories to inform instructional strategy development. Specific instructional practices based on these theories are advanced for each of Gagne’s instructional events. For example, in the recommended strategy for Gagne’s event provide learner guidance, social cognitive theory suggests using trustworthy, knowledgeable modeling to demonstrate desired behaviors and social modeling to develop self-protective skills. For example, a series of photographs or illustrations of a trusted, competent person performing preventive or protective behaviors could be used. Diffusion theory suggests using trustworthy and knowledgeable opinion leaders from the target population to speed the diffusion process. An example of an instructional strategy informed by both of these theories would be a video of a recognized opinion leader (e.g., well-known athlete, musician, or actor), who is identified with the target population, performing desired behaviors, such as checking blood glucose levels before driving.

Another example of using ID process during the strategy phase can be seen in SHUTi (Sleep Healthy Using The Internet), an Internet intervention for adults with insomnia [7]. One of the learning goals in this intervention is that users “recognize the relationship between Time in Bed and Sleep Efficiency.” This relationship has been identified as a conceptual understanding required to apply the behavioral rules of sleep restriction. Sleep efficiency is defined as the mathematical calculation of total sleep time divided by time in bed, multiplied by 100. In SHUTi, learners are cued (using highlighting and color) to move sliders to set and subsequently increase and decrease their total sleep time and time in bed to graphically see the relationship between the two. For example, as time in bed (while not asleep) increases, sleep efficiency decreases; and as time in bed approaches total sleep time, sleep efficiency increases (Figure 6).

This interactive, user-controlled activity was selected as an ideal way to engage learners, based on their characteristics (above-average education, high motivation, and comfort with technology), the content being introduced (cognitive domain, making connections, and intellectual skill), and type of learning goal (to recognize the relationship between time in bed and sleep efficiency and apply it to their own situation). Several learning theories were applied in crafting this solution. Guided discovery e-learning architecture [52] was selected in which knowledge construction is the learning goal and high interactivity is used to guide learners to specific goals such as making connections and identifying relationships. Multimedia learning theory suggests that people learn better when graphics are used to show relationships [53]. Here, the quantitative relationship between time in bed, total sleep time, and sleep efficiency is shown graphically. By adding interactivity in the form of slider bars, it becomes a transformational graphic that depicts changes over time [42]. The theory of planned behavior [54] is used to encourage learners to consider their own behaviors (time in bed) and intentions.

These examples demonstrate the ID process of drawing on learning theory and applying it to the specific learning context in which the intervention is being used. Design-based research, which blends empirical instructional research with the theory-driven design of learning environments [55], is an important methodology for discovering which learning and behavior theories work in Internet interventions and under what conditions. This can lead to sharable theories that help communicate relevant implications to developers of Internet interventions [23,55]. Using this type of design-based research approach focuses on methods that document processes of enactment to outcomes of interest.
Evaluation

The final example focuses on formative evaluation and revision of instruction as part of the evaluation phase of ID. This example is an Internet-delivered intervention designed for pediatric encopresis (UCanPoopToo) [8,33]. In this program, learners (parent and child dyads) using the intervention took part in formative evaluation activities. Analysis of the findings according to agreed-on criteria revealed that parents using the program could be further supported by including a self-assessment to determine whether their children had mastered each unit of instruction. Once this gap had been recognized, additional learning goals were identified to support parents in assessing their children’s mastery. Self-regulated learning theory [47] was used to inform the design of self-assessments of the child’s content mastery and to allow parents to reflect on and adapt their children’s learning processes toward the learning goals.

In the revision phase of the formative evaluation, the design team used core objectives as a starting point for developing the self-assessments. The result (see Figure 7) is a self-assessment at the end of each unit of instruction called Now I Can. Each Now I Can screen describes specifically what the child should be able to do at the end of the instruction. In current versions of the program, parents complete Now I Cans with their child to assess whether their child has mastered the skills in that core of instruction.
Figure 7. Now I Can screen from UCanPoopToo.
Figure 8. Internet intervention instructional design check list.

<table>
<thead>
<tr>
<th>ANALYSIS</th>
<th>Yes</th>
<th>No</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Were learner/user characteristics considered?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease or health issues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive factors (prior knowledge, reading level)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiological factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beliefs and attitudes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation toward topic/tasks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was learning context considered?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical: Conditions in which intervention is used</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social: Relationships that impact intervention use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Institutional: Leadership support for intervention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was a discrepancy needs approach considered?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required attitudes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required knowledge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required skills</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required behaviors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Needs (gaps between optimals and actuals) described and quantified</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Needs prioritized and written as goals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were goals used to create specific objectives?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Determine types of learning to meet goals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Write specific learning objectives (should be measurable and observable)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identify content to meet learning objectives</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Develop assessment of objectives</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STRATEGY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were delivery, organization, and management considered?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identify strategies based on types of learning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Select media and methods best suited to objectives and learners</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Determine how instructional activities will be sequenced and presented</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Determine how learners will be grouped (prior knowledge, skill level, etc.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Determine how intervention will be implemented and sustained</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were appropriate theories used to inform strategies?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EVALUATION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was a plan made to determine whether goals are being met?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learner reaction to the intervention (satisfaction): Level 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning achievement from the intervention (pre/post): Level 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transfer of learning (use in real-life, change in behaviors): Level 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was collected data used to revise the intervention?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set standards and criteria to guide revisions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prioritize and implement revisions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revisions to intervention should also be evaluated</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Conclusion

Developers of Internet interventions often struggle with the question of whether adding a particular feature to an intervention, such as a game, a simulation, or animation, is a good or bad idea. This, however, is not the salient question to consider. Instead, given the concepts of the ID process set forth here, designers of Internet-delivered interventions are encouraged to take a learner-centered, needs-based approach and to consider how all technology features (eg, text, graphics, interactivity, video, and games) can be used in ways to best meet the needs of learners. It is not a simple question of whether to include a feature, but instead is a broader, more complex question of what theory-based learning activities best support a specific set of learners given their own characteristics and learning environment to meet an identified set of measurable objectives.

The ID process offers a proven methodology for the design of instructional programs and should be considered an integral part of the creation of Internet interventions. To support researchers, an Internet intervention ID check list has been created and included to use in developing new Internet-delivered interventions (see Figure 8). By providing a framework for the design and development of Internet-delivered interventions and by purposefully focusing on the design, development, and the underlying theories supporting these practices, both the theories and the interventions themselves will continue to be refined and improved. By using the behavior change model for Internet interventions along with the best research available to guide design practice and inform development, developers of Internet-delivered interventions will increase their ability to help users achieve the desired outcomes.
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Abstract

Background: Mental disorders are more common in young adults than at any other life stage. Despite this, young people have low rates of seeking professional help for mental health problems. Young elite athletes have less positive attitudes toward seeking help than nonathletes and thus may be particularly unlikely to seek help. Interventions aimed at increasing help-seeking in young elite athletes are warranted.

Objective: To test the feasibility and efficacy of three Internet-based interventions designed to increase mental health help-seeking attitudes, intentions, and behavior in young elite athletes compared with a control condition.

Methods: We conducted a randomized controlled trial (RCT) of three brief fully automated Internet-based mental health help-seeking interventions with 59 young elite athletes recruited online in a closed trial in Australia. The interventions consisted of a mental health literacy and destigmatization condition, a feedback condition providing symptom levels, and a minimal content condition comprising a list of help-seeking resources, compared with a control condition (no intervention). We measured help-seeking attitudes, intentions and behavior using self-assessed surveys. Participation was open to elite athletes regardless of their mental health status or risk of mental illness.

Results: Of 120 athletes initially agreeing to participate, 59 (49%) submitted a preintervention or postintervention survey, or both, and were included in the present study. Adherence was satisfactory, with 48 (81%) participants visiting both weeks of assigned intervention material. None of the interventions yielded a significant increase in help-seeking attitudes, intentions, or behavior relative to control. However, at postintervention, there was a trend toward a greater increase in help-seeking behavior from formal sources for the mental health literacy/destigmatization condition compared with control (P = .06). This intervention was also associated with increased depression literacy (P = .003, P = .005) and anxiety literacy (P = .002, P = .001) relative to control at postintervention and 3-month follow-up, respectively, and a reduction in depression stigma relative to control at postintervention (P = .01, P = .12) and anxiety stigma at 3-month follow-up (P = .18, P = .02). The feedback and help-seeking list interventions did not improve depression or anxiety literacy or decrease stigmatizing attitudes to these conditions. However, the study findings should be treated with caution. Due to recruitment challenges, the achieved sample size fell significantly short of the target size and the study was underpowered. Accordingly, the results should be considered as providing preliminary pilot data only.
Conclusions: This is the first RCT of an Internet-based mental health help-seeking intervention for young elite athletes. The results suggest that brief mental health literacy and destigmatization improves knowledge and may decrease stigma but does not increase help-seeking. However, since the trial was underpowered, a larger trial is warranted.


KEYWORDS
Mental health; help-seeking; elite athletes

Introduction

Mental disorders contribute significantly to worldwide disease burden [1,2]. Depression and anxiety in particular are common, with an estimated prevalence of 6%–18% in high-income countries globally [3-5]. Mental disorders are more common in young adults than at any other stage of the lifespan [3]. Despite this, young people have low rates of seeking professional help for mental health problems [6]. Research indicates that athletes may experience a prevalence of symptoms of depression similar to that of the general population [7] and have less positive attitudes toward seeking help than nonathletes [8]. Since attitudes are thought to influence help-seeking in the general population [6,9,10] and this age group is already at risk, young elite athletes may be particularly vulnerable to not seeking help.

Research has examined the reasons why young people do not seek professional help for mental disorders. A systematic review investigating young people’s perceived barriers to help-seeking found that stigma and embarrassment, problems recognizing symptoms (poor mental health literacy), and a preference for self-reliance were key barriers to seeking help [11]. Factors that might facilitate help-seeking have been comparatively underresearched. However, there has been some evidence that positive past experiences, and social support and encouragement from others may facilitate help-seeking [11]. These factors are said to be effective because they increase mental health literacy and reduce stigma.

Several studies have evaluated interventions designed to improve help-seeking. Previous randomized controlled trials (RCTs) have used information-based methods of targeting help-seeking via video [12], written and verbal information [13-15], and the Internet [16,17]. These interventions have demonstrated an increase in positive attitudes to help-seeking [12-14], willingness to seek help [15], help-seeking beliefs [17], and, less frequently, behavior [16]. Only one trial has been conducted within the sports field. It found that providing information about the benefits of sports psychology in an interview improved athletes’ attitudes to consulting a sports psychologist [13]. There have been no other studies of the efficacy of interventions specifically designed to encourage help-seeking behavior in athletes.

It is not clear from these previous studies what might be the best approach to encouraging help-seeking among youth or particularly elite athletes. Rickwood et al [18] conceptualized seeking professional help as a 4-step process beginning with the individual becoming aware of a problem, then expressing the problem to others, followed by identifying appropriate and accessible sources of help, and then seeking out a health professional and disclosing his or her problems. However, it is not clear which of or how many of these stages are critical to encourage professional help-seeking. Consequently we designed three different interventions, each of which focused on one or more of these stages. The first, a mental health literacy/destigmatization intervention, addressed three of the four stages. First, information was provided to increase the participant’s awareness of a potential problem. Second, the intervention incorporated messages designed to decrease stigma in order to facilitate the expression of a problem. Third, a list of help-seeking sources was provided to assist with the identification of appropriate resources. The second intervention provided feedback about symptoms. The feedback intervention thus focused on the first stage of the Rickwood model to increase awareness of a potential problem. Participants were explicitly provided with information about their levels of symptoms relative to other individuals of a similar age. This intervention also provided information about help-seeking sources. The third intervention was a help-seeking list intervention. This intervention consisted of a list of help-seeking resources to determine whether providing this information alone was sufficient to encourage the participants to seek help. The control condition, where participants received no intervention, was introduced to control for the effect of participating in a research trial and the elapse of time [17].

We hypothesized that, compared with the control group, participants in all three intervention conditions would demonstrate at postintervention and 3-month follow-up improved professional help-seeking attitudes and intentions, and help-seeking from professional sources. Given differences in content and level of intensity of the interventions, we predicted the effects would be strongest in the mental health literacy/destigmatization condition, followed by the feedback condition, and then the help-seeking list condition. Because the help-seeking list was used in all three active interventions, it was possible to compare the relative efficacy of the mental health literacy and feedback components of the first two interventions over and above the effects of the list alone. In addition to differences in help-seeking, we hypothesized that those in the mental health literacy/destigmatization condition would demonstrate increased mental health literacy and decreased stigma compared with those in the control condition.

The three active interventions were delivered through the Internet. Internet-delivered interventions are available 24 hours a day, 7 days a week, can be accessed anonymously, are cost effective [19,20], and can be widely distributed [21,22]. Despite these benefits, only two trials have evaluated the utility of an Internet-based format for encouraging help-seeking. This is the
first RCT to examine the feasibility and efficacy of Internet-based help-seeking interventions in elite athletes.

Methods

The Elite Athlete Mental Health Strategy (TEAMS) project was undertaken in two stages. Stage 1 involved an online survey of elite athletes. This survey incorporated self-report measures of a range of mental health symptoms, and demographic and other participant attributes. Following this, we invited the athletes to participate in stage 2 of the RCT. Inclusion criteria for both stages of the study were being aged 18 years or older and being an elite athlete as defined by their level of competition (Olympic or Paralympic, professional, or state-, national-, or international-level athletes). An implicit inclusion criterion was that the participants should be Internet and computer literate. Ethics approval for the study was granted by both the Australian Institute of Sport (AIS) ethics committee and The Australian National University Human Research Ethics Committee (ANU HREC 2009/373).

Participants and Recruitment

Participants were elite athletes from the AIS and from other national sporting organizations in Australia. They were recruited primarily via emails distributed by the Director of the AIS and through direct recruitment with elite sporting clubs. An initial email invitation containing an embedded link to the information and consent page of the project website was sent by the Director of the AIS in November 2009 to directors and chief executive officers of elite sports organizations around Australia, as well as to all AIS head coaches and administrators, and psychologists from the Australian Psychological Society College of Sport Psychologists. The distribution list was compiled by the AIS. However, this recruitment strategy was of limited effectiveness. Accordingly, we sent a follow-up email to directors and coaches requesting that they distribute the aforementioned emails directly to athletes. However, the number of participants remained low. Therefore, we implemented a third recruitment strategy. This involved sending an initial and a follow-up advertisement-style email from the AIS Director with AIS branding, in both HTML and plain text, directly to all AIS athletes aged 18 years or older (n = 407) during March 2010 (recruitment wave 1). In addition, one organization arranged to send a text message to their athletes’ mobile phones (January 2010) to indicate that they had been sent an email. The final recruitment strategy was to organize a large number of athletes to participate in a group setting at a sports club site using computer facilities. This resulted in a substantial increase in participants (n = 530; see Figure 1) into stage 1 of the project from November 2010 to February 2011 (recruitment wave 2), but a limited number of athletes agreeing to participate in the stage 2 trial.

We offered a random prize draw incentive of an iPhone 3GS (wave 1) and an iPhone 4 (wave 2) to participants who completed the postintervention survey. Incentives have previously been demonstrated to increase participants’ retention rates, training acceptance, and self-assessed effectiveness of Internet-based interventions [23].

Figure 1 presents the flow of participants through the trial. At the conclusion of the stage 1 survey, participants were provided with information about the RCT, and those who agreed to participate provided their email address and were automatically randomly assigned to an intervention arm. Overall, 120 athletes were randomly assigned to the following conditions: control, help-seeking list, feedback, and mental health literacy/destigmatization. A total of 59 participants (16 men, 43 women) completed at least a preintervention or a postintervention survey and were included in the present study results. Participants’ age ranged from 18 to 48 years, and the mean age was 25.5 years (median 24.5).
**Figure 1.** Flow of participants through the trial. AIS = Australian Institute of Sport; CEO = chief executive officer; RCT = randomized controlled trial.

**Treatment Allocation**

In an email message, participants were provided with a link to an anonymous online survey comprising demographic and other mental health measures (stage 1). This survey was located on the AIS-branded Web portal created for the project. One sporting organization arranged for their athletes to complete this initial survey at a set location using laptops (n = 530; see Figure 1). Immediately after completing the stage 1 survey, participants who indicated that they were interested in participating in stage...
2 of the project (RCT) were redirected to a webpage on the project website where they could register their email address to be involved in the trial. Participants were then randomly assigned to the different conditions using predefined automated computerized block randomization with a block size of 16. The automated computerized system was set up by researchers not involved in the day-to-day management of the study.

Data Collection
The intervention and measurement points were spaced 1 week apart and comprised the stage 1 survey (demographics, week 1), preintervention survey (week 2), intervention week 1 (week 3), intervention week 2 (week 4), and postintervention survey (week 5). An automated email was sent to the participants each week with an embedded link to the self-assessed surveys or intervention content. A single reminder email was sent if, after 4 days, participants had not yet accessed their assigned survey or intervention webpage by clicking on the embedded link. Two further follow-up survey emails were sent automatically at 3 and 6 months after the preintervention survey. Each survey took approximately 15–20 minutes to complete. Finally, a debriefing email providing information about the purpose of the study was sent 1 month after the 6-month follow-up email.

Online Surveys
The information and consent webpage apprised participants of what each stage of the study would involve (including survey time), as well as all requirements listed by the ethics review boards, including when and where data would be securely stored, the investigators and their contact details, and the general purpose of the study. We tested the online surveys by the researchers before deployment and provided them on an open access website; however, we emailed links to this website only to sports managers and elite athletes. Tokens enabled the unique identification of each participant, and each token was embedded into the link to their unique survey. Each page of the survey comprised items from a single measure. Each of the measurement points comprised 10 pages (excluding the stage 1 survey, which comprised 23 pages). All items were mandatory, although participants could review and change their answers before submitting them. In addition, the help-seeking behavior items of the General Help-Seeking Questionnaire (GHSQ) used adaptive questioning, whereby the qualitative items would appear only if the help-seeking sources were selected. Data were automatically captured by the online survey platform, and we used data from all surveys regardless of completeness; thus, participant numbers may differ for each of the outcome variables.

Interventions
Although participants could not be blinded to their assigned condition, they were informed on the information and consent page that they would be asked to undertake “some online activities” regarding the “usefulness of different types of health information.” This general description reduced the likelihood that participants would be aware of the anticipated effectiveness of their assigned condition.

Intervention content was spaced approximately evenly over 2 weeks and consisted of a series of linear webpages that varied in length depending on the condition type. At the end of each intervention week, the participants were provided with a list of sources of help and resources for mental health problems, which were identical across all intervention conditions at both week 1 and week 2. Sources included face-to-face, telephone, and emergency sources (week 1), and an additional hyperlinked list of online sources for cognitive behavioral therapy and bibliotherapy (week 2). All intervention conditions included an introduction to the week’s activities and a final page congratulating the participant for completing the activities. We made no changes to the intervention content during the trial. The specific content of each of the intervention conditions is described below.

**Mental Health Literacy/Destigmatization**
This condition comprised written material created by one of the researchers (KG) delivered on 34 brief linear webpages. It was designed to increase mental health literacy and decrease stigma, specifically targeting depression and anxiety. The first week contained 19 pages of information about the prevalence and risk of mental disorders; disability and symptoms of depression; a matrix of evidence-based treatments demonstrating the most effective treatments for depression; detailed information about the two most effective depression treatments—antidepressants and cognitive behavioral therapy; a consideration of four myths about depression aimed specifically at reducing stigma; and help-seeking sources (as listed above). The second week was provided in a similar format, this time focusing on generalized anxiety disorder, with 15 pages of brief information about social anxiety, panic, posttraumatic stress, and obsessive compulsive disorders, as well as specific phobia.

**Feedback**
The second condition comprised two interactive quizzes providing tailored feedback to the participant about his or her level of depression (week 1) and anxiety (week 2) using the Goldberg Depression and Anxiety scales [22]. Participants received one of four possible feedback pages corresponding to their symptom score. We derived norms for this feedback from the MoodGYM clinician’s manual [24], which was based on data from a sample of 2404 Australian community-dwelling young adults aged 20–24 years (see [25] for details of sample). It has been suggested that providing feedback is the most efficacious of different types of tailoring mechanisms in implementing behavioral change in smoking cessation [26], and it also appears promising in influencing other health behaviors [27-29]. Thus, we designed this condition to provide an objective measure of depression and anxiety symptoms to allow the participants to assess their need to seek help. The content of this condition was based on the FRAMES framework for effective brief interventions for behavioral change [30]. FRAMES is an acronym for the inclusion of feedback (a form of assessment), responsibility (advising that the behavior is the individual’s responsibility and choice), advice (providing verbal or written advice to change), menu (providing an array of alternative strategies for change), empathy (adopting a warm, reflective, and understanding approach), and self-efficacy (emphasizing the individual’s self-efficacy for change). The
condition comprised six pages each week for week 1 (depression) and week 2 (anxiety).

**Help-Seeking List**
This condition comprised three pages each week, including an introduction, help-seeking source page (see above for details), and a congratulatory page.

**Control**
Participants in the control condition received emails to the online measurement surveys only.

**Measures**
We collected a large number of demographic and other characteristics and symptoms of mental disorders in the stage 1 survey. However, we present only key, relevant demographic data in the current paper. These included gender, age, highest level of education, level of competition, sports type, psychological distress as measured by the 10-item Kessler Psychological Distress Scale (K10) [31], and prior help-seeking as measured by the prior counseling measure of the GHSQ [32].

**Primary Outcome Measures**
The primary outcome measures were help-seeking attitudes, intentions, and behaviors. Attitudes were measured by the Attitudes Toward Seeking Professional Psychological Help-Short Form (ATSPPH-SF) [33]. The ATSPPH-SF is a 10-item scale measuring attitudes toward seeking professional help from a professional. Items on the scale include “I would want to get psychological help if I were worried or upset for a long period of time.” Participants indicated their agreement with each statement on a 4-point Likert-type scale ranging from 0 (strongly disagree), 1 (partly disagree), 2 (partly agree), to 3 (strongly agree). This response set was different from the original (strongly disagree and strongly agree should be disagree and agree, respectively) due to a transcription error. Responses were coded from 0 to 3 and summed to calculate a total score, after reverse scoring negatively worded items. Total scores ranged from 0 to 30, with higher scores indicating more positive attitudes to professional psychological help-seeking. Research has previously reported good internal consistency for the ATSPPH-SF in studies of university students (alpha range of .72–.85) [33-36] and medical patients (alpha = .78) [34], as well as adequate validity [33,34] and acceptable test–retest reliability (r = .80) [33]. In the present study the internal reliability using Cronbach alpha was .69 (n = 40) at preintervention. Test–retest reliability was moderate between preintervention and 4 weeks postintervention for the control condition (r = .64; n = 10, P = .045).

We measured help-seeking intentions by the intentions scale of the GHSQ [37]. The scale used in the present study consisted of 11 items measuring the respondent’s intentions to seek help for a “personal or emotional” problem. The respondent was first asked “If you were having a personal or emotional problem, how likely is it that you would seek help from each of the following sources?” The scale comprised potential sources of formal and informal help (eg, “friend (not related to you)” or “Doctor/GP”) and included an option that they would not seek help from anyone. Each source of help was rated on a 7-point Likert-type scale ranging from 1 (extremely unlikely) to 7 (extremely likely). Item scores ranged from 1 to 7, with higher scores indicating higher intentions to seek help from that particular source. The GHSQ contains two subscales [38]. The first comprises the mean of formal sources (“Doctor/GP” and “Mental Health Professional (eg, school counselor, psychologist, psychiatrist)”; and the second comprises the mean of informal sources (“Intimate partner (eg, significant boyfriend or girlfriend, husband, wife)”, “Friend (not related to you)”, “Mother”, “Father”, and “Other relative/family member”).

Finally, we measured help-seeking behavior by the proportion of participants who reported seeking help from a formal source in the past 3 weeks (since the beginning of the intervention), using the Actual Help-Seeking Questionnaire (AHSQ) [32,40]. This questionnaire consists of 11 items measuring the respondents’ reported help-seeking behavior in the past 2 weeks for a “personal or emotional” problem. Participants were provided a list of help-seeking sources (matched to the list for the intentions scale of the GHSQ reported above [33]) and asked to indicate which, if any, they had “gone to for advice or help in the past 3 weeks.” Participants were also asked to briefly indicate the type of problem they “went to them about.” Participants were also able to indicate that they had not spoken with anyone about their problems or that they had not experienced any problems. As per above, the AHSQ contains two subscales, one based on the formal help-seeking items and the other on the informal items.

**Secondary Outcome Measures**
The secondary outcomes were mental health literacy and stigma.

We assessed mental health literacy specific to depression and anxiety on the Depression Literacy questionnaire (D-Lit) [41] and a new measure, the Anxiety Literacy questionnaire (A-Lit, developed by KG). These measures each consisted of 22 items, with items consisting of a statement assessing the respondents’ knowledge about depression and anxiety, respectively. For each statement, respondents selected what they believed to be the correct response from three possible choices (true, false, or I don’t know). There is a mix of true and false items in each scale. For example, “Loss of confidence and poor self-esteem may be a symptom of depression” (D-Lit; true), and “People with anxiety disorder often hear voices that are not there” (A-Lit; false). Respondents scored 1 point for each correct answer, and total scores ranged from 0 to 22 with higher scores indicating higher literacy for depression (D-Lit) or anxiety (A-Lit).
Psychometric properties are available for the D-Lit. A previous study reported very good internal consistency for the Greek and Italian versions of the D-Lit (alpha = .88 and alpha = .92, respectively) \cite{42}, as well as adequate validity and very good test–retest reliability (r = .91) \cite{42}. Internal consistency for the D-Lit in the present study was adequate with a Cronbach alpha coefficient of .70 (n = 40). Test–retest reliability for preintervention and 4 weeks postintervention for the control condition was also adequate (r = .71; n = 12, P = .02). For the A-Lit, internal consistency was acceptable with a Cronbach alpha coefficient of .76 (n = 40), and test–retest reliability for the control condition was very good (r = .83; n = 12, P = .003).

Similarly, we used two scales to measure personal stigma toward depression or anxiety: the Personal Stigma items of both the Depression Stigma Scale (DSS) \cite{43} and the Generalised Anxiety Stigma Scale (GASS) \cite{43}. The DSS comprises 9 items and the GASS comprises 10 items measuring the respondents’ own stigmatizing attitudes toward depression and anxiety, respectively. Items consist of statements such as “Depression is not a real medical illness” (DSS) and “An anxiety disorder is a sign of personal weakness” (GASS). Respondents indicate their agreement with each statement on a 5-point Likert-type scale ranging from 0 (strongly disagree) to 4 (strongly agree). Responses are summed to calculate a total score, which ranges from 0 to 36 for the DSS, and from 0 to 40 for the GASS. Higher scores on each scale indicate more stigmatizing attitudes toward depression (DSS) or anxiety (GASS). Previous research has reported good internal consistency for the DSS in community studies of adults (alpha range of .76–.82) \cite{41,44}, as well as acceptable validity and test–retest reliability (r = .66) \cite{41}. In the present study the internal reliability for the DSS was good at preintervention with a Cronbach alpha coefficient of .77 (n = 40). Test–retest reliability for the DSS was high between preintervention and 4 weeks postintervention for the control condition (r = .86; n = 12, P = .001). The GASS scale has also been shown to have good internal consistency in a community study of adults (alpha = .86) \cite{43}, as well as acceptable validity and moderate test–retest reliability (r = .58) \cite{43}. In the present study the internal consistency for the GASS was high at preintervention with a Cronbach alpha coefficient of .90 (n = 39). In addition, this sample demonstrated high test–retest reliability for the GASS between preintervention and 4 weeks postintervention for the control condition (r = .91; n = 12, P < .001).

**Statistical Methods**

We assessed the study outcomes within an intention-to-treat framework involving the analysis of data across the first three measurement occasions. The effect of the interventions was examined using mixed-models repeated-measures analysis of variance for longitudinal continuous data using SPSS 19.0 for Windows (IBM Corporation, Somers, NY, USA). We used mixed-model logistic regression to analyze longitudinal binary data, using the xtlogit procedure of Stata version 10 for Windows (StataCorp LP, College Station, TX, USA). The within-groups factor was measurement occasion, and the between-groups factor was condition type. Mixed models were used to include all available data, including that from participants who dropped out or did not provide data at pre- or postintervention, under the assumption that data were missing at random \cite{45,46}. The analyses focused on the interactions between the main effects of condition type and measurement occasion. We used planned contrasts to assess change over time between each intervention condition and all other conditions including control. Postintervention contrasts assessed change over time from preintervention to postintervention, and 3-month follow-up contrasts assessed change from preintervention to 3-month follow-up. To evaluate the magnitude of the effects given the small sample size, we estimated between-group effect sizes between each intervention and the control condition with observed means at postintervention and 3-month follow-up using Hedges’ g \cite{47} to account for the small sample size. For consistency in interpretation, in scales where a decreasing score indicated an advantage for the intervention group, we reversed the formula so that all effect sizes were positive.

**Power Calculations**

The target sample size was 500 participants (125 per condition), which we chose to detect an effect size of 0.25 in help-seeking attitudes between a comparison group and one of the active conditions with 80% power at alpha = .05, assuming a correlation between pre- and postintervention of .5. This sample size was appropriate given the low to moderate effect sizes for help-seeking measures previously detected in RCTs of help-seeking (Cohen d range of –0.08 to 0.56) \cite{12-17}. The achieved sample size (n = 59) would have required an effect size of approximately 0.75 standard deviations for 80% power at alpha = .05, and with a correlation between pre- and postintervention of .5. The present study sample was therefore underpowered and the results should be considered as preliminary pilot data.

**Results**

Table 1 presents sample characteristics. The age of participants ranged from 18 to 48 years. Participants were from the sports of cricket (n = 14, 24%), soccer (n = 9, 15%), rowing (n = 5, 8%), sailing (n = 4, 7%), field hockey (n = 4, 7%), and multiple (14) other sports (n = 23, 39%). The majority of participants were Olympic athletes (n = 10, 17%) or international-level athletes (n = 28, 48%) while the remainder (n = 21, 36%) were competing at national state, professional, age group international, Paralympic, or age group national state levels.
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Table 1. Characteristics of participants included in the study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention arm</th>
<th>Feedback (n = 15)</th>
<th>Help-seeking list (n = 16)</th>
<th>Control (n = 16)</th>
<th>Total (n = 59)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td>25.80 (4.11)</td>
<td>25.44 (7.10)</td>
<td>25.50 (5.68)</td>
<td>25.42 (5.64)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>2 (17%)</td>
<td>5 (31%)</td>
<td>4 (25%)</td>
<td>16 (27%)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (83%)</td>
<td>10 (67%)</td>
<td>11 (69%)</td>
<td>12 (75%)</td>
<td>43 (73%)</td>
</tr>
<tr>
<td><strong>Highest level of postsecondary/tertiary education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade/apprenticeship</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Other certificate</td>
<td>0 (0%)</td>
<td>3 (20%)</td>
<td>5 (31%)</td>
<td>2 (13%)</td>
<td>10 (17%)</td>
</tr>
<tr>
<td>Associate or undergraduate diploma</td>
<td>0 (0%)</td>
<td>2 (13%)</td>
<td>1 (6%)</td>
<td>0 (0%)</td>
<td>3 (5%)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>5 (42%)</td>
<td>5 (33%)</td>
<td>5 (31%)</td>
<td>6 (38%)</td>
<td>20 (36%)</td>
</tr>
<tr>
<td>Higher degree</td>
<td>1 (8%)</td>
<td>1 (7%)</td>
<td>0 (0%)</td>
<td>3 (19%)</td>
<td>5 (9%)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>None</td>
<td>6 (50%)</td>
<td>4 (27%)</td>
<td>5 (31%)</td>
<td>5 (31%)</td>
<td>20 (34%)</td>
</tr>
<tr>
<td>K10a score, mean (SD)</td>
<td>16.17 (6.55)</td>
<td>16.47 (5.82)</td>
<td>14.00 (1.79)</td>
<td>15.19 (4.76)</td>
<td>15.39 (5.64)</td>
</tr>
<tr>
<td>Previously sought help, n (%)</td>
<td>8 (67%)</td>
<td>10 (67%)</td>
<td>9 (56%)</td>
<td>7 (44%)</td>
<td>34 (58%)</td>
</tr>
<tr>
<td>Rated helpfulness of the visits, mean (SD)</td>
<td>3.75 (0.89)</td>
<td>3.44 (1.51)b</td>
<td>3.11 (1.45)</td>
<td>4.17 (0.98)b</td>
<td>3.56 (1.27)</td>
</tr>
</tbody>
</table>

a 10-item Kessler Psychological Distress Scale.

b Missing data on this item for one respondent from the feedback condition and one from the control condition.

Table 2 presents the preintervention comparisons between conditions. There were no significant differences between the intervention conditions for any of these variables. In addition, at preintervention there were no significant differences between trial conditions in the proportion of participants who were of Olympic and international (including Paralympic and age group international) level ($\chi^2_{3} = 0.3$, $P = .98$).
Table 2. Preintervention comparisons between conditions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Test of significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td>$F_{3,55} = 0.06, P = .98$</td>
</tr>
<tr>
<td>Gender (male/female)</td>
<td>$\chi^2_{3} = 1.1, P = .79$</td>
</tr>
<tr>
<td>Highest level of postsecondary/tertiary education (those with a higher-level education/those without)</td>
<td>$\chi^2_{3} = 1.8, P = .65$</td>
</tr>
<tr>
<td>General psychological distress (K10$^a$)</td>
<td>$F_{3,55} = 0.77, P = .51$</td>
</tr>
<tr>
<td>Prior counseling experience (yes/no)</td>
<td>$\chi^2_{3} = 2.2, P = .55$</td>
</tr>
<tr>
<td>Rated helpfulness of the visits</td>
<td>$F_{3,28} = 0.91, P = .45$</td>
</tr>
<tr>
<td>Help-seeking attitudes (ATSPPH-SF$^b$)</td>
<td>$F_{3,36} = 0.59, P = .63$</td>
</tr>
<tr>
<td>Help-seeking intentions (GHSQ$^c$)</td>
<td></td>
</tr>
<tr>
<td>Informal sources</td>
<td>$F_{3,33} = 1.24, P = .31$</td>
</tr>
<tr>
<td>Formal sources</td>
<td>$F_{3,33} = 0.70, P = .56$</td>
</tr>
<tr>
<td>Help-seeking behavior (AHSQ$^d$)</td>
<td></td>
</tr>
<tr>
<td>Informal sources</td>
<td>$\chi^2_{3 (n = 40)} = 3.7, P = .33$</td>
</tr>
<tr>
<td>Formal sources</td>
<td>$\chi^2_{3 (n = 40)} = 1.0, P = .85$</td>
</tr>
<tr>
<td>Depression literacy (D-Lit$^e$)</td>
<td>$F_{3,36} = 0.75, P = .53$</td>
</tr>
<tr>
<td>Anxiety literacy (A-Lit$^f$)</td>
<td>$F_{3,36} = 0.48, P = .69$</td>
</tr>
<tr>
<td>Depression stigma (DSS$^g$)</td>
<td>$F_{3,36} = 0.80, P = .50$</td>
</tr>
<tr>
<td>Anxiety stigma (GASS$^h$)</td>
<td>$F_{3,35} = 1.34, P = .28$</td>
</tr>
</tbody>
</table>

$^a$ 10-item Kessler Psychological Distress Scale.
$^b$ Attitudes Toward Seeking Professional Psychological Help-Short Form.
$^c$ General Help-Seeking Questionnaire.
$^d$ Actual Help-Seeking Questionnaire.
$^e$ Depression Literacy questionnaire.
$^f$ Anxiety Literacy questionnaire.
$^g$ Depression Stigma Scale.
$^h$ Generalised Anxiety Stigma Scale.

There was no significant difference between conditions in those missing at both pre- and postintervention from among those who agreed to participate in the trial (N = 120, $\chi^2_{3} = 1.8, P = .63$). Nor was there a significant difference between conditions in those missing at postintervention (n = 40, $\chi^2_{3} = 0.9, P = .92$) or at 3-month follow-up (n = 40, $\chi^2_{3} = 4.6, P = .22$) from among those present at preintervention.

We conducted logistic regression analyses to assess whether there were any significant predictors of agreeing to participate in the trial (n = 120) from those completing the stage 1 survey (N = 770); the completion of any survey (n = 59) from those agreeing to participate (N = 120); and the completion of the postintervention survey (N = 50) from those who completed the preintervention survey (N = 40). Agreeing to participate in the trial was significantly related to gender, with men more likely than women to agree (odds ratio [OR] 0.14, 95% confidence interval [CI] 0.08–0.22, $P < .001$); age, with older participants more likely than younger participants to agree (OR 1.08, 95% CI 1.03–1.13, $P = .001$); prior counseling experience, with those who had not received previous counseling more likely to agree (OR 1.74, 95% CI 1.09–2.76, $P = .02$); and general psychological distress, with those with higher K10 scores more likely to agree (OR 1.05, 95% CI 1.01–1.09, $P = .02$). Agreement to participate in the trial was not related to highest level of education. Missingness for both surveys (not submitting either the pre- or postintervention survey after agreeing to participate) was significantly related to gender only, with men more likely than women to be missing (OR 12.90, 95% CI 4.79–34.74, $P < .001$). Missingness for both surveys was not related to condition, age, highest level of education, prior counseling experience, or general psychological distress. Missingness at postintervention (not submitting a postintervention survey) or at 3-month follow-up (not submitting a 3-month follow-up survey) from those present at preintervention was not related to condition, age, gender, posttertiary education, prior counseling experience, or general psychological distress.
Intervention Adherence
We used unique identifiers (tokens) to track each participant’s use of the intervention materials. Of the 43 study participants from the intervention conditions, 41 (95%) visited at least 1 week’s online program, 35 (81%) visited both weeks’ online programs, and 2 (5%) visited neither. The intervention condition had no effect on the number of online programs visited ($F_{2,39} = 0.13, P = .88$).

Primary Intervention Effects
Table 3 presents the observed means, standard deviations, and proportions for the primary outcome variables.

Table 3. Observed means, standard deviations, and proportions for the primary outcome measures at each measurement occasion for the trial conditions.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Measurement occasion</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Preintervention</td>
<td>Postintervention</td>
<td>3-month follow-up</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>Data</td>
<td>n</td>
<td>Data</td>
<td>n</td>
</tr>
<tr>
<td>Help-seeking attitudes (ATSPPH-SF(^a), mean (SD))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td>10</td>
<td>20.30 (3.34)</td>
<td>10</td>
<td>22.40 (3.34)(^b)</td>
<td>8</td>
</tr>
<tr>
<td>Feedback</td>
<td>8</td>
<td>20.67 (3.00)</td>
<td>12</td>
<td>20.67 (4.19)</td>
<td>8</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td>8</td>
<td>20.22 (2.73)</td>
<td>12</td>
<td>20.92 (3.23)</td>
<td>9</td>
</tr>
<tr>
<td>Control</td>
<td>11</td>
<td>21.92 (4.10)</td>
<td>14</td>
<td>21.14 (5.26)</td>
<td>15</td>
</tr>
<tr>
<td>Help-seeking intentions (GHSQ(^c)) – formal sources, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td>10</td>
<td>4.05 (1.52)</td>
<td>10</td>
<td>4.10 (1.29)</td>
<td>8</td>
</tr>
<tr>
<td>Feedback</td>
<td>8</td>
<td>3.63 (1.85)</td>
<td>12</td>
<td>3.92 (1.22)</td>
<td>8</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td>8</td>
<td>4.63 (1.22)</td>
<td>12</td>
<td>4.04 (0.92)</td>
<td>9</td>
</tr>
<tr>
<td>Control</td>
<td>11</td>
<td>4.50 (1.69)</td>
<td>14</td>
<td>3.79 (1.81)</td>
<td>15</td>
</tr>
<tr>
<td>Help-seeking intentions (GHSQ) – informal sources, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td>10</td>
<td>5.00 (0.92)</td>
<td>10</td>
<td>5.12 (0.81)</td>
<td>8</td>
</tr>
<tr>
<td>Feedback</td>
<td>8</td>
<td>4.58 (2.05)</td>
<td>12</td>
<td>4.27 (1.49)</td>
<td>8</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td>8</td>
<td>5.55 (1.18)</td>
<td>12</td>
<td>5.05 (1.29)</td>
<td>9</td>
</tr>
<tr>
<td>Control</td>
<td>11</td>
<td>5.58 (0.86)</td>
<td>14</td>
<td>5.17 (1.21)</td>
<td>15</td>
</tr>
<tr>
<td>Help-seeking behavior (GHSQ) – sought formal help, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td>10</td>
<td>2 (20%)</td>
<td>10</td>
<td>5 (50%)</td>
<td>8</td>
</tr>
<tr>
<td>Feedback</td>
<td>9</td>
<td>1 (11%)</td>
<td>12</td>
<td>1 (8%)</td>
<td>8</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td>9</td>
<td>1 (11%)</td>
<td>12</td>
<td>2 (17%)</td>
<td>9</td>
</tr>
<tr>
<td>Control</td>
<td>12</td>
<td>3 (25%)</td>
<td>14</td>
<td>1 (7%)</td>
<td>15</td>
</tr>
<tr>
<td>Help-seeking behavior (GHSQ) – sought informal help, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td>10</td>
<td>6 (60%)</td>
<td>10</td>
<td>7 (70%)</td>
<td>8</td>
</tr>
<tr>
<td>Feedback</td>
<td>9</td>
<td>8 (89%)</td>
<td>12</td>
<td>7 (58%)</td>
<td>8</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td>9</td>
<td>5 (56%)</td>
<td>12</td>
<td>8 (67%)</td>
<td>9</td>
</tr>
<tr>
<td>Control</td>
<td>12</td>
<td>6 (50%)</td>
<td>14</td>
<td>9 (64%)</td>
<td>15</td>
</tr>
</tbody>
</table>

\(^a\) Attitudes Toward Seeking Professional Psychological Help-Short Form.
\(^b\) Significant pattern of change from pre- to postintervention vs feedback, $P = .04$.
\(^c\) General Help-Seeking Questionnaire.

Help-Seeking Attitudes
The overall interaction between condition and measurement occasion for help-seeking attitudes was not significant ($F_{6,68.92} = 1.64, P = .15$). None of the conditions, including the control, had significant changes from pre- to postintervention or from preintervention to 3-month follow-up. However, there was an improvement from pre- to postintervention in attitudes in the...
mental health literacy/destigmatization condition \( (P = .04) \) that was significant compared with the feedback condition only, for which the estimated marginal means for attitudes decreased at postintervention. Hedges’ \( g \) between-group effect sizes at postintervention for the intervention conditions compared with the control condition were 0.28 (95% CI –0.54 to 1.09) for the mental health literacy/destigmatization condition, –0.12 (95% CI –0.91 to 0.67) for the feedback condition, and –0.05 (95% CI –0.82 to 0.72) for the help-seeking list condition. At 3-month follow-up, effect sizes compared with the control for help-seeking attitudes were as follows: mental health literacy/destigmatization condition \( (g = –0.13, 95\% \text{ CI} –0.99 \text{ to} 0.73) \), feedback condition \( (g = 0.29, 95\% \text{ CI} –0.58 \text{ to} 1.15) \), and help-seeking list condition \( (g = 0.26, 95\% \text{ CI} –0.57 \text{ to} 1.09) \).

**Help-Seeking Intentions**

The overall interaction between condition and measurement occasion was not significant for either formal \( (F_{3,35.45} = 0.55, P = .65) \) or informal help-seeking intentions \( (F_{3,26.29} = 2.21, P = .11) \). Between-group effect sizes at postintervention for formal and informal intentions between the control condition and the interventions conditions were as follows: mental health literacy/destigmatization condition \( (g = 0.19, 95\% \text{ CI} –0.62 \text{ to} 1.01) \); informal, \( g = –0.05, 95\% \text{ CI} –0.86 \text{ to} 0.76) \); feedback condition \( (g = 0.08, 95\% \text{ CI} –0.69 \text{ to} 0.85) \); informal, \( g = –0.67, 95\% \text{ CI} –1.47 \text{ to} 0.12) \); and help-seeking list condition \( (g = 0.17, 95\% \text{ CI} –0.60 \text{ to} 0.94) \); informal, \( g = –0.10, 95\% \text{ CI} –0.87 \text{ to} 0.67) \). At 3-month follow-up, effect sizes compared with the control for help-seeking intentions were as follows: mental health literacy/destigmatization condition \( (g = 0.05, 95\% \text{ CI} –0.81 \text{ to} 0.91) \); informal, \( g = –0.35, 95\% \text{ CI} –1.22 \text{ to} 0.51) \); feedback condition \( (g = 0.16, 95\% \text{ CI} –0.70 \text{ to} 1.02) \); informal, \( g = –0.69, 95\% \text{ CI} –1.58 \text{ to} 0.19) \); and help-seeking list condition \( (g = 0.14, 95\% \text{ CI} –0.69 \text{ to} 0.97) \); informal, \( g = 0.21, 95\% \text{ CI} –0.62 \text{ to} 1.04) \).

**Help-Seeking Behavior**

The interaction between condition and measurement occasion for help-seeking from formal sources was not significant for any condition compared with the control at postintervention \( (\text{mental health literacy/destigmatization, OR 57.38, 95\% CI 0.85–3868.09, } P = .06; \text{feedback, OR 5.15, 95\% CI} 0.04–637.04, \text{ } P = .51; \text{help-seeking list, OR 13.89, 95\% CI} 0.15–1263.93, \text{ } P = .25) \) or at 3-month follow-up \( (\text{mental health literacy/destigmatization, OR 3.48, 95\% CI 0.10–122.32, } P = .49; \text{feedback, OR 9.45, 95\% CI} 0.18–507.02, \text{ } P = .27; \text{help-seeking list, OR 15.28, 95\% CI} 0.30–766.56, \text{ } P = .17) \). Similarly, the overall interaction between condition and measurement occasion for help-seeking from informal sources was not significant for any condition compared with the control at postintervention \( (\text{mental health literacy/destigmatization, OR 0.74, 95\% CI} 0.03–19.12, \text{ } P = .86; \text{feedback, OR 0.03, 95\% CI} 0.00–1.95, \text{ } P = .1; \text{help-seeking list, OR 1.07, 95\% CI} 0.03–35.22, \text{ } P = .97) \) or at 3-month follow-up \( (\text{mental health literacy/destigmatization, OR 0.21, 95\% CI} 0.01–7.79, \text{ } P = .4; \text{feedback, OR 0.01 95\% CI} 0.00–1.21, \text{ } P = .06; \text{help-seeking list, OR 0.63, 95\% CI} 0.01–28.28, \text{ } P = .81) \).

**Secondary Intervention Effects**

Table 4 presents the observed means and standard deviations for the secondary outcome variables, and the significance levels of the planned contrasts comparing change over time between each intervention condition and all other conditions.
Table 4. Observed means and standard deviations for the secondary outcome measures at pre- and postintervention for the trial conditions.  

<table>
<thead>
<tr>
<th>Measure</th>
<th>Measurement occasion</th>
<th>Preintervention</th>
<th>Postintervention</th>
<th>3-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
</tr>
<tr>
<td>Depression literacy (D-Lit)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td></td>
<td>10</td>
<td>12.60 (3.63)</td>
<td>10</td>
</tr>
<tr>
<td>Feedback</td>
<td></td>
<td>9</td>
<td>12.67 (3.50)</td>
<td>11</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td></td>
<td>9</td>
<td>10.67 (2.29)</td>
<td>12</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>12</td>
<td>12.17 (3.33)</td>
<td>14</td>
</tr>
<tr>
<td>Anxiety literacy (A-Lit)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td></td>
<td>10</td>
<td>9.00 (3.53)</td>
<td>10</td>
</tr>
<tr>
<td>Feedback</td>
<td></td>
<td>9</td>
<td>9.33 (4.15)</td>
<td>11</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td></td>
<td>9</td>
<td>7.44 (3.84)</td>
<td>12</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>12</td>
<td>8.08 (3.50)</td>
<td>14</td>
</tr>
<tr>
<td>Depression stigma (DSS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td></td>
<td>10</td>
<td>11.50 (2.76)</td>
<td>10</td>
</tr>
<tr>
<td>Feedback</td>
<td></td>
<td>9</td>
<td>8.44 (6.46)</td>
<td>11</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td></td>
<td>9</td>
<td>11.11 (5.65)</td>
<td>12</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>12</td>
<td>9.50 (4.32)</td>
<td>14</td>
</tr>
<tr>
<td>Anxiety stigma (GASS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health literacy/destigmatization</td>
<td></td>
<td>10</td>
<td>8.50 (3.27)</td>
<td>10</td>
</tr>
<tr>
<td>Feedback</td>
<td></td>
<td>8</td>
<td>4.38 (4.10)</td>
<td>11</td>
</tr>
<tr>
<td>Help-seeking list</td>
<td></td>
<td>9</td>
<td>8.67 (6.21)</td>
<td>12</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td>12</td>
<td>6.42 (6.07)</td>
<td>14</td>
</tr>
</tbody>
</table>

a Significance tests refer to pattern of change.
b Depression Literacy questionnaire.
c Pre- to postintervention vs control, $P = .003$; vs help-seeking, $P = .004$.
d Preintervention to 3-month follow-up vs control, $P = .005$; vs help-seeking, $P = .04$.
e Anxiety Literacy questionnaire.
f Pre- to postintervention vs control, $P = .002$; vs help-seeking, $P = .003$; vs feedback, $P = .001$.
g Preintervention to 3-month follow-up vs control, $P = .001$; vs help-seeking, $P = .004$; vs feedback, $P < .001$.
h Depression Stigma Scale.
i Pre- to postintervention vs control, $P = .01$; vs help-seeking, $P = .004$; vs feedback, $P = .003$.
j Preintervention to 3-month follow-up vs help-seeking, $P = .002$.
k Preintervention to 3-month follow-up vs control, $P = .04$.
l Generalised Anxiety Stigma Scale.
m Pre- to postintervention vs feedback, $P = .004$.
n Preintervention to 3-month follow-up vs control, $P = .02$; vs help-seeking, $P = .03$; vs feedback, $P = .009$.

**Depression Literacy**

The overall interaction between condition and measurement occasion for depression literacy was significant ($F_{6,69.41} = 2.47, P = .03$). Planned contrasts demonstrated in the mental health literacy/destigmatization condition a greater increase in depression literacy from pre- to postintervention than in the control and help-seeking list conditions (see Table 4), and approached significance for the feedback condition ($P = .05$). These effects were maintained at 3-month follow-up. There were no other significant effects. Between-group effect sizes at postintervention compared with control were as follows: mental...
health literacy/destigmatization condition ($g = 0.90, 95% CI 0.05–1.75$), feedback condition ($g = 0.13, 95% CI –0.66 to 0.92$), and help-seeking list condition ($g = –0.34, 95% CI –1.11 to 0.44$). At 3-month follow-up, effect sizes compared with control for depression literacy were as follows: mental health literacy/destigmatization condition ($g = 0.66, 95% CI –0.26 to 1.58$), feedback condition ($g = 0.30, 95% CI –0.60 to 1.20$), and help-seeking list condition ($g = –0.07, 95% CI –0.90 to 0.75$). Given missing data at postintervention and 3-month follow-up and the lower precision of effect size confidence intervals than of planned contrasts, the effect size confidence intervals include zero even where the contrasts were significant. Patterns were similar for the literacy and stigma outcomes below.

**Anxiety Literacy**

The overall interaction between condition and measurement occasion for anxiety literacy was significant ($F_{6,67.51} = 3.99, P = .002$). Planned contrasts demonstrated in the mental health literacy/destigmatization condition a greater increase in anxiety literacy than in all other conditions at postintervention, and these effects were maintained at 3-month follow-up (see Table 4). There were no other significant effects. Between-group effect sizes at postintervention relative to control were as follows: mental health literacy/destigmatization condition ($g = 0.90, 95% CI 0.05–1.75$), feedback condition ($g = –0.33, 95% CI –1.12 to 0.47$), and help-seeking list condition ($g = –0.10, 95% CI –0.87 to 0.67$). At 3-month follow-up, effect sizes compared with control for anxiety literacy were as follows: mental health literacy/destigmatization condition ($g = 0.76, 95% CI –0.17 to 1.68$), feedback condition ($g = –0.35, 95% CI –1.25 to 0.56$), and help-seeking list condition ($g = –0.03, 95% CI –0.74 to 0.69$).

**Depression Stigma**

The overall interaction between condition and measurement occasion for depression personal stigma was statistically significant ($F_{6,62.22} = 3.20, P = .008$). Planned contrasts demonstrated in the mental health literacy/destigmatization condition a greater decrease in depression stigma than in all other conditions from pre- to postintervention (see Table 4). At 3-month follow-up the effects for the mental health literacy/destigmatization condition were no longer superior for depression stigma compared with any condition, except for the help-seeking list condition, which was associated with greater stigma. There were no other significant effects. Between-group effect sizes at postintervention relative to control were as follows: mental health literacy/destigmatization condition ($g = 0.25, 95% CI –0.57 to 1.06$), feedback condition ($g = –0.15, 95% CI –0.94 to 0.65$), and help-seeking list condition ($g = 0.26, 95% CI –0.51 to 1.04$). At 3-month follow-up, effect sizes compared with control for depression stigma were as follows: mental health literacy/destigmatization condition ($g = 0.10, 95% CI –0.80 to 0.99$), feedback condition ($g = –0.09, 95% CI –0.99 to 0.81$), and help-seeking list condition ($g = –0.32, 95% CI –1.15 to 0.51$).

**Anxiety Stigma**

The overall interaction between condition and measurement occasion for anxiety stigma was significant ($F_{6,65.37} = 2.27, P = .047$). Planned contrasts demonstrated in the mental health literacy/destigmatization condition a greater decrease in anxiety stigma from pre- to postintervention than in the feedback condition only (see Table 4). However, at 3-month follow-up the reduction in anxiety stigma for the mental health literacy/destigmatization condition was significant compared with all conditions. There were no other significant effects. Between-group effect sizes at postintervention relative to control were as follows: mental health literacy/destigmatization condition ($g = 0.04, 95% CI –0.77 to 0.85$), feedback condition ($g = –0.54, 95% CI –1.35 to 0.26$), and help-seeking list condition ($g = –0.10, 95% CI –0.87 to 0.67$). At 3-month follow-up, effect sizes compared with the control for anxiety stigma were as follows: mental health literacy/destigmatization condition ($g = 0.50, 95% CI –0.41 to 1.41$), feedback condition ($g = 0.12, 95% CI –1.02 to 0.78$), and help-seeking list condition ($g = 0.04, 95% CI –0.78 to 0.87$).

**Discussion**

**Principal Findings**

The present study examined the effects of three brief Internet-based interventions designed to increase help-seeking attitudes, intentions, and behavior in elite athletes. None of the interventions were efficacious in improving mental health help-seeking attitudes, intentions, or behavior relative to the control condition. By contrast, several previous RCTs have demonstrated improvements in help-seeking attitudes for mental health conditions following brief interventions [12-14].

It is likely that the negative finding for help-seeking attitudes in the current study was due to low power, given that it was not feasible to recruit the target sample size. This is supported by our finding that at postintervention the effect size for help-seeking attitudes for the mental health literacy/destigmatization condition ($g = 0.28$) is comparable with those of previous studies, which reported significant intervention effects (between-group effect sizes: $d$ range of 0.12–0.34) [12-14]. There was also a trend for an increase in formal help-seeking behavior in the mental health literacy/destigmatization condition compared with the control group at postintervention.

It may be relevant that the athletes in the present study had more positive attitudes at preintervention overall (mean score 20.85) than members of a general population sample of a similar age (mean 17.10) [14]. This finding contrasts with the results of a previous research study, which reported that US college athletes had less positive attitudes than their nonathlete peers toward help-seeking for mental health problems from counselors [8]. The higher positive attitudes among athletes in the current sample may have been due to the high proportion of female participants, as women have been found to have more positive attitudes to help-seeking than men [48]. Consistent with this, the female participants in the present sample had more positive help-seeking attitudes than the male participants at preintervention, although this difference was not significant. Further, the significantly lower levels of participation by men in the present study suggest that they may be more difficult to engage with this type of intervention.
The present study found no effect of the interventions on overall help-seeking intentions, or on formal or informal help-seeking intentions, for any of the intervention conditions. The negative finding for intentions is consistent with a previous RCT of help-seeking intentions, which used the same measurement scale [17]. It differs somewhat from that of Costin et al [17], who found a significant pre- to postintervention change for help-seeking intentions from formal sources in both the intervention and control conditions. However, again, the present study sample of athletes had relatively high intentions (mean 4.22 out of 7.00) to seek help from formal sources at preintervention. Thus, it is possible that the athlete sample in the current study had less room to improve than participants in the Costin et al study (mean 2.61). Overall, it is encouraging that this sample of athletes had preexisting high levels of intentions to seek help. It suggests that it is important to ensure that those from whom they are likely to seek help are primed and able to deliver evidence-based interventions. It is unclear to what extent the high levels of help-seeking intention were attributable to the relatively high proportion of women in the current study [48]. It was not possible to investigate gender effects in the current study due to the small sample sizes achieved. However, further research should be undertaken to determine whether these interventions exert a differential effect on male and female athletes.

Few RCTs of interventions have investigated or demonstrated an effect on mental health help-seeking behavior. One of the strengths of the design of the present study was the measurement of help-seeking behavior at preintervention to allow comparison between measurement points. In the current study, the change in proportions from pre- to postintervention in those seeking formal help approached significance for the mental health literacy/destigmatization condition. While the sample size is small, these findings suggest that the mental health literacy/destigmatization intervention may be a promising tool for this population, especially given that the trial examined a universal sample not selected for their level of symptomatology. The only previous report of increased help-seeking behavior, by Christensen et al [16], was based on an indicated sample of members of the community with high levels of depressive symptoms.

The interventions did not significantly increase help-seeking behavior from informal sources. However, compared with professional sources, help-seeking behavior from informal sources was high at pre- and postintervention. The fact that athletes were already high seekers of help from informal sources allowed limited room for an increase in this behavior. Moreover, the focus of the interventions was on promoting formal help-seeking.

The mental health literacy/destigmatization condition led to improved depression and anxiety literacy relative to control, an effect that was maintained at 3-month follow-up. It has been argued that increasing mental health literacy in the community is a key means for facilitating help-seeking behavior by individuals and for enabling them to assist others in need [49]. In accordance with this, Han et al [15] concluded that providing psychoeducation (eg, mental health literacy) concerning biological attribution information for depression is an effective method for increasing help-seeking willingness. It is encouraging that the mental health literacy/destigmatization condition in the present study successfully increased knowledge of both depression and anxiety in a brief Internet-based format.

The present study also suggested that the mental health/destigmatization intervention shows promise for decreasing stigma for depression and anxiety. The findings were not as robust as for literacy, with the effect disappearing at 3 months for depression stigma and evident only at 3 month follow up for anxiety stigma. It is possible that stigmatizing beliefs are more difficult to change, given the present study’s stronger results for literacy (g range of 0.66–0.90), than stigma (g range of 0.04–0.50), although the effects for literacy may be attributable to floor effects. Nevertheless, this preliminary suggestion of a positive effect for stigma is encouraging given that stigma has been implicated as a barrier to help-seeking in young people [11], particularly for depression in adults [50,51].

**Strengths and Limitations**

To our knowledge, this is the first study to test the feasibility of targeting help-seeking attitudes, intentions, and behavior in an Internet-based format with elite athletes. Strengths of the study design were that it was universal, targeting not only those in current need of help, but also those who may need to seek help in the future. The focus on online delivery maximized the potential of the intervention to reach a large number and broad range of athletes cost effectively [19] and regardless of geographic location [21]. A further strength of the study was that we were able to track and document a moderately high level of adherence to the intervention. Including active intervention exercises in future interventions may further enhance our ability to track engagement. Finally, the inclusion of three different types of help-seeking interventions provided some preliminary data on the relative effect of each of these methods on help-seeking, stigma, and mental health literacy.

The low achieved sample was the primary limitation of the present study; this decreases the power of the study (increasing chance of type II error). The differing methods of recruitment may have also compromised the external validity of the trial. In addition, the recruitment methods may have resulted in selection bias, in that those who participated in the study may have been generally more interested in the research topic of mental health. As can be seen in Figure 1, athletes were willing to provide a response to the stage 1 survey, whereas only 59 (7.7%) submitted a pre- or a postintervention survey for the RCT. The fact that respondents who agreed to participate in the intervention were not a representative sample of those who completed the initial survey raises the possibility that those who agreed to participate already had positive attitudes toward help-seeking. This may have mitigated against finding positive effects. The potential for such bias is unlikely to be restricted to the current study, having been noted previously [17]; rather it is a challenge for all studies of help-seeking. Finally, a large majority of the participants were female, which also limits the generalizability of the results. Alternative recruitment strategies targeting low help-seekers, particularly men, are required.

The low recruitment rates may have arisen in part from the inclusion of the lengthy stage 1 survey prior to the invitation to
participate in the RCT, with the stage 1 survey inadvertently deterring participation in the RCT. This is an important consideration for future research, especially if the pool of potential participants is small and they have limited time due to demanding schedules as was the case in the present study. In addition, organizing participation by providing computer facilities at the club site markedly increased response rates to the stage 1 survey. The extension of such facilities to the intervention phase might have increased recruitment rates to the trial. Analyses of the factors associated with agreement to participate in the intervention component revealed that certain groups are less amenable to recruitment; there may be value in examining these predictors further with a view to tailoring recruitment strategies to this group. A final limitation is that the changes in the stigma scores might reflect a response bias, whereby the participants in the mental health literacy/destigmatization condition learned how to respond to the stigma items as expected but did not undergo a genuine change in attitudes to depression and anxiety.

**Conclusions**

Online interventions that can facilitate mental health help-seeking in targeted populations such as elite athletes have the potential to play an important role in decreasing the prevalence of depression and anxiety disorders in these populations. This exploratory study found that a mental health literacy/destigmatization intervention increased athletes’ knowledge of depression and anxiety disorders, and showed some evidence of reducing their depression and anxiety stigma. It also showed a nonsignificant trend toward improving help-seeking behavior among athletes. Further research is required to evaluate the effect of the mental health literacy/destigmatization intervention employing a sample size that is sufficient to detect a moderate effect size. Further work should be undertaken with athletes and in a range of other settings including schools and workplaces, and including more active components in the intervention to enhance engagement should be considered.
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Van Gemert-Pijnen and colleagues recently presented an impressive viewpoint paper describing a holistic framework for the development of eHealth technologies, based on a review of existing eHealth frameworks [1]. As this review was limited to eHealth frameworks, the resulting holistic framework is focused on creating technologies instead of interventions. In my and others’ opinion, however, “interactive technologies are a tool, not a panacea” [2]. Therefore, it is useful – in addition to the holistic framework for the development of eHealth technologies – to look at intervention development approaches in general. Intervention Mapping, for example, focuses on the planning and development of effective interventions, not limited to eHealth technologies [3]. Comparable to the holistic framework, this is an iterative approach that takes into account social dynamics by incorporating stakeholders in a so-called linkage group. This linkage group consists of end users (e.g., patients) as well as intermediaries (e.g., nurse practitioners) and decision makers (e.g., department head, policy makers). It is striking to see the overlap between the activities mentioned in the holistic framework and the steps to be taken within Intervention Mapping (Table 1). Besides the overlap, Table 1 also indicates the differences in terminology used throughout the literature. Contextual inquiry, for example, entails “information gathering from the intended users and the environment in which the technology will be implemented” [1]. This is comparable to a key component of a needs assessment which encompasses “an effort to understand the character of the community, its members, and its strengths” [3]. During value specification, values are determined and ranked “based on the importance of finding solutions for the identified problems” [1]. One of the key tasks in the second step of Intervention Mapping is to select important and changeable determinants of behavioral and environmental outcomes [3].

More important than differences in terminology, however, are substantive differences between the holistic framework and Intervention Mapping. The two most important differences refer to the impact and uptake of eHealth technologies (both concepts mentioned in the title of the viewpoint paper [1]).

First, splitting up the design activity in two successive steps in Intervention Mapping is not merely a case of semantics or being more detailed. Active ingredients in interventions need to be based on theory-based intervention methods. These methods are to be translated into practical applications. Subsequently, these practical applications are incorporated while producing intervention programs. This results, finally, in intervention programs targeted at important and changeable determinants of behavioral and environmental outcomes, thereby increasing the likelihood of effective interventions (i.e., increasing their impact). Furthermore, it is insightful to look at active ingredients in interventions to unravel what works [4, 5], which can be facilitated by specifying methods and applications beforehand.

Second, with regard to uptake, the idea of Van Gemert-Pijnen and colleagues that long-term implementation requires business modeling is accepted with open arms. Although the role of cost-effectiveness analysis in health and medicine has been acknowledged for a while [6], business modeling is the next step that needs to be taken. Concepts and techniques from business modeling help to identify critical factors for the implementation, as Van Limburg and colleagues elaborated on in their companion paper [7].

Based on these differences, this letter should be seen as a call for integration: to treat interventions as technologies or even products that need to be marketed and require business modeling, as well as to focus on the content of interventions by means of producing intervention programs based on theory-based intervention methods that are translated into practical applications. In this way, eHealth interventions can effectively change health risk behaviors and their determinants...
[8] and their long-term public health potential can be actualized [9].

Table 1. Activities in the holistic framework and steps within Intervention Mapping

<table>
<thead>
<tr>
<th>Holistic framework</th>
<th>Intervention Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextual inquiry</td>
<td>Needs assessment</td>
</tr>
<tr>
<td>Value specification</td>
<td>Matrices of change objectives</td>
</tr>
<tr>
<td>Design</td>
<td>Theory-based intervention methods and practical applications</td>
</tr>
<tr>
<td>Operationalization</td>
<td>Adoption and implementation</td>
</tr>
<tr>
<td>Summative evaluation</td>
<td>Evaluation</td>
</tr>
</tbody>
</table>
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In a recent JMIR paper, Gao and colleagues demonstrated the growing number of internet-based ratings of physicians on a commercially-owned website in the USA [1].

In England, in keeping with our National Health Service, we have a government run website that allows patients to rate and comment on their care online in a similar way, but at the level of healthcare provider organisations rather than individuals. The website is called NHS Choices [2]. Gao suggests that their results demonstrate a positive correlation between online ratings and physician quality. We have similarly demonstrated how better online ratings at the organisational level are associated with better clinical outcomes [3], and patient experience measured by surveys [4] in England.

In a new analysis to allow comparison with Gao’s results, we looked at the number of ratings of hospitals posted on the NHS Choices website over the period since it started (August 2008) to the end of 2011. There were 20,996 ratings of hospitals over the 40 month period, fewer than in the US. We found a more gradual, linear increase in ratings in England (Figure 1) compared with the accelerating growth in ratings seen on commercial sites in the US [1]. We are not sure why the frequency of ratings is stable in England, but not increasing at the same rate as in the US. This may be because marketing budgets are lower for an English government run service compared to the more commercial advertising approach of US websites, leading to lower awareness of the websites in England. Alternatively, patients in England may be less culturally familiar with the concept of provider choice in healthcare, as the ability to choose between providers has only been introduced relatively recently in the English NHS while it may be a cultural norm in the US. This might result in English patients being less inclined to rate their care. We hope this adds to the work of our American colleagues, and demonstrates that the increasing number of online ratings of healthcare is an international phenomenon, even if England is perhaps at an earlier stage on the curve than the US.
Figure 1. Cumulative number of online ratings of hospitals in England on the NHS Choices website.
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