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Abstract

Background: Citations in peer-reviewed articles and the impact factor are generally accepted measures of scientific impact. Web 2.0 tools such as Twitter, blogs or social bookmarking tools provide the possibility to construct innovative article-level or journal-level metrics to gauge impact and influence. However, the relationship of the these new metrics to traditional metrics such as citations is not known.

Objective: (1) To explore the feasibility of measuring social impact of and public attention to scholarly articles by analyzing buzz in social media, (2) to explore the dynamics, content, and timing of tweets relative to the publication of a scholarly article, and (3) to explore whether these metrics are sensitive and specific enough to predict highly cited articles.

Methods: Between July 2008 and November 2011, all tweets containing links to articles in the Journal of Medical Internet Research (JMIR) were mined. For a subset of 1573 tweets about 55 articles published between issues 3/2009 and 2/2010, different metrics of social media impact were calculated and compared against subsequent citation data from Scopus and Google Scholar 17 to 29 months later. A heuristic to predict the top-cited articles in each issue through tweet metrics was validated.

Results: A total of 4208 tweets cited 286 distinct JMIR articles. The distribution of tweets over the first 30 days after article publication followed a power law (Zipf, Bradford, or Pareto distribution), with most tweets sent on the day when an article was published (1458/3318, 43.94% of all tweets in a 60-day period) or on the following day (528/3318, 15.9%), followed by a rapid decay. The Pearson correlations between tweetations and citations were moderate and statistically significant, with correlation coefficients ranging from .42 to .72 for the log-transformed Google Scholar citations, but were less clear for Scopus citations and rank correlations. A linear multivariate model with time and tweets as significant predictors (P < .001) could explain 27% of the variation of citations. Highly tweeted articles were 11 times more likely to be highly cited than less-tweeted articles (9/12 or 75% of highly tweeted article were highly cited, while only 3/43 or 7% of less-tweeted articles were highly cited; rate ratio 0.75/0.07 = 10.75, 95% confidence interval, 3.4–33.6). Top-cited articles can be predicted from top-tweeted articles with 93% specificity and 75% sensitivity.

Conclusions: Tweets can predict highly cited articles within the first 3 days of article publication. Social media activity either increases citations or reflects the underlying qualities of the article that also predict citations, but the true use of these metrics is to measure the distinct concept of social impact. Social impact measures based on tweets are proposed to complement traditional
citation metrics. The proposed twimpact factor may be a useful and timely metric to measure uptake of research findings and to filter research findings resonating with the public in real time.
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**Introduction**

Scientists, research organizations, and funding agencies require metrics to measure the impact of research. Citations in peer-reviewed articles referencing other articles are a widely accepted measure of scientific impact. Citations are the basis for metrics like the h-index [1] and its derivatives, which are used to evaluate the productivity and impact of individual researchers, or the impact factor, which is used to evaluate the scientific impact of journals [2]. However, citations as a metric have various disadvantages, including the fact that they take a very long time to accumulate. They are also difficult to obtain (in an environment where the majority of research is still not open access) and are often available only in proprietary databases; thus, these metrics are not necessarily transparent or reproducible. For example, the h-index of a researcher varies widely depending on the database used to calculate it, and calculation of the journal impact factor has been criticized for not being transparent [3,4]. Finally, citations measure only uptake within and impact on the scientific community, not, for example, impact on or dissemination among knowledge users (policy makers, patients, and the general public). While this may be desirable for some use cases, other applications and stakeholders require a broader definition of impact. Concepts such as impact on society, social impact, real-world impact, knowledge translation, and uptake by the public should be part of every research assessment exercise but are notoriously difficult to measure [5]. Tools such as questionnaires applied to publications have been suggested to measure the “societal impact factor” [6], but it is unclear whether these instruments, which require manual data collection, are scalable to a large number of publications.

In this paper I propose new metrics and a new source of data—Twitter—that could be used to measure social impact, complementing traditional citation analyses, pilot tested and illustrated on a set of articles from the Journal of Medical Internet Research (JMIR).

Web citation analysis has previously been used to measure the extent to which articles or ideas are mentioned on the Web [7]. For example, Vaughan and colleagues have shown relationships between link metrics [8] or Web mentions [9,10] and traditional impact metrics. Kousha and colleagues propose an “integrated online impact indicator” [11], which combines a range of online sources into one indicator for impact on the Web, including course reading lists, Google blogs, PowerPoint presentations [12], and Google Books [13].

Web 2.0 tools such as Twitter and blogs, as well as social bookmarking tools and Web-based reference management tools such as CiteULike and Mendeley, provide the opportunity to gather novel metrics from other sources that provide data in a structured format, accessible through application programming interfaces (APIs) [14,15]. These metrics—sometimes called altmetrics [16] or (in a broader context) infodemiology metrics [17,18]—can be used to gauge concepts such as popularity, buzz, social impact, or uptake of new information. The underlying common idea is that scientists and the public leave digital traces on the Internet when searching for or using information, and the Web has “made measurable what was previously immeasurable,” [18] which is the demand for or use of specific information, and dissemination of information, as it propagates through networks. Infodemiology is an emerging area of science with applications in public health [17,18] and a wide range of other areas [19]—it has, for example, been shown that search engine queries predict influenza [20,21], that tweets during the H1N1 pandemic correlated with incidence rates [22], and that tweets about a movie accurately predict its box-office success before the movie is even released [23].

In analogy to the applications for public health 2.0 [17], economics, and other areas [19], there is an obvious application of infodemiology or infoveillance for scientometrics 2.0 [24], which is to study the buzz around scientific publications to measure or even predict the impact of research. The field of social media-based scientometrics (altmetrics, infodemiology metrics) is in its infancy, and many open questions need to be addressed. It may be that these new metrics measure completely different concepts that are not correlated with other traditional metrics such as citations, but it may also be that important publications in the scholarly literature first lead to a measurable buzz within the blogosphere (and other Web 2.0 venues) before, years later, the buzz is also reflected in increased citations and/or policy changes and social impact.

Specific questions include the following. (1) How can buzz be measured? (2) When (in relation to the publication of an article) and how long should we measure it? (3) If we can measure something, how are the metrics related to traditional metrics such as citations, and is the buzz sensitive enough to predict increased citations? (It should be noted that prediction of citations is not necessarily the end goal, and that lack of correlation is not necessarily a failure, because it is clear that these metrics add a new dimension of measuring impact.)

There is a dearth of empirical data exploring and showing such relationships, which would be seminal to develop the field of social media-based scientometrics. While it has been shown that scholars cite on Twitter and reasons for scholars to do so have been explored [24], little is known how—on an article- or
journal-level—publications attract tweets, and whether meaningful metrics can be derived.

There is a small but quickly growing body of literature focusing on Twitter for use in scholarship [24-29]. Most papers focus on analyzing Twitter streams collected during conferences [25-27], while little or no evidence is available on a journal level. The Public Library of Science (PLoS) journals make available some article-level impact metrics, which scholars have started to analyze [30], but PLoS has only recently begun to count tweets.

At JMIR we started the current empirical, prospective study in 2008, at a time when few journal publishers or scholars thought about the potential of Twitter for analyzing impact. The goals of the current study were (1) to explore the content and characteristics of tweets discussing or mentioning research articles and their timing relative to the publication date of an article, (2) to identify suitable metrics to describe propagation of new evidence through social media networks, and (3) to explore how the proposed metrics correlate with traditional metrics of uptake within the scientific community (traditional citations).

Methods

JMIR Twitter Dataset and Tweetation Counts

JMIR is a leading, highly cited open access journal with a Thomson Reuters (formerly ISI) 3-year impact factor of 4.7 and 5-year impact factor of 5.0 (Journal Citation Reports, 2010). In July 2008, it was the first journal to start systematically mining tweets that mention its published articles, showing them in real time on the JMIR “Top Articles” Page (see Figure 1). Data are collected using the Twitter Search API.

For the purpose of this paper, I call a citation in a tweet (mentioning a journal article URL) a “tweetation”, to distinguish it from a citation in a journal article (which is the metric I compared tweetations against). As 1 tweet can have multiple tweetations (a tweet containing multiple different URLs citing different articles), the number of tweetations is not necessarily identical to the number of tweets, although in our sample a tweet with multiple tweetations was very rare, so that I sometimes use tweets and tweetations interchangeably. Only tweets with URLs linking directly to the journal article are captured—that is, links to newspaper articles mentioning published research in JMIR or links to JMIR articles that are not on the JMIR site (eg, instances in PubMed Central, or links to the digital object identifier [DOI] handle)—are not counted. Retweets of the same tweet or sending a modified tweet by other users would count as multiple tweetations, as would multiple tweets from the same user containing the same URL.
Citation Counts

Citation counts were harvested from Scopus and Google Scholar. The current study is based on citation counts obtained in November 2011, which is 17–29 months after the cited papers were published.

Analysis

For the tweets distribution analysis all tweets sent and archived by JMIR between July 24, 2008 and November 20, 2011 were included (Multimedia Appendix 1).

For the tweetation–citation correlation analysis, I included only tweets that referred to articles published in issue 3/2009 through issue 2/2010—that is, tweetations of all 55 articles published.
between July 22, 2009 and June 30, 2010 (Multimedia Appendix 2). I chose this period because the tweetation rate for earlier articles was too sparse, and later articles did not have enough citations accumulated as of November 2011.

Pearson correlations on the raw and the log-transformed data, as well as the Spearman rank correlations, were calculated. Data were log transformed using the natural logarithm because tweetation and citation data are highly skewed. As the log of 0 is undefined, 1 was added to the counts of citations and tweetations.

For the categorical classification analysis (attempts to predict highly cited articles from highly tweeted articles), “highly cited” articles were defined as articles that were in the top 25th percentile of each issue (articles ranked by citation counts), and “highly tweeted” articles were defined as articles that were in the top 25th percentile of each issue (ranked by tweetations).

The analysis was stratified on a quarterly per-issue basis to adjust for time as a confounder, because the popularity of Twitter (and the number of JMIR followers) increased over time (older articles will have fewer tweets than newer articles), and because older articles will have more citations than more recent ones. Stratification by journal issue assures that the articles that were compared against each other were all published within the same quarter (3-month window).

In another analysis I included articles from all issues, but adjusted for time as a potential confounder by conducting a linear regression analysis, with the logarithm of citations as dependent variable, and time (days since publication of the earliest article in our dataset) and the logarithm of tweetations as independent variables.

Note that when article IDs are mentioned in this paper (see figures), these are part of the DOI; and each article can be identified by entering http://dx.doi.org/10.2196/jmir.{articleID} in a Web browser’s address bar.

Results

Average Number of Tweets per Article

A total of 4208 tweetations were identified, which cited a total of 286 distinct JMIR articles, with each article receiving on average 14 tweetations (median 9). However, these averages should be interpreted with care, as JMIR has published articles since 1999 (560 articles in total). Among the 286 articles referenced in tweetations, there were many articles that were published before data collection began or before Twitter even existed. As these older articles receive only sporadic tweetations, the average and median are not reflective of more recent articles.

The 55 articles published in issues 3/2009–2/2010 received an average of 21.2 tweetations within 356 days after article publication (median 12, range 0–149), and 13.9 (median 8, range 0–96) tweetations within 7 days. Figure 2 shows the cumulative number of tweetations within 7 days (tw7) for these articles.

Figure 2. Number of tweetations within 7 days of article publication, per article ID. Asterisks next to article IDs denote that the article is top-cited (see also Figure 8): ** top 25th citation percentile within issue by both Scopus and Google Scholar citation counts * top 25th citation percentile according to Google Scholar only, (*) top 25th citation percentile according to Scopus only.

Tweet Dynamics

When, in relationship to the date of publication of an article, did the tweetations occur? Figure 3 shows the general distribution of all tweetations (n = 3318) that were sent within 60 days after publication of the article they are citing, by day. In this graph, day 0 refers to the day of article publication, day 1 is the following day, and so on; the left y-axis shows how many of the tweetations were sent on that day (tweet rate), as a proportion relative to all tweetations within a 60-day period; and the right y-axis (and red line) shows the cumulative proportion. The majority of tweets were sent on the day when an article was published (1458/3318, 43.9%) or on the following...

day (528/3318, 15.9%). Only 5.9% (197/3318) of all tweetations are sent on the second day after publication, and the downward trend continues, until a little plateau between days 5 and 7 occurs (about 2% of all 60-day tweetations). There is a dip on days 8 and 9, which may be explained by the fact that, while JMIR publishes articles on different days of the week, Friday is slightly more prevalent, so days 8 and 9 would fall on the following weekend. After day 10 (66/3318, 2%) the rate of new tweetations declines rapidly.

Figure 4 shows the same curve of new tweetations by day, but this time replotted with logarithmic horizontal and vertical axes. Now an interesting pattern emerges, showing a strong regularity: the tweetation distribution during the first 30 days on a log–log plot follows a straight line, which is indicative of a Pareto distribution, also known as Zipf’s law or Bradford distribution, which are said to follow a power law [31]. In our sample, the number of tweetations per day after the article has been published during the first 30 days can be predicted by the formula ln(tw) = –1.53 * ln(d) + 7.25, where tw is number of new tweetations on day d, and d is days since publication (publication date = day 1).

This model has an excellent fit ($R^2 = .90$). While the intercept of this formula is not important (it is dependent on the total number of tweetations), the term –1.53 is called alpha or the exponent of the power law (slope of the linear curve in the log–log diagram).

We can divide the pattern in Figure 4 into two distinct phases: I call the first 30 days the “network propagation phase,” where the new information is propagated through the Twitter social network. After 30 days, the network propagation phase gives way to what I call the “sporadic tweetation phase,” where only sporadic mentions of older articles and small clusters of localized outbreaks of information propagation occur.

Figure 5 shows the tweetation dynamics for all articles in JMIR issue 1/2010. Note that while Figure 4 shows the number of new tweetations per day (tweet rate, which is sharply declining), Figure 5 shows them in a cumulative manner. The figure illustrates how some articles attract tweets only on the first day, while some other articles continue to attract tweetations and are more widely retweeted. Incidentally, these are often articles that turn out to be highly cited, as shown in more detail below.

Figure 3. Tweetation dynamics. The blue, shaded area (left y-axis) shows the tweet rate (new tweetations per day, as a proportion of all tweetations during the first 60 days [tw60]). The red line (right y-axis) represents cumulative tweetations.
Figure 4. Tweetation dynamics over time on a log-log scale. All tweetations were categorized according to when, in relationship to the cited article publication date, they were tweeted (x-axis), with 1 being the day of article publication.

Figure 5. Tweetation dynamics in the first 7 days after article publication for one specific issue. The 4-digit number is the article identifier (last digits of the DOI), number in parentheses is the citation count (as per Google Scholar, November 2011), and the last number is the (cumulative) number of tweets on day 7 (tw7).
Other Regularities

There were other strong regularities of tweetations following power laws. Tweetations were sent from 1668 distinct Twitter accounts (tweet authors). The most tweetations (n = 370) were sent by @JMedInternetRes, JMIR’s Twitter account. If we rank the accounts by the number of tweetations they sent and plot them against the number of tweetations for each account, the power law distribution shown in Figure 6 emerges. Half of all tweets (2105/4208, 50%) were sent by only 132 distinct tweet authors—that is, 8% of all tweet authors. The top 20% of the tweet authors (those ranked 1–334 by number of tweetations) accounted for 63.4% (2676/4208) of all tweetations. This uneven distribution of work is typical for Pareto distributions, an observation that is sometimes colloquially referred to as the 80/20 rule, where roughly 80% of the effects come from 20% of the causes.

The third power law I looked at was where I expected it most, because this distribution is typically observed for citations and can be demonstrated in a Zipf plot, in which the number of citations of the nth most-cited paper is plotted versus the rank n (Figure 7, left). Tweetations follow a strikingly similar distribution (Figure 7, right).

Figure 6. Tweetation density by account. Each Twitter account is ranked by the number of tweetations sent and plotted by rank on the x-axis. The y-axis shows how many tweetations were sent by each ranked account. For example, the top Twitter account ranked number 1 (@JMedInternetRes) sent 370 tweetations. Note the linear pattern on a log-log scale, implying a power law.
Citations
The 55 articles in our tweetations-versus-citations subset had an average of 7 citations on Scopus (median 4) and 13 citations on Google Scholar (median 9). Figure 8 shows the Google Scholar citation counts for all 55 articles included in the tweetation/citation analysis, as of November 2011.

First, the number of citations from Scopus were correlated with the number of citations from Google Scholar to test agreement between the two database sources. There was good agreement, with a Pearson correlation coefficient of .87 (P < .001) for the 55 articles. As Google Scholars’ citation counts were higher and appeared more robust, most results presented here refer to Google Scholar citation counts, unless noted otherwise.

Figure 9 compares a typical citation and a tweetation curve, illustrating the very different dynamics in tweetations compared with citations in scholarly articles. While citations in scholarly articles begin to accumulate only about 1 year after the article is published, tweetations accumulate mainly within the first few days after publication.

Figure 8. Google Scholar citation counts for all articles published between issue 3/2009 and issue 2/2010. Top-cited articles (75th percentile) within each issue are marked ** (top cited according to Google Scholar and Scopus), * (Google Scholar only), or (*) (Scopus only).
Correlation Between Tweetations and Citations

For each journal issue, I separately plotted scatterplots and calculated Pearson correlation coefficients of the raw count, the logs, and Spearman rank correlation coefficients, to establish the degree of correlation between citations and tweetations.

My primary tweetation metric was tw7 (cumulative number of tweetations 7 days after publication of the article, with day 0 being the publication date), a metric I also call twimpact factor or TWIF7 (see below).

The Pearson product moment correlation coefficients (r) for the raw citation versus tw7 tweetation counts were statistically significant on a 5% level for all journal issues, and ranged from .57 to .89 (Table 1). Pearson correlations between the logs of citations and logs of tweets, as well as Spearman rank correlation coefficients, were all statistically significant when articles across issues were combined, except for the rank correlation between Scopus citation counts and tweetations. When stratified by journal issue, the correlations for some issues were statistically significant for some computations, while for others they were not, perhaps due to a small sample size. Generally, the Google Scholar citations showed better correlations with tweetations than did Scopus citations (Table 1). The Spearman rank correlations (rank by citations versus rank by tw7) were statistically significant for only one issue, with rho = .51, P = .04 for issue 2/2010.

I also conducted analyses with other tweetation metrics (tw0, tw1, tw2, tw3, tw4, tw5, tw6, tw7, tw10, tw12, tw14, tw30, and tw365) and derived various metrics (tw365–tw7, ie, late-stage tweets; tw7–tw0, tw0/tw7 etc), which produced very similar correlation coefficients (data not shown).
Table 1. Correlation coefficients

<table>
<thead>
<tr>
<th>Issue (number of papers)</th>
<th>All (n = 55)</th>
<th>3/2009 (n = 19)</th>
<th>2/2010 (n = 17)</th>
<th>1/2010 (n = 8)</th>
<th>4/2009 (n = 11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r or rho</td>
<td>P value</td>
<td>r or rho</td>
<td>P value</td>
<td>r or rho</td>
</tr>
<tr>
<td>Pearson correlation (r )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CitGo-Tweets</td>
<td>.57** .01</td>
<td>.89*** &lt;.001</td>
<td>.76* .03</td>
<td>.68** .003</td>
<td>.69*** &lt;.001</td>
</tr>
<tr>
<td>CitSc-Tweets</td>
<td>.33 .17</td>
<td>.74** .01</td>
<td>.65 .08</td>
<td>.51* .04</td>
<td>.54*** &lt;.001</td>
</tr>
<tr>
<td>logCitGo-logTweets</td>
<td>.42 .08</td>
<td>.51 .11</td>
<td>.72* .045</td>
<td>.49* .048</td>
<td>.39** .004</td>
</tr>
<tr>
<td>logCitSc-logTweets</td>
<td>.03 .90</td>
<td>.41 .22</td>
<td>.53 .17</td>
<td>.47 .06</td>
<td>.31* .02</td>
</tr>
<tr>
<td>Spearman rank correlation (rho)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CitGo-Tweets</td>
<td>.42 .07</td>
<td>.14 .68</td>
<td>.61 .11</td>
<td>.51* .04</td>
<td>.36** .006</td>
</tr>
<tr>
<td>CitSc-Tweets</td>
<td>.06 .81</td>
<td>.11 .76</td>
<td>.44 .27</td>
<td>.42 .10</td>
<td>.22 .11</td>
</tr>
</tbody>
</table>

a Citation count according to Google Scholar (CitGo) versus tweetation count (tw7).
b Citation count according to Scopus (CitSc) versus tweetation count (tw7).
*P < .05, **P < .01, ***P < .001.

Multivariate Analysis

In a linear regression model I tried to predict the log of the number of Google Scholar citations from the log of the number of tweets and time (days since publication of the first article in the sample of 55 articles). The regression equation was log(cit + 1) = 0.467 * log(tw7 + 1) + −.001 * days + 0.817, where cit is the number of citations, and tw7 is the cumulative number of tweetations at day 7. Both independent variables were significant predictors (P < .001), and the model explained 27% of the variation of citations (R² = .27).

Binary Analysis

Based on the observation that tweets were sent primarily during the early days after publication, I hypothesized that tw7, the cumulative number of tweetations by day 7 (perhaps as early as day 3), could be used as a diagnostic test to predict highly cited articles. Highly tweeted and highly cited are defined as articles in the 75th–100th percentile of each journal issue; thus, the cut-off points on what constitutes highly tweeted or highly cited varied by issue (tweets: 11, 19, 34.8, 28.5; Google Scholar citations: 15, 9, 22.75, 15, for issues 3/2009, 4/2009, 1/2010, and 2/2010, respectively).

Using tweetation status (highly versus less tweeted) as a predictive test for citation status, this test identified 40 out of the 43 not highly cited articles, which translates to a 93% specificity (true-negative rate, tn/[tn + fp], 40/43). The test was able to correctly identify 9 out of the 12 highly cited papers, which corresponds to a 75% sensitivity (tp/[tp + fn], 9/12).

Another way to express these results is to say that the positive predictive value (tp/[tp + fp]) is 75%, meaning that if an article is highly tweeted (tests positive for social media impact), then there is a 75% likelihood that the article ends up in the top quartile of all articles of an issue, ranked by citations. The negative predictive value (tn/[tn + fn]) is 93% (40/43), meaning that if an article was not highly tweeted (tests negative for social media impact), then there is only a 7% (3/43) chance that it will fall into the top 25% of cited articles. Yet another way to express these results is to say that highly tweeted articles are almost 11 times more likely than less tweeted articles to be highly cited (9/12, 75% highly tweeted article are highly cited, while only 3/43, 7% of the less tweeted articles are highly cited; rate ratio 0.75/0.07 = 10.75, 95% confidence interval, 3.4–33.6).

There was a highly statistically significant association between citation status and tweetation status (Fisher exact test, P < .001).

I repeated this analysis for a range of different metrics such as tw[n] (cumulative number of tweetations after n days, with n = 0, 1–10, 12, 14, 30, or 365), and the number of late-response tweetations tw365–tw7. Starting on day 3 (tw3), the heuristic started to identify the same top-tweeted articles as tw7, indicating that the test is predictive as early as 3 days after publication. Choosing later days (letting tweetations accumulate for more than 7 days) or the late-response tweetations did not improve the test results (data not shown).
**Figure 10.** Correlations between citations in November 2011 (Google Scholar) and the cumulative number of early tweets by day 7 (tw7). Note the logarithmic scale. Articles with 0 tweets or 0 citations are not displayed here, because the log of 0 is not defined. However, conceptually they all fall into the lower left quadrant.

**Table 2.** $2 \times 2$ table using top-tweeted articles as a predictor for top-cited articles

<table>
<thead>
<tr>
<th>Less cited (bottom 75%)</th>
<th>Highly cited (top 25%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 43</td>
<td>n = 12</td>
</tr>
<tr>
<td>Highly tweeted (top 25%)</td>
<td>fp$^b$ (n = 3)</td>
</tr>
<tr>
<td>n = 12</td>
<td>[Article ID 1223, 1163, 1281]</td>
</tr>
<tr>
<td>Less tweeted (bottom 75%)</td>
<td>tn$^c$ (n = 40)</td>
</tr>
<tr>
<td>n = 43</td>
<td>fn$^d$ (n = 3)</td>
</tr>
<tr>
<td></td>
<td>[Article ID 1086, 1256, 1357]</td>
</tr>
</tbody>
</table>

$^a$ False positives.

$^b$ True positives.

$^c$ True negatives.

$^d$ False negatives.

**Proposed Twitter-Based Metrics for Social Impact**

The research reported here focuses on articles from one journal. However, I suggest that the metrics introduced here should be useful to measure the impact any article (or collections or sets of articles) has on Twitter, to gauge how much attention users pay to the topic of an article, to measure how the question and/or conclusions resonate with Twitter users, and ultimately to use them as proxies for social impact. Although I use Twitter as an example here, these metrics can be used in other social media (eg, Facebook status updates). The metrics presented here can also be generalized and applied to measure the impact of any issue (not just scholarly articles but, for example, current events and newspaper articles) on a social media user population.

**Twimpact Factor (eg, tw7)**

Using raw tweetation counts to compare the impact of different articles with each other is problematic, because the number of tweetations is a function of time since publication. Although the data suggest that after an initial period of 30 days tweetations usually occur only sporadically, the raw number of tweets should not be used when comparing articles with each other if they have been published on different dates. An average tweetation count per month since publication is possible to calculate (and...
is currently displayed on the JMIR Top Articles webpage, see Figure 1), but due to the highly skewed power law distribution, this average will always favor articles that have been published recently (within the last month).

I therefore propose to use (and have used in this paper) the twimpact factor $tw_n$ as a metric for immediate impact in social media, which is defined as the cumulative number of tweetations within $n$ days after publication (eg, $tw_7$ means total number of tweetations after $n = 7$ days). Tweetations can be replaced by URL mentionings if we apply this metric to other social media (URL being the URL or set of URLs of a specific article).

As a standard twimpact factor metric for an article on Twitter, I suggest (and JMIR will use in the future) $tw_7$—that is, the absolute, cumulative number of tweetations an article receives by day 7 after publication (the day of publication is referred to as day 0). This is also a very practical metric: using a relatively short period of time makes the twimpact factor easier to compute, as the Twitter stream needs to be monitored for only 7 days.

I have shown that the number of new tweetations drops off rapidly after publication, even for the most highly cited papers. The immediate social media response is highly correlated with the later social media response; therefore, it is likely that the late response can be ignored. An even shorter period of time (3 days), $tw_3$, was already sufficient in the sample to discriminate between highly cited and less cited articles, but I suggest a standard $n$ of 7, which has the advantage that it always includes a weekend; thus, journal articles published toward the end of the week are less penalized for the weekend effect.

Any article, but also a collection of articles, can have a twimpact factor (eg, on a journal or issue level). JMIR is now monitoring the collective twimpact factor $ctw_m/n$ for each journal issue (where $n$ is the number of days after publication tweetations accumulate, and $m$ is the percentile), eg, $ctw_7/50$ is the median ($50^{th}$ percentile) of $tw_7$ for all articles in the set. The $ctw_7/75$ for JMIR issue 2/2010 is 29, meaning that the top 25% most-tweeted articles in issue 2/2010 were tweeted more than 29 times during the first week. We prefer to report the $75^{th}$ percentile instead of the mean or median ($ctw_7/50$) because of the power distribution and because it seems a useful cut-off point to predict top-cited articles. At least in our sample, the practical meaning of the collective twimpact factor $ctw_7/75$ is that articles with a $tw_7$ greater than the $ctw_7/75$ of a journal issue have a 75% likelihood of being top-cited (ending up in the top quartile of all articles of an issue, ranked by citations).

Note that the twimpact factor is an absolute measure counting tweetations; thus, just like for the journal impact factor, caveats apply. First, it is highly subject specific, so if comparisons are made between journals or even articles from the same journal, they should be made within a narrow subject category. An article on social media will more likely than an article about molecular biology be picked up by social media. Although within a specific field the twimpact factor may predict citations (predict which article is more likely to be highly cited), it would not be legitimate to compare the twimpact factor of an article on social media with a twimpact factor of an article about molecular biology, and conclude that the social media article will be more likely cited.

Second, similar to the caveat that journal impact factors should not be compared across different years, as the total number of citations is constantly growing, only articles that are published in a similar timeframe should be compared with each other (perhaps even 1 year is too long; thus, we made comparisons on a quarterly within-issue level). This is because both the number of Twitter users and the number of followers of a journal grow over time.

**Tweeted Half-Life**

The tweeted half-life (THLn) is defined as the point in time after publication by which half of all tweetations of that article within the first $n$ days occur. As $n$ I have used 30 days—that is, as the denominator I chose the total cumulative number of tweets within a 30-day period following the publication date. The THLn is the day when cumulatively half of these tweetations have occurred.

In our sample, the THLn for the less-cited articles was 0 (53% of the tweets were tweeted on day 0), while the THLn of highly cited articles was 1 (on day 0, 37% of all tweetations occurred, while on day 1, 21% occurred, in total 58% by day 1). Figure 11 illustrates this. It may at first seem surprising that less-cited articles appear to show a quicker and proportionally higher response on the first days, but it should be kept in mind that the absolute counts of tweetations for more highly cited articles are higher than for the less-cited articles. Low-impact articles are tweeted and retweeted mainly on day 0 and day 1. Highly cited articles continue to be retweeted widely, which depresses the relative proportion of tweetations on days 0–3.
Figure 11. Tweetation curves: cumulative tweetations (tw\textsuperscript{n}), as a proportion of all tweetations sent within 30 days.

Twindex

As a final metric I propose (and JMIR will use) the twindex (tweetation index), which is a metric ranging from 0 to 100 indicating the relative standing of an article compared to other articles. I define the twindex\textsubscript{7} of specific article as the rank percentile of this article when all articles (the specific article and articles from a comparator group) are ranked by the twimpact factor tw\textsubscript{7}. The comparator articles should be similar articles published in a similar time window (e.g., other articles in the same issue, or the 19 articles published previously in the same journal). If an article has the highest twimpact factor tw\textsubscript{7} among its comparator articles, it has a twindex of 100. If it has the lowest twimpact factor, it has a twindex of 0. In this study, articles with a twindex > 75 often also turned out to be the most-cited one.

Discussion

Principal Findings

To my knowledge, this is the first systematic, prospective, longitudinal article- and journal-level investigation of how mentionings (citations or tweetations) of scholarly articles in social media accumulate over time. It is also the first study correlating altmetrics to subsequent citations. I have discovered important regularities that will be very useful for others interested in applying and developing social media-based impact metrics, not only in the context of scientometrics.

This paper shows that buzz in the blogosphere is measurable, and that metrics can be derived that are somewhat correlated with citations. Citations from Google Scholar seem more closely correlated with tweetations than are citations from Scopus, which likely reflects the fact that Google Scholar includes a wider range of citing sources, especially from nonjournal documents [32]. The Spearman rank correlations are poorer than Pearson correlations, probably because among the less-tweeted articles tweetations are sparse, and often as few as 1 or 2 tweetations make a difference on the ranking of an article. The correlation is, however, strong enough that we can make surprisingly accurate binary predictions along the lines that highly tweeted articles are 11 times more likely to end up being highly cited.

Correlation is not causation, and it harder to decide whether extra citations are a result of the social media buzz, or whether it is the underlying quality of an article or newsworthiness that drives both the buzz and the citations—it is likely a combination of both. It is not inconceivable that exposure on Twitter leads to a few extra citations: social media are often used by scientists “to catch useful citations...scholars might not otherwise be exposed to” [24], and many scientists see the value of Twitter in being a constant live literature alert service crowdsourced from peers. Tweets contain hyperlinks to articles, and hyperlinks may affect the ranking in search engines such as Google and increase the visibility for researchers.

Limitations of Twitter-Based Metrics

I suggest tweetations, twindex, and twimpact factor as metrics, which JMIR will publish and promote. These should be primarily seen as metrics for social impact (buzz, attentiveness, or popularity) and as a tool for researchers, journal editors, journalists, and the general public to filter and identify hot topics. Attentiveness to issues is a prerequisite for social change [33,34], and tweets are a useful metric to measure attentiveness to a specific scholarly publication. The data presented here also show that social impact is somewhat correlated with scientific impact, but there are important caveats. The correlation is far...
from perfect (as one can expect), and the complementary nature of the metrics needs to be stressed (as an aside, the complementary nature is also why the term altmetrics is not favored by this author—these metrics are probably not an alternative, but a complement to traditional citations). Popularity—which is one dimension of what tweet metrics are measuring—is an extremely useful (and revenue-predicting) measure for commercial enterprises such as the entertainment industry, but there are enormous pitfalls to applying metrics of popularity to health and science, if they are not qualified by or complemented with other metrics. While for funding organizations, journal editors, and research organizations it may be very valuable to know which topics resonate with the public (are popular and paid attention to), even though they did not receive a lot of citations (the articles in the false-positive group), there is a real danger that research topics or findings that are not trendy enough to resonate with the Twitter population—for example, research affecting disadvantaged populations that are not represented on Twitter—are marginalized. It is interesting that one of the false negatives (many citations, but few tweetations) included a paper dealing with a low-income elderly population [Article ID 1256]—exactly the population that is underrepresented on Twitter. On the other hand, publications that are “sexy,” trendy, or funny may receive huge exposure on Twitter, but may (or may not) have limited scientific value (a concept that is also not always accurately measured by citations).

Still, as mentioned earlier, there is enormous potential value for funding organizations, editors, and academic institutions to monitor these data, and to pay attention particularly to the false positives (high tweetations, low citations), as they may point to topics or questions that should perhaps be paid attention to. In our sample, the 3 articles that were highly tweeted but not highly cited (false positives; Article IDs 1223, 1163, 1281) all had a patient side to them, and consumers may have been the source of tweetations. Infoveillance of social media can be seen as a tool for public engagement in the discourse on what constitutes “important” research.

Finally, it must be acknowledged that there are journal-specific confounders at work that may limit the use of twimpact metrics, in particular if different journals are compared with each other (which is not currently done, but may be a future scenario). Journals cater to different communities and social networks, and when comparing how information propagates through online social networks, we may be measuring the structure of these networks and the attributes of these communities, rather than the attributes of the information itself. In other words, the number of tweetations is not a function of the intrinsic properties of the research article alone; rather, it is also influenced by factors related to the journal or venue it appears in, the community built around the journal, and how the scholarly information is marketed by the journal. But then again, the same is true for citations.

Limitations of This Study

While the results and metrics presented here are probably pivotal to paving the way to a new field of social media-based impact metrics, and while JMIR will increasingly use these approaches, the biggest question is whether our results and methods can be applied to other journals. JMIR is an ideal journal on which to experiment with altmetrics because it has a relatively high impact factor (ie, many traditional citation events) and—as a journal about the Internet and social media—it has a sophisticated readership that is generally ahead of the curve in adopting Web 2.0 tools. However, this also limits the generalizability of these results: what works for this journal may not work for other journals, in particular journals that are rarely cited (low impact factor) and that do not have an active Twitter user base. JMIR is a journal about information technology, and its readers may be more familiar with social media than readers of other journals are. Journals that publish non-Internet-related articles have probably far lower tweetation rates per article, and it is also less likely that people tweet about articles that are not open access. In fact, it has been argued that one key advantage of open access is that it facilitates knowledge dissemination among nonresearch users [35], and it is unlikely that articles from lower-impact subscription-based journals that are not accessible to a large number of users attract similar levels of tweetations. On the other hand, if tweetations about papers in subscription-based journals appear (eg, high-impact journals such as Science or Nature), it is likely that they were tweeted by expert users (scientists) who have access to the article; hence, they may be even more predictive for citations, because the general public is not (or to a lesser degree) part of the conversation.

The results presented here should be confirmed with tweets about other journals, as well as with future JMIR articles, and our group is currently conducting comparative analyses with other datasets. The hypothesis is that the results can be replicated for other journals as long as there is a large enough Twitter user base.

There are further, JMIR-specific caveats. First, as shown in Figure 1, JMIR ranks the top-tweeted articles on its website, and also sends out automatic tweets whenever a new article enters the top 10 in any of the monthly categories; both may have reinforced and amplified the response from Twitter users. Also, tweetations are a metric of the social media response; hence, the social media strategy of a journal likely has an impact on the results. Journals with an active social media presence and tweet alerts such as JMIR will have a higher uptake. JMIR followers have to click on only one button to retweet or modify these alerts (seed tweets). Journals that do not send out alerts for each article may have very different tweetation characteristics (eg, more late-stage tweetations). Further, the tweetation characteristics and rates are almost certainly influenced by the number of followers a journal has (JMIR currently has over 1000 followers) and, even more so, by lists and Twitter bots redistributing content to specific communities.

Researchers interested in using this new method and metric to compare different journals with each other should also be aware that the timing and frequency of article publication probably influence tweetation dynamics and rates (and may affect the strength of correlation between tweetations and citations). JMIR publishes articles as soon as they are ready, on different days of the week; as people tweet less during the weekend, the tweetation curve shown in Figure 2 may look slightly different for journals that always publish on Mondays (the

URL shorteners, and while we retrieved some shortened URLs, as our tool strictly looks at tweetations with direct links to JMIR articles. We also did not capture links to other sites that in turn talk about articles, or may contain links to news articles in this theme issue had very low tweetation rates.

The current report does not include a systematic qualitative analysis of tweet contents. However, a cursory scan through all the tweets suggests that the vast majority of tweets simply contained variants of the article title or the key conclusion, and rarely contained explicit positive sentiments (such as “Great article!”) or—even less common—negative sentiments (such as “questionable methods”—I have not seen any examples of the latter). This may be because the mere act of (re)tweeting an article is often an implicit endorsement or recommendation with which readers express their interest in and enthusiasm about a specific topic, support the research question and/or conclusion, or simply want to bring the article to the attention of their followers. Additional comments are not necessarily required to express this implicit endorsement. Also, with most tweets occurring on the day of publication, few readers will actually have had time to carefully read and appraise the entire paper beyond the title and perhaps abstract. While we originally thought of doing an automated sentiment analysis, the sparse nature of comments did not make this approach seem promising to elicit more specific data, although future studies using journals or articles with a high number of tweetations may want to take a closer look at this question.

Future studies may also want to try to increase the specificity and sensitivity by focussing on specific types of twitter users, or taking into account the network structure and relative influence of the tweetation authors. JMIR publishes a tweets influence factor on its “Top Articles” Page (see Figure 1), which takes into account not only the number of tweets, but also the influence of the users who sent these tweets. The influence of users can be computed by the number of their followers and/or how often their tweets are retweeted, and more research is required to establish if these secondary metrics elicit additional information or are already reflected in the raw tweetation counts.

Another limitation is that the present analysis took into account first-order tweetations only. Tweets may contain links to blogs that in turn talk about articles, or may contain links to news articles that report on new research findings (second-order tweetations). According to Priem and Costello, about 50% are second-order tweetations [24]. This analysis did not capture these, as our tool strictly looks at tweetations with direct links to JMIR articles. We also did not capture links to other sites where JMIR articles may be hosted, including PubMed, PubMed Central, or DOI resolvers. Finally, twitter users commonly use URL shorteners, and while we retrieved some shortened URLs (by URL shorteners such as bit.ly), we may not have captured tweetations where the URL was shortened by less common shorteners. Thus, the true total number of tweetations was likely higher than what is reported here. On the other hand, there is no reason to believe that not counting these tweetations would introduce a bias.

In the current analysis each unique tweet was counted as 1 tweetation. Thus, multiple tweets sent by the same user about the same article would have been counted multiple times. This is not a problem in the current analysis, because multiple tweets with the same URL from the same user were quite rare. However, it is theoretically possible that—especially if tweetations become a more common method to rank and filter articles—authors may start to “game” the system by sending multiple tweets about their own article to create more exposure for their articles. Thus, for any use case with serious implications for authors (eg, if tweetations become a more accepted and common early metrics for social impact), a tweetation should be defined as an URL mentioned by a distinct unique user.

Conclusions

It is a fascinating and compelling finding that the collective intelligence of Twitter users can, within limitations, predict citations, which normally take years to accumulate. It should be stressed again that one should neither expect nor hope for perfect correlation. Tweetations should be primarily seen as a metric for social impact and knowledge translation (how quickly new knowledge is taken up by the public) as well as a metric to measure public interest in a specific topic (what the public is paying attention to), while citations are primarily a metric for scholarly impact. Both are somewhat correlated, as shown here, but tweetations and citations measure different concepts, and measure uptake by or interest of different audiences (Figure 12). The correlation and mutual interaction between these audiences is illustrated in Figure 12 with bidirectional arrows, which point from “social media buzz” to “citations” (scientists being influenced by social media buzz), and from “use by scientists” to “social media buzz” (scientists creating buzz on Twitter), illustrating the mutual influence of these audiences and metrics.

So if not (primarily) as a proxy or early indicators for citations, how should or could tweetations be used? What are the use cases?

First, social media metrics can be easily used by scholars, institutions, and journals to monitor the overall impact of research in a timely manner, keeping in mind the caveats and limitations listed above. Second, these metrics could be used to evaluate different methods of knowledge dissemination. One could design studies where different methods of promoting an article (or other URLs, for example public health intervention websites) are evaluated, with the twimpact factor as an outcome measure. Third, social media impact metrics can also be used as a filter to direct users to research articles that the public or research communities are paying attention to. A website displaying real-time social impact metrics such as twimpact factors of current research articles may be useful for a wide range of potential audiences, including journalists, journal editors, researchers, public health officials, and patients, to direct them to topics and research that resonate with the public.

Figure 12. Model of the relationship between social impact and research impact metrics.

A Standing Call for Papers

More research is required to assess the robustness of these social media metrics and their ability to detect signals among the noise of social media chatter, for scientometric purposes or other use cases in infodemiologic research. As mentioned earlier, the metrics and regularities presented here not only have applications for scientometrics, but also may be used to measure the dynamics and “half-life” of other issues or events discussed on Twitter or social media in general.
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Multimedia Appendix 1

Dataset of 4208 tweets mentioning JMIR articles between July 24, 2008 and November 20, 2011. Real-time, daily updated summary article-level metrics for all JMIR articles including citation and tweetation counts, twimpact factors, twindex etc. can be downloaded from http://www.jmir.org/stats/articles?format=csv. Researchers interested in using and further analyzing these data are encouraged to contact the author.

[XLSX File (Microsoft Excel File), 540KB - jmir_v13i4e123_app1.xlsx]
Multimedia Appendix 2

Included references.

[PDF File (Adobe PDF File), 443KB - jmir_v13i4e123_app2.pdf]
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API: application programming interface
ctw7/75: collective twimpact factor for the 75th percentile of cumulative tweets within first 7 days of publication for all articles in a set of articles
DOI: digital object identifier
fn: false negative
fp: false positive
JMIR: Journal of Medical Internet Research
PLoS: Public Library of Science
THL:n: tweeted half-life
tn: true negative
tp: true positive
twn: cumulative number of tweets within n days of publication of an article, with day 0 being the publication date; tw7 is also called the twimpact factor
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Abstract

Background: Web-based and mobile health interventions (also called “Internet interventions” or “eHealth/mHealth interventions”) are tools or treatments, typically behaviorally based, that are operationalized and transformed for delivery via the Internet or mobile platforms. These include electronic tools for patients, informal caregivers, healthy consumers, and health care providers. The Consolidated Standards of Reporting Trials (CONSORT) statement was developed to improve the suboptimal reporting of randomized controlled trials (RCTs). While the CONSORT statement can be applied to provide broad guidance on how eHealth and mHealth trials should be reported, RCTs of web-based interventions pose very specific issues and challenges, in particular related to reporting sufficient details of the intervention to allow replication and theory-building.

Objective: To develop a checklist, dubbed CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile HEHealth Applications and onLine TeleHealth), as an extension of the CONSORT statement that provides guidance for authors of eHealth and mHealth interventions.

Methods: A literature review was conducted, followed by a survey among eHealth experts and a workshop.

Results: A checklist instrument was constructed as an extension of the CONSORT statement. The instrument has been adopted by the Journal of Medical Internet Research (JMIR) and authors of eHealth RCTs are required to submit an electronic checklist explaining how they addressed each subitem.

Conclusions: CONSORT-EHEALTH has the potential to improve reporting and provides a basis for evaluating the validity and applicability of eHealth trials. Subitems describing how the intervention should be reported can also be used for non-RCT evaluation reports. As part of the development process, an evaluation component is essential; therefore, feedback from authors will be solicited, and a before-after study will evaluate whether reporting has been improved.

(J Med Internet Res 2011;13(4):e126) doi:10.2196/jmir.1923
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**Introduction**

**Introducing CONSORT-EHEALTH**

The current issue of the *Journal of Medical Internet Research* (JMIR) 4/2011 is the first issue where we asked JMIR authors describing randomized trials to report their trials in accordance with a new instrument designed to improve the quality of reporting of eHealth and mHealth trials, dubbed CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth). While completing the checklist is only mandatory for authors of randomized controlled trials (RCTs), the checklist may also be useful for researchers employing other evaluation methods. Beyond web-based and mobile applications, the checklist presented here is probably also applicable for a wide range of other medical informatics and technology applications. This editorial provides a short introduction on the rationale and background of this ongoing initiative to improve the quality of research and to improve knowledge translation in this field.

**Web-based and Mobile Health Interventions**

Web-based health interventions (also called “Internet interventions” or “eHealth interventions”) are, for the purpose of this paper, “treatments, typically behaviorally based, that are operationalized and transformed for delivery via the Internet” [1]. With mobile devices being an increasingly important access point for Internet-based or otherwise networked electronic interventions, this definition includes interventions that are delivered through mobile devices or the new generation of tablet computers (eg, the iPad). Examples are behavior change interventions that help people quit smoking or lose weight, or mental health applications to address depression, anxieties, or other important health problems. An increasingly important area is the management of chronic diseases such as diabetes using Internet-based or mobile disease management programs, as well as patient-accessible personal health records, and tailored educational programs for patients. The term “treatment” should be understood in its broadest sense, and includes, for example, management tools, electronic tools that improve the communication (eg, between patient or health professionals) or systems that provide diagnostic or prognostic information or aid in the triage of patients.

Web-based and mobile interventions are increasingly important instruments in the toolkit of public health professionals and researchers [1-3]. The web-based delivery mode makes it relatively easy to enroll and track a large number of participants in longitudinal studies, including RCTs, to test the effectiveness of specific program components, or to evaluate the effectiveness of the program as a whole. The ease of enrollment comes, however, at a cost: compared to face-to-face trials, researchers in eHealth trials have less control over the participants, and Internet-based trials pose some other specific problems, related to execution and reporting of the trial [4].

While this is a young field, with less than a dozen web-based RCTs published before 2002 [4, 5], the number of reports evaluating web-based interventions in the medical literature is increasing rapidly. In October 2010, a scan of literature indexed in PubMed with the publication type “randomized trial” and major medical subject headings (MeSH) term “Internet”, elicited 582 published randomized trials. This does not take into account evaluations of mobile networked applications (which may not be indexed with the “Internet” keyword), or studies with nonrandomized longitudinal designs.

In addition to the rapidly growing area of Internet interventions, RCTs evaluating non-Internet interventions are also using elements of web-based trials, for example, Web-based recruitment or Web-based data collection [6].

While JMIR is the leading journal in this field (in terms of both impact and number of articles published in this field), these trials are scattered across a wide variety of journals: in the October 2010 scan, 263 different journals were identified which have published at least one “eHealth RCT”. While JMIR was the journal which had most trials published, the distribution has a very long tail, with relevant articles scattered in a wide range of other journals (see Table 1). As a consequence, reporting standards and the level of detail provided in these publications vary widely, hampering progress in this area, and impeding knowledge translation. While at JMIR we are requiring authors to submit the CONSORT (Consolidated Standards of Reporting Trials) checklist [7-11] and use additional checklists for some aspects of these trials (eg, Checklist for Reporting Results of Internet E-Surveys [CHERRIES] [12]), internationally developed and adopted reporting guidelines specifically for eHealth and mHealth trials are lacking.

The CONSORT statement was developed to improve the suboptimal reporting of RCTs [9]. While the CONSORT statement [9] and some published extensions [7,8,10,11] as well as other guidelines for other study designs and domains can be applied to provide broad guidance on how such evaluations should be reported, RCTs of web-based interventions pose very specific issues and challenges [4, 13], which we intended to amalgamate and elaborate in the form of a eHealth-specific CONSORT extension guideline and checklist, called CONSORT-EHEALTH.
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Table 1. Ranking of journals which have published at least 4 randomized trials of web-based applications (indexed with “Internet” as major MeSH heading and publication type = RCT) [from a list of a total of 582 trial publications], as of October 2010 (journal titles as per PubMed)

<table>
<thead>
<tr>
<th>Journal name</th>
<th>number of Internet RCTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of medical Internet research (JMIR)</td>
<td>37</td>
</tr>
<tr>
<td>Preventive medicine</td>
<td>12</td>
</tr>
<tr>
<td>Journal of consulting and clinical psychology</td>
<td>11</td>
</tr>
<tr>
<td>Nicotine &amp; tobacco research: official journal of the Society for Research on Nicotine and Tobacco</td>
<td>10</td>
</tr>
<tr>
<td>Diabetes care</td>
<td>9</td>
</tr>
<tr>
<td>Health education research</td>
<td>9</td>
</tr>
<tr>
<td>Behaviour research and therapy</td>
<td>9</td>
</tr>
<tr>
<td>Cyberpsychology &amp; behavior: the impact of the Internet, multimedia and virtual reality on behavior and society</td>
<td>9</td>
</tr>
<tr>
<td>Academic medicine: journal of the Association of American Medical Colleges</td>
<td>8</td>
</tr>
<tr>
<td>Journal of health communication</td>
<td>8</td>
</tr>
<tr>
<td>Cognitive behavior therapy</td>
<td>8</td>
</tr>
<tr>
<td>The Australian and New Zealand journal of psychiatry</td>
<td>7</td>
</tr>
<tr>
<td>BMC psychiatry</td>
<td>7</td>
</tr>
<tr>
<td>Studies in health technology and informatics</td>
<td>7</td>
</tr>
<tr>
<td>Annals of behavioral medicine: a publication of the Society of Behavioral Medicine</td>
<td>7</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>6</td>
</tr>
<tr>
<td>Patient education and counseling</td>
<td>6</td>
</tr>
<tr>
<td>Addiction (Abingdon, England)</td>
<td>6</td>
</tr>
<tr>
<td>Journal of substance abuse treatment</td>
<td>6</td>
</tr>
<tr>
<td>American journal of preventive medicine</td>
<td>6</td>
</tr>
<tr>
<td>BMC medical education</td>
<td>5</td>
</tr>
<tr>
<td>Obesity (Silver Spring, Md.)</td>
<td>5</td>
</tr>
<tr>
<td>Behavior research methods, instruments, &amp; computers: a journal of the Psychonomic Society, Inc</td>
<td>5</td>
</tr>
<tr>
<td>Archives of internal medicine</td>
<td>5</td>
</tr>
<tr>
<td>Addictive behaviors</td>
<td>5</td>
</tr>
<tr>
<td>Journal of nutrition education and behavior</td>
<td>5</td>
</tr>
<tr>
<td>Proceedings / AMIA ... Annual Symposium. AMIA Symposium</td>
<td>5</td>
</tr>
<tr>
<td>The Journal of adolescent health: official publication of the Society for Adolescent Medicine</td>
<td>5</td>
</tr>
<tr>
<td>BMC public health</td>
<td>5</td>
</tr>
<tr>
<td>AMIA ... Annual Symposium proceedings / AMIA Symposium. AMIA Symposium</td>
<td>5</td>
</tr>
<tr>
<td>Journal of general internal medicine</td>
<td>5</td>
</tr>
<tr>
<td>Trials</td>
<td>5</td>
</tr>
<tr>
<td>JAMA: the journal of the American Medical Association</td>
<td>4</td>
</tr>
<tr>
<td>The British journal of psychiatry: the journal of mental science</td>
<td>4</td>
</tr>
<tr>
<td>Journal of pediatric psychology</td>
<td>4</td>
</tr>
<tr>
<td>Journal of clinical nursing</td>
<td>4</td>
</tr>
<tr>
<td>Health psychology: official journal of the Division of Health Psychology, American Psychological Association</td>
<td>4</td>
</tr>
<tr>
<td>Computers, informatics, nursing: CIN</td>
<td>4</td>
</tr>
<tr>
<td>Depression and anxiety</td>
<td>4</td>
</tr>
<tr>
<td>Journal of telemedicine and telecare</td>
<td>4</td>
</tr>
</tbody>
</table>
Methods

To develop a guideline for reports of web-based interventions we broadly followed the standard methodology developed by the CONSORT group, reported in detail elsewhere [14]. We started the work on CONSORT-EHEALTH in October 2010 with writing a grant proposal requesting funding for a consensus workshop from the Canadian Institutes of Health Research (CIHR). Unfortunately, this funding request was turned down (with some rather odd explanations, such as “it is unclear why journal editors [private sector] need funding to complete this project.”) Without funding, our initial plan to use a 3-phase process of premeeting item generation, a meeting with invited stakeholders, and postmeeting consolidation, had to be modified, with only a very short face-to-face workshop in the context of a scientific meeting, and the bulk of the work being conducted through online consultations.

The core international group of CONSORT-EHEALTH contributors included researchers, funders, consumers, journal editors, and industry, listed under acknowledgments. This is (and remains) an open and dynamic group.

In the premeeting item-generation process, we used the current CONSORT guideline items as a framework, and generated additional items and subitems through literature searches, extracting reported items from published RCTs as well as relevant guidelines. We had access to the referee reports of JMIR, which helped us to evaluate which items are frequently pointed out by reviewers as “missing” in the original submissions of the authors. Additional input came from a face-to-face session hosted by the International Society for Research on Internet Interventions (ISRII), in Sydney, Australia on April 6-8, 2011.

A preliminary version of the CONSORT-EHEALTH checklist (V1.5) was published in April 2010. In a web-based Delphi process we gathered some data on the importance of the items [14]. The initial questionnaire with the list of items is shown in Multimedia Appendix 1. Participants were asked to suggest missing items (under each CONSORT subheading), and to rate each proposed subitem on a scale of 1-5 (where 1 was “subitem not at all important” and 5 was “essential”).

We kept items as “essential” in the CONSORT-EHEALTH when at least 50% of respondents rated an item as “5-essential”. We downgraded items as “highly recommended” when at least 50% of respondents rated an item as 4 or 5 (but less than 50% said it is “essential”). We eliminated items when less than 50% of respondents answered 4 or 5.

Results

CONSORT-EHEALTH

The key references identified and used for item generation are the original CONSORT items—in particular including the extension for nonpharmacologic treatments [7]—as well as an early paper by Eysenbach on eHealth-specific RCT issues [4], a paper on the relevance of CONSORT reporting criteria for eHealth trials by Baker and colleagues [13], and a preprint of a recent paper by Proudfoot and colleagues [15]. An existing guideline for evaluation studies in health informatics [16] proved to be too broad to be of much use. Systematic reviews in this area [2, 3, 17, 18] provided further useful frameworks for identifying items that should be reported.

Based on these references, we published an initial instrument (CONSORT-EHEALTH V1.5) with 53 additional subitems, either explaining or enhancing the original 25 CONSORT items. EHEALTH-specific subitems were indicated with Roman numerals (eg, CONSORT item 2a had two additional subitems numbered 2a-i and 2a-ii). We added 2 items to the original 25-item CONSORT (item X26 on ethics, and item X27 on conflict of interest disclosure), which are not part of the original CONSORT checklist and did not fit under any existing item. This instrument was published in March 2011, and JMIR readers and eHealth stakeholders were asked to comment on the instrument and to rate the importance of each subitem.

Between April 4 and June 17 2011, we received 55 responses to CONSORT V1.5 (first Delphi round). Multimedia Appendix 2 and Multimedia Appendix 3 show the responses.

Most users agreed with all subitems. Only 1 subitem was eliminated after the first Delphi round (“Report how institutional conflict of interest disclosure), which are not part of the original CONSORT checklist and did not fit under any existing item. This instrument was published in March 2011, and JMIR readers and eHealth stakeholders were asked to comment on the instrument and to rate the importance of each subitem.

Between April 4 and June 17 2011, we received 55 responses to CONSORT V1.5 (first Delphi round). Multimedia Appendix 2 and Multimedia Appendix 3 show the responses.

Most users agreed with all subitems. Only 1 subitem was eliminated after the first Delphi round (“Report how institutional conflict of interest disclosure), which are not part of the original CONSORT checklist and did not fit under any existing item. This instrument was published in March 2011, and JMIR readers and eHealth stakeholders were asked to comment on the instrument and to rate the importance of each subitem.

The resulting current iteration of CONSORT-EHEALTH V1.6.1 (which is currently in use at JMIR) has 17 subitems that are deemed “essential”, and 35 subitems that are deemed “highly recommended” (Multimedia Appendix 4). The checklist (V1.6.1) was published on the JMIR website on August 25, 2011 and is currently being pilot-tested with the help of JMIR authors, who are asked to submit an electronic version of the checklist via an online questionnaire when they submit reports of an RCT (Multimedia Appendix 5). In this questionnaire, authors of RCTs are required to quote passages of their manuscript corresponding to each item, or to quickly explain why they are not applicable. They are also asked to (on a voluntary basis) rate the importance of the items for their trial. We expect the next iteration of CONSORT-EHEALTH V2.0 to be published early 2013, which will take into account the feedback received from actual RCT authors (who may also be acknowledged as part of the CONSORT-EHEALTH revision group). This way we ensure that the next iteration of CONSORT-EHEALTH is informed by the experiences of actual users.

Specific Reporting Issues of Ehealth Trials and Examples for Guideline Items

In the following we provide some examples of items and subitems that are part of the guideline.

For example, in the interest of reproducibility and comparability (in the research setting) as well as for implementation and dissemination (in practice settings), a detailed description and documentation of the intervention is required. The CONSORT checklist contains only a single item related to the intervention (item 5: “Describe the interventions for each group with sufficient details to allow replication, including how and when they were actually administered”). This may be sufficient for
drug trials, where the simple mentioning of the drug name and its administration mode and dosage is sufficient to characterize the intervention, but not sufficient for eHealth or mHealth interventions, which are complex interventions requiring more details so that others can replicate the intervention. Thus, we created a detailed subchecklist as an extension to the CONSORT item 5, listing required and desired reporting elements characterizing the functional components and other important features of the web intervention (Table 2).

Two of these subitems (5-v and 5-vi) speak to the problem of digital preservation of the intervention, which is another unique aspect of eHealth or mHealth trials. For scientific hypotheses and findings to be confirmed or disproved by other researchers, key elements should be available to other researchers, ideally as open source code, or at least be theoretically “reproducible” by disclosing algorithms, pathways of participants through the application, etc., or at a minimum by providing screenshots or archiving the interfaces in a webarchive (such as the Internet Archive or WebCitation.org). The issue of open source and complete transparency of the algorithms appeared to be somewhat controversial among respondents, as some eHealth applications may have commercial use and some respondents were concerned about publicizing proprietary algorithms. While at JMIR we highly encourage the publication of open source code alongside the publication, there does not currently seem to be a consensus to make this a universal requirement across journals. However, even if the code is not made accessible as open source, the report must contain sufficient details and preferably screenshots to allow others to replicate or disprove the key findings – otherwise it cannot be considered scientific research and should be published in a trade journal rather than a peer-reviewed scholarly journal.

Apart from expanding the intervention description item 5, there were other important additions and expansions of the current CONSORT items.

A number of guideline subitems (6a-ii, 12a-i, 13b-i, 17-i; see Multimedia Appendix 4) are related to the important issue of attrition (non-use) and use (engagement, “dose”, adherence) of the intervention [19]. As participants in web-based evaluations usually have full control over whether or not they use the intervention, and how often and how long they engage with the application, real-world evaluations of web-based interventions and interpretations of reports on their effectiveness (or lack thereof) are often complicated by the fact that a substantial proportion of participants may have dropped out of the trial (non-use or loss-to-follow-up attrition) [19]. While nonadherence may be a problem in drug trials too, the attrition rates in Internet-based trials are by far higher than in trials with a face-to-face component. As effectiveness as measured in these trials is a function of (and dependent on) participants actually using the intervention, researchers should measure and report metrics of use (adherence) and/or non-use (attrition), which can be measured using a variety of metrics such as number of logins and average session time. However, even these seemingly straightforward metrics require additional explanations, for example, if researchers report an average session time, this may be skewed by some participants never logging out; therefore, additional information such as the timeout policy should be provided (eg, automatic logout after 15 minutes of inactivity) in order to enable accurate interpretation and across-trial comparisons. In subitem 6a-ii (an expansion of CONSORT item 6 “outcomes”) we suggest that researchers explain how use and engagement was measured and defined, in addition to describing how the primary health outcomes were measured, and in subitem 17-i (an expansion of CONSORT item 17 “outcomes and estimation”) we ask that use and usage outcomes should be reported. In subitem 12a-i (an expansion of CONSORT item 12 “statistical methods”) we specifically ask how missing values due to attrition were treated statistically [20]. In addition to the traditional CONSORT flow diagram we also highly encourage the provision of an attrition diagram (CONSORT-EHEALTH item 13b-i) in the results sections, illustrating the login behavior of participants in all groups over time as a survival curve [19].

The comprehensive description of web-based recruitment strategies and data collection methods are other areas where we identified the need for guideline items. Our previously published CHERRIES guideline for reporting web-based surveys [12] may provide additional guidance and may be seen as a supplement to subitem 6a-i, which deals with the common case where outcomes were collected through online questionnaires. There is a regrettable trend to split reports of randomized trials into “least publishable units”, for example, to publish one paper with the results of the primary RCT outcomes, another paper with usage results, and another paper with a qualitative analysis of participant feedback. At JMIR, we have a strict policy against “salami publication”, a practice that limits the ability of the reader to interpret the overall findings, and will consider such multipart papers only in exceptional circumstances, and preferably when the reports are submitted together and published in the same journal issue. An in-depth qualitative evaluation may justify a separate paper, but a few CONSORT-EHEALTH items (6a-iii and 19-ii) remind authors that some qualitative analysis should be part of any eHealth evaluation report, in particular if nonuse of the application or potential harmful effects were observed, which should shift the focus of the report to the question why these results occurred.

Finally, in order to enhance retrievability (findability) of these kinds of studies in PubMed and other bibliographic databases, we also suggest preferred terms to be used in article titles and abstracts (eg, “web-based intervention” or “mobile intervention”). These recommendations are based on an analysis of the prevalence of terms used in current studies.
We hypothesize that publication of the guideline in August 2010 will have a significant impact on the quality of reports of web-based intervention evaluations, which will in turn enable better systematic reviews and facilitate knowledge translation.

The guideline will hopefully also be a useful starting point and framework for discussions around the quality of eHealth trials, how such trials should actually be conducted, which items should be reported in protocols, grant proposals and trial registries, and how trials should be classified and synthesized in systematic reviews.
Elements of the guideline may be useful for researchers of other disciplines who use web-based recruitment or data collection methods, even if it is not an Internet- or mobile intervention which is being evaluated.

Many elements of the guideline (particularly the section describing subitems of the intervention) are applicable not only to randomized trials, but any kind of evaluation report.

While the Journal of Medical Internet Research is the first journal to adopt these guidelines, we hope that other journals and organizations endorse and adopt the guidelines. Authors are encouraged to report their research (and research protocols) in accordance with CONSORT-EHEALTH, regardless of the ultimate publication venue. Authors preparing their reports in accordance with CONSORT-EHEALTH are encouraged to cite the current guidelines (this paper), in order to facilitate further dissemination and uptake of best practices for reporting.

The current checklist is only the first step and the guideline will be very much a living document in an iterative and ongoing development process. As technology is changing constantly and rapidly, and reporting of eHealth and mHealth interventions is determined by what is technologically possible, the checklist will need to be updated much more frequently than other guidelines dealing with more “static” interventions, such as acupuncture (STRICTA) [21].

As part of the iterative development process, an ongoing evaluation component is essential; otherwise, asking authors, journals and editors to use and endorse the guidance is not warranted.

To provide a body of evidence to support usage of the guideline we intend to evaluate, elaborate on, and further develop the CONSORT-EHEALTH checklist, by

- a pilot implementation at the Journal of Medical Internet Research which involves collecting data from RCT authors (this pilot started with the current issue 4/2011) (see Multimedia Appendix 5 for the data collection form)
- a retrospective analysis of a random sample of web-based RCTs, published before publication of the CONSORT-EHEALTH checklist (ongoing)
- development of an Explanation and Elaboration manuscript
- development of a website and an interactive toolkit
- the formation of a standing working group to lead the continued development of the guideline
- a systematic analysis of RCTs of web-based interventions published after publication of the guideline, to evaluate the impact of the checklist, and to identify shortcomings and new items
- creation of a searchable database of trials (based on the information entered by JMIR authors when filling in the CONSORT-EHEALTH checklist).

It should be stressed again that the development of CONSORT-EHEALTH is an iterative and ongoing process, which requires a broad stakeholder input, which we welcome. We will continue to try to obtain funding for this important work which in our view is essential to advance the art and science of Internet and mobile interventions.
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Abstract

Active patient and public involvement as partners in their own health care and in the development of health services is key to achieving a health care system that is responsive to patients’ needs and values. It promotes better use of the health care system, and improves health outcomes, quality of life and patient satisfaction. By involving patients and health care professionals as partners in the creation and updating of patient health support tools, wikis—highly accessible, interactive vehicles of communication—have the potential to empower users to implement these support tools in daily life. Acknowledging the potential of wikis, and recognizing that they capitalize on the free and open access to information, scientists, opinion leaders and patient advocates have suggested that wikis could help decision-making constituencies improve the delivery of health care. They might also decrease its cost and improve access to knowledge within developing countries. However, little is known about the efficacy of wikis in helping to attain these goals. There is also a need to know more about the intention of patients and health care workers to use wikis, in what circumstances and what factors will influence their use of wikis. In this issue of the Journal of Medical Internet Research, Gupta et al describe how they developed and tested a new wiki-inspired application to improve asthma care. The researchers involved patients with asthma, primary care physicians, pulmonologists and certified asthma educators in the construction of an asthma action plan. Their paper—entitled “WikiBuild: a new online collaboration process for multistakeholder tool development and consensus building”—is the first description of a wiki-inspired technology built to involve patients and health care professionals in the development of a patient support tool. This innovative study has made important contributions toward how wikis could be generalized to involve multiple stakeholders in the development of other knowledge translation tools such as clinical practice guidelines or decision aids. More specifically, Gupta et al have uncovered potential action mechanisms toward increasing usage of these tools by patients and health care professionals. These are decreasing hierarchical influences, increasing usability and adapting a tool to local context. More research is now needed to determine if the use of the resulting wiki-developed plan will actually be higher than a plan developed using other methods. Furthermore, there is also a need to assess the intention of participants to continue using wiki-based processes on an ongoing basis. It is in this dynamic and continuous retroaction loop that the support tool users—both patients and health care professionals—can adapt and improve the product after its real-life shortcomings are revealed and as new evidence becomes available. As such, a wiki would be more than a simple...
patient support development tool, but could also become a dynamic and interactive repository and delivery tool that would facilitate ongoing and sustainable patient and professional engagement.
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Active patient and public involvement as partners in their own health care and in the development of health services is key to achieving a health care system that is responsive to patients’ needs and values [1-3]. It promotes better use of the health care system and improves health outcomes, quality of life, and patient satisfaction [4]. By involving patients and health care professionals as partners in the creation and updating of patient health support tools, wikis—highly accessible, interactive vehicles of communication—have the potential to empower users to implement these support tools in daily life [5].

Acknowledging the potential of wikis and recognizing that they capitalize on the free and open access to information, scientists, opinion leaders, and patient advocates have suggested that wikis could help decision-making constituencies improve the delivery of health care [6,7]. Wikis might also decrease the cost of health care [8] and improve access to knowledge within developing countries [6,9,10]. However, little is known about the efficacy of wikis in helping to attain these goals. There is also a need to know more about the intention of patients and health care workers to use wikis and in what circumstances, and what factors will influence their use of wikis [11]. An ongoing scoping review on the use of wikis and collaborative writing applications in health care will better identify the areas where further knowledge synthesis is needed and the areas where more primary research remains to be done [12].

In this issue of the Journal of Medical Internet Research, Gupta et al [13] describe how they developed and tested a new wiki-inspired application to improve asthma care. The researchers involved patients with asthma, primary care physicians, pulmonologists, and certified asthma educators in the construction of an asthma action plan. Their paper—entitled “WikiBuild: a new online collaboration process for multistakeholder tool development and consensus building”—is the first description of a wiki-inspired technology built to involve patients and health care professionals in the development of a patient support tool. The findings of this study will thus be an important addition to the cumulative evidence being synthesized in the ongoing scoping review [12].

Given the drive for more patient and public involvement in health care, finding effective ways to engage patients in decision making has become paramount [14]. For asthma patients, the use of an action plan—a document written by health care professionals to guide patients’ individual self-management of worsening symptoms—has been shown to significantly reduce hospitalizations, emergency room visits, and missed work or school, and to significantly improve quality of life [15]. However, in practice, these asthma action plans are not used, and uptake has been low by clinicians and patients alike. Most existing action plans have been developed by teams consisting exclusively of medical experts who have focused on the content of action plans without addressing ease of use and visual design factors. By involving patients in the development of patient information materials, more relevant information can be included that is better adapted to the local context and that better meets the needs of end users [16].

In developing this custom-built application to enable peer-to-peer editing of the visual characteristics of an asthma action plan, the authors highlight the importance of the visual design of patient support tools. The way information is transmitted to patients greatly influences their decisions. Thomas Goetz brilliantly illustrates this fact in a popular TED Talk available on YouTube [17]. In this video, he points to seminal research showing that a drug facts box—a simple 1-page summary of relevant drug information—improves consumers’ knowledge of prescription drug benefits and side effects [18]. The WikiBuild process proposes a bold new way of incorporating patients’ and professionals’ action plan design preferences with the intention of increasing its uptake.

Overall, the WikiBuild application surpassed the authors’ expectations of usability in many aspects. Almost all the participants contributed to the development of the tool using the new wiki application. Even though participants had incentives to contribute, this very high contribution rate compares very well with editing rates within well-known wikis such as Wikipedia [19]. In the end, most participants were satisfied with the final action plan, and few participants perceived interstakeholder group hierarchies. One of the basic philosophies supporting the use of wikis for collaborative work is that authors are equal and authority is generally disregarded, since each contribution is judged by its merit and not by the degree or title of its author. Equality between individuals is one of the basic characteristics of collaboration, and research has shown that collaboration is hindered by power differences based on gender stereotypes and social status [20,21].

The main limitation acknowledged by the authors for their wiki-inspired application was that options in the wiki site were predetermined, possibly limiting user creativity. This limitation was intended to focus participants’ attention on adapting the visual aspects. However, this constraint possibly limited participants’ capacity to collaboratively write the action plan content, a process that could also increase its relevance and usability. Recognizing this vast potential, other scientists are exploring wikis to involve patients in collaborative content writing [22].

Notwithstanding this limitation, this innovative study has made important contributions toward how wikis could be generalized to involve multiple stakeholders in the development of other
knowledge translation tools such as clinical practice guidelines or decision aids. More specifically, Gupta and colleagues have uncovered potential action mechanisms toward increasing usage of these tools by patients and health care professionals. These are decreasing hierarchical influences, increasing usability, and adapting a tool to the local context.

More research is now needed to determine whether the resulting wiki-developed plan will actually be used more than a plan developed by other methods. Furthermore, there is also a need to assess the intention of participants to continue using wiki-based processes on an ongoing basis. It is in this dynamic and continuous retroactive loop that the support tool users—both patients and health care professionals—can adapt and improve the product after its real-life shortcomings are revealed and as new evidence becomes available. As such, a wiki would be more than a simple patient support development tool; it could also become a dynamic and interactive repository and delivery tool that would facilitate ongoing and sustainable patient and professional engagement.

In conclusion, Gupta and colleagues have shed new light on how wikis could engage patients and health care professionals in the creation and use of an asthma action plan. By doing so, they have also paved the way to further exploration of wikis for patient and health care professional involvement in the development of many other knowledge translation tools such as decision aids and clinical practice guidelines.
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Abstract

As the use of eHealth grows and diversifies globally, the concept of eHealth literacy – a foundational skill set that underpins the use of information and communication technologies (ICT) for health – becomes more important than ever to understand and advance. EHealth literacy draws our collective attention to the knowledge and complex skill set that is often taken for granted when people interact with technology to address information, focusing our attention on learning and usability issues from the clinical through to population health level. Just as the field of eHealth is dynamic and evolving, so too is the context where eHealth literacy is applied and understood. The original Lily Model of eHealth literacy and scale used to assess it were developed at a time when the first generation of web tools gained prominence before the rise of social media. The rapid shifts in the informational landscape created by Web 2.0 tools and environments suggests it might be time to revisit the concept of eHealth Literacy and consider what a second release might look like.

(Keywords: eHealth literacy, measurement, consumer eHealth, social media)

Introduction

As the use of eHealth grows and diversifies globally, the concept of eHealth literacy – a foundational skill set that underpins the use of information and communication technologies (ICT) for health – becomes more important than ever to understand and advance [1]. eHealth literacy draws our collective attention to the knowledge and complex skill set that is often taken for granted when people interact with technology to address information, focusing our attention on learning and usability issues from the clinical through to population health level. Just as the field of eHealth is dynamic and evolving, so too is the context where eHealth literacy is applied and understood. The original Lily Model of eHealth literacy [1] and the scale used to assess it [2] were developed at a time when the first generation of web tools gained prominence before the rise of social media. The rapid shifts in the informational landscape created by Web 2.0 tools and environments suggests it might be time to revisit the concept of eHealth Literacy and consider what a second release might look like.

This issue of the Journal of Medical Internet Research (JMIR) provides examples of the diverse means in which the concept of eHealth Literacy has been applied, introducing challenges and presenting opportunities for understanding the evolution of the concept in the age of eHealth and mHealth. These challenges and opportunities will now be discussed in light of four papers published in this issue of JMIR [3-6].

The eHealth Literacy Concept and eHEALS

The eHealth literacy concept, model and related measurement scale, the eHealth Literacy Scale (eHEALS) [1, 2], originated from work that Harvey Skinner and I were doing on ICT-facilitated health promotion with youth and youth workers in the late 1990’s and early 2000’s [7 -11]. At the time, those under the age of 25 were among the most prolific and creative users of ICT’s and thus, provided the ideal population to study the skill set required to access and fully engage with what became known as eHealth [12]. The concept of eHealth literacy was born of repeated observation in our research and health promotion practice that there was a noticeable gap between

consumers’ absolute use of technology and the functional adoption of that technology into useful information finding and problem-solving. The eHEALS has been used in a variety of settings, with diverse population groups and has been translated into multiple languages [13-16]. The 8 or 10-item measure of eHealth Literacy continues to perform consistently across settings and populations.

**eHealth Literacy in This JMIR Issue**

The theory and measurement of eHealth literacy is not without challenges and the papers in this issue highlight some of them, while presenting opportunities for further learning.

The work by Stellefson and colleagues [3] looked at the state of eHealth literacy research with young people, drawing on the original study and model of eHealth literacy by Norman and Skinner [1,2] and also the definition of health literacy posed by the U.S. Institute of Medicine [17]. The paper demonstrates how things can get conflated when looking at the literacy issues within an eHealth context. The original Lily Model – referred to by the authors in the introduction – posits that eHealth literacy is a form of meta-literacy, combining many different literacy skills beyond just health literacy or numeracy. To focus solely on just one or two aspects of literacy within the model when assessing how it manifests in practice is problematic when making claims about eHealth literacy as a whole given that the concept is intended to represent a set of integrated skills. eHealth literacy operates as part of a learning system, whereby the component parts operate as a whole and not in a means that is easily amenable to subdivision.

The study by Chan and Kaufman [6] illustrate this complexity while expanding the scope of how eHealth literacy is assessed in the practice of eHealth use. The authors look at the concept of eHealth literacy as it is expressed in the practice of information seeking and contribution to interactive discussions by looking at the task demands required to fully engage with eHealth. They propose a framework for characterizing the task demands associated with eHealth use and in doing so extend the eHealth literacy model in light of practice, offering to fill the gap between the theory and the measurement of the concept. While the eHEALS was cited in the paper, none of the selected studies used the eHEALS. Furthermore, the study’s inclusion criteria included papers that had “at least one aspect of eHealth literacy accounted for in the Norman and Skinner [1] definition used within this review”. In taking this approach, there is a risk that eHealth literacy is reduced to a set of interchangeable skills without attention to how they combine. Indeed, the argument posed when the model was created was that eHealth literacy was the combined features of the six forms of literacy or petals in the Lily Model, not a subset of them.

Xie [5] took a different approach by looking at the eHEALS items along with measures of learning styles, preferences and general knowledge. The study focused on a population that has high needs for information, potentially greater isolation for informational resources, and a perceived lower familiarity with ICT’s. By looking at the skill set of eHealth literacy within a larger learning context, Xie reminds us that learning – no matter what the subject matter – is highly contextual, often social, and dependent upon learning styles and opportunities to connect with others.

Context is also an issue with the eHEALS itself, as the work by van der Vaart and colleagues [4] (perhaps unintentionally) introduce in their critique of the validity of the eHEALS. At the outset, the eHEALS was designed to be easy to use and administer in response to the expressed needs of health professionals who said they would not use a long instrument in practice. After three years of development, an 8 and 10-item version of the eHEALS was created to address research and health practitioner needs. The eHEALS was put through a rigorous testing process to explore the internal consistency reliability and validity of the instrument. In the initial studies that contributed to the development of the eHEALS, both reliability and validity scores were high, indicating that the measure was suitable to use. Since its initial testing and the publication of the eHEALS in JMIR, the eHEALS has been translated into multiple languages and employed with a diverse population stream from Chinese children [11] through to older adults [18]. While the results have been consistently positive, there are issues with the way that the concept of eHealth literacy has been measured.

The research by van der Vaart and colleagues [4] questions the validity of the eHEALS in light of a weak correlation between eHealth literacy and Internet use. The findings by van der Vaart and colleagues could be due to cultural differences, measurement inconsistencies across studies, or it could be due to something else related to the evolving nature of eHealth altogether. When the eHEALS was first developed, the correlation between the two was high, so what has changed and why might this latest research reveal something different? One of the principal reasons may be that the Internet has changed. When the eHEALS was first developed, the technology sector was in recovery from the dot-com bust and still seeking to develop itself. Social media hadn’t been realized, nor had widespread mobile Internet use taken off. Today, social media and the mobile web are among the most popular uses of the Internet among consumers [19]. While the eHEALS remains a strong tool for assessing competency with Web 1.0 related technologies, its fit with social media is unclear and the eHEALS feels incomplete. It is possible that these qualities are coming out with regards to current Internet use patterns, which are different and build on the foundational skills that the eHEALS measures.

Such questions may be less about validity in a specific sense and more about the validity in a more generalized sense of Internet usage. Indeed, the positive coherence of the eHEALS in other studies and its psychometric robustness might suggest adding a social media interactive subscale rather than a change to the existing items, which would have significant consequences for the psychometric integrity of the instrument. Items could be developed that consider skills and tasks like:

- confidence in expressing oneself clearly in social interactions online
- ability to synthesize professional and non-professional advice
- comfort and skill in navigating through information obtained through a mobile device
• ability to use apomediaries to filter relevant and trustworthy information [20].

Conclusion

The fundamental collection of skills that comprise eHealth Literacy have not likely changed, but the contexts in which they are expressed in the dynamic realm introduced by social media have. This presents an opportunity for research and practice to consider the ways in which eHealth literacy can be understood and fostered. The papers presented in this issue of JMIR provide important additions to the growing field of study in eHealth literacy and offer a glimpse as to where the concept may evolve to as more evidence unfolds.
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Abstract

Background: Many eHealth technologies are not successful in realizing sustainable innovations in health care practices. One of the reasons for this is that the current development of eHealth technology often disregards the interdependencies between technology, human characteristics, and the socioeconomic environment, resulting in technology that has a low impact in health care practices. To overcome the hurdles with eHealth design and implementation, a new, holistic approach to the development of eHealth technologies is needed, one that takes into account the complexity of health care and the rituals and habits of patients and other stakeholders.

Objective: The aim of this viewpoint paper is to improve the uptake and impact of eHealth technologies by advocating a holistic approach toward their development and eventual integration in the health sector.

Methods: To identify the potential and limitations of current eHealth frameworks (1999–2009), we carried out a literature search in the following electronic databases: PubMed, ScienceDirect, Web of Knowledge, PiCarta, and Google Scholar. Of the 60 papers that were identified, 44 were selected for full review. We excluded those papers that did not describe hands-on guidelines or quality criteria for the design, implementation, and evaluation of eHealth technologies (28 papers). From the results retrieved, we identified 16 eHealth frameworks that matched the inclusion criteria. The outcomes were used to posit strategies and principles for a holistic approach toward the development of eHealth technologies; these principles underpin our holistic eHealth framework.

Results: A total of 16 frameworks qualified for a final analysis, based on their theoretical backgrounds and visions on eHealth, and the strategies and conditions for the research and development of eHealth technologies. Despite their potential, the relationship between the visions on eHealth, proposed strategies, and research methods is obscure, perhaps due to a rather conceptual approach that focuses on the rationale behind the frameworks rather than on practical guidelines. In addition, the Web 2.0 technologies that call for a more stakeholder-driven approach are beyond the scope of current frameworks. To overcome these limitations, we composed a holistic framework based on a participatory development approach, persuasive design techniques, and business modeling.

Conclusions: To demonstrate the impact of eHealth technologies more effectively, a fresh way of thinking is required about how technology can be used to innovate health care. It also requires new concepts and instruments to develop and implement technologies in practice. The proposed framework serves as an evidence-based roadmap.

Introduction

The impact of eHealth technologies is sometimes questioned because of a mismatch between the postulated benefits and actual outcomes. A lack of evidence about the distinct effects of eHealth technologies on health and health care is apparent [1-4]. Health care professionals are often skeptical and show little support for eHealth because technology does not seem to work for them or the benefit of their patients [5]. As a result, eHealth technologies often face adoption problems.

What could explain this mismatch? We know from research and the literature [1,2,4] that inadequate reimbursement and legislation can slow down the pace of innovation. Investors need to have trust before they can finance eHealth projects [2]. Apart from economic trust, a complex innovation needs coordination and communication [6], especially in the case of chronic disease management, where a variety of stakeholders are involved. Introducing eHealth technologies into the health care system requires careful coordination and communication among health care professionals, patients, informal caregivers, end users, and others. This is exactly what seems so hard to realize in practice. The same goes for project management; the precise definition of scope and objectives of the eHealth technology, the casting of participants, and the timely allocation of well-defined powers (eg, recourses and opinion leaders) and responsibilities are often not well defined beforehand. In day-to-day health care practice, these components are often present only on a superficial level, or not at all. In this situation, a lack of coordination and management deeply affects the outcomes from eHealth technologies research. Conversely, post hoc analysis does not, or cannot, account for the clouding of possible effects due to these important factors.

Another cause for the supposed low impact of eHealth technologies is the peripheral position of the users. eHealth technologies are often developed with only a marginal level of engagement from the (end) user. This lack of human centeredness explains the incidence of usability problems [7-9], or high attrition rates [10-18]. People simply stop using technologies that do not correspond in any way with their daily lives, habits, or rituals. In the end, the use of new technologies appears to be time consuming and frustrating for all those involved. In this way, technology-driven approaches result in “high tech-with-a-low impact” eHealth technologies [19-22].

All these confounding factors are not inextricably tied up with technology. Rather, avoiding them would reveal the real impact of eHealth technologies. The way in which technology is being designed to improve health care needs rethinking. The approaches that are being used to develop eHealth technologies are not productive enough to create technologies that are meaningful, manageable, and sustainable.

The development of eHealth technologies involves more than merely procuring stand-alone medical devices. We recognize the social dynamic and significance of eHealth technologies and their potential for improving health care. Creating a new technology often forces us to clarify how the process of health care delivery actually runs—for example, who the key stakeholders are and how payment is organized. It also illustrates the interdependencies between technology, people, their sociocultural environment, and the infrastructural organization of health care. Ideally, all stakeholders should be aware of these complex relationships [23].

In the wake of health 2.0 and medicine 2.0 initiatives [24, 25], a growing number of studies have emphasized the importance of a participatory development process involving (end) users—and other stakeholders such as payers, decision makers, insurers, and government officials—to increase the uptake of eHealth technologies [24]. Yet, in current perspectives on and definitions of health 2.0 [25], the role of stakeholders is not often addressed, nor is the potential of eHealth technologies to create infrastructures for better, cheaper, and easier-to-get health care services.

As long as the need to create a better fit between technological, human, and contextual factors continues to go unaddressed, the uptake and impact of eHealth technologies will remain at the very least poor, and at best undecided [4,26-28]. Therefore, we believe that a holistic approach is needed. Holistic means that we emphasize the importance of the whole and the interdependence of its parts, and avoid separate analysis of its parts. Such an approach would account for the issues of finance, management and technology when designing, implementing, and evaluating eHealth technologies. It constructs a productive fit through the integration of persuasive and human-centered design principles and business modeling. The urgent need for a holistic perspective to overcome the obstacles that stand in the way of the uptake of eHealth technologies has already been recognized [6,28].

The aim of this viewpoint paper is to boost the uptake and impact of eHealth technologies by advocating a holistic development approach. To this end, we undertook a critical appraisal of existing eHealth frameworks. First, we tried to identify the constituent elements of the framework: the target groups, the goals related to the development, implementation, and evaluation of eHealth technologies, the theoretical backgrounds, the visions on eHealth, and strategies or principles to increase the uptake and impact of eHealth technologies. In particular, we evaluated the extent to which the frameworks aim to realize a fit between human, organizational, and technological factors. Second, based on the outcomes of the review and supported by current knowledge on eHealth technologies development, we present the working principles for the holistic development process of eHealth technologies. And third, we build these principles into a holistic framework for developers, researchers, and decision makers. This holistic framework intends to guide the development of eHealth technologies.
technologies. It already does so in three of our case studies in infection management, dermatology, and diabetes. The roadmap represents our current view on the development of eHealth technologies. It is a dynamic framework and we also publish it as a wiki for collaborative use (http://ehealthwiki.org).

**Review of Existing eHealth Frameworks**

**Selection Procedure**

We searched the literature through the electronic databases PubMed, ScienceDirect, Web of Knowledge, PiCarta, and Google Scholar. Journal indexes were searched. Examples of journals searched are the *Journal of Medical Internet Research, International Journal of Medical Informatics, Telemedicine and e-Health, Journal of Telemedicine and Telecare,* and *Journal of the American Medical Informatics Association.* Using a snowball and cross-referencing methodology, we included relevant cited and related articles.

We included eHealth frameworks based on the following inclusion criteria:

1. The paper must be published in a peer-reviewed journal.
2. The paper must either describe an eHealth theory, perspective, framework, or model, or contain a literature review. We particularly sought frameworks that provide a set of guiding principles for improving the development, uptake, and impact of eHealth technologies. A framework is considered as a set of (1) principles: assumptions, constructs, quality criteria, and ideas that guide research and development, and/or (2) strategies: hands-on guidelines, design heuristics, and methods to assist the development process, and/or constructs or criteria that have to be met to increase the quality of eHealth technologies (definition based on Kaufman et al [29]).
3. The proposed framework must propose quality criteria for the design, implementation, and evaluation of eHealth technologies and must account for multilevel factors of a human, technical, environmental, or organizational nature.
4. The title of the journal paper must include at least one of the following search terms: *eHealth* or similar terms, such as telemedicine, telecare, telehealth, health information systems/technology, or interactive health communication applications; AND development AND/OR design, AND/OR implementation, AND/OR evaluation, AND framework, AND/OR quality, AND/OR success (in terms of improved or innovated health care referring to cost benefits, health outcomes, behavioral outcomes, or care organization).

We identified 60 journal papers (see Multimedia Appendix 1) based on the search criteria used. Journal papers with a general focus that described merely the potential of eHealth (16 papers, general) were excluded from the analysis. We selected 44 for a full review. From these, we excluded those papers that did not describe a framework providing hands-on guidelines, or quality criteria for the design, implementation, and evaluation of eHealth technologies (28 papers, nonframeworks). We did not make any restrictions regarding the kinds of technologies used. From the results retrieved, 16 eHealth frameworks (see Table 1, Multimedia Appendix 1, Multimedia Appendix 2, and Multimedia Appendix 3) were identified that matched the inclusion criteria. Multimedia Appendix 1 shows the included and excluded eHealth journal papers.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Corresponding author</th>
</tr>
</thead>
<tbody>
<tr>
<td>fr.1</td>
<td>Esser &amp; Goossens [104]</td>
</tr>
<tr>
<td>fr.2</td>
<td>Catwell &amp; Sheikh [23]</td>
</tr>
<tr>
<td>fr.3</td>
<td>Yusof et al. [28]</td>
</tr>
<tr>
<td>fr.4</td>
<td>Hamid &amp; Sarmad [50]</td>
</tr>
<tr>
<td>fr.5</td>
<td>Pagliari [48]</td>
</tr>
<tr>
<td>fr.6</td>
<td>Kaufman et al. [29]</td>
</tr>
<tr>
<td>fr.7</td>
<td>Dansky et al. [6]</td>
</tr>
<tr>
<td>fr.8</td>
<td>Van der Meijden et al. [30]</td>
</tr>
<tr>
<td>fr.9</td>
<td>Shaw [27]</td>
</tr>
<tr>
<td>fr.10</td>
<td>Kazanjian &amp; Green [49]</td>
</tr>
<tr>
<td>fr.11</td>
<td>Kushniruk [60]</td>
</tr>
<tr>
<td>fr.12</td>
<td>Hebert [33]</td>
</tr>
<tr>
<td>fr.13</td>
<td>Eysenbach [117]</td>
</tr>
<tr>
<td>fr.14</td>
<td>Eng et al. [51]</td>
</tr>
<tr>
<td>fr.15</td>
<td>Jai Ganesh [52]</td>
</tr>
<tr>
<td>fr.16</td>
<td>Kukaftka et al. [26]</td>
</tr>
</tbody>
</table>
Results

The first objective of the present review was to identify the strategies that are proposed for addressing the uptake and impact of eHealth technologies. Second, we wished to know how far these strategies draw on a holistic approach that strives to accomplish a fit between the human, organizational, and technology aspects. Since 1999, several eHealth frameworks have been published that describe a vision on how to increase the impact of eHealth technologies. Multimedia Appendix 2 presents the target groups and goals of the frameworks, the theoretical foundation, and definitions of eHealth technology that underpin the frameworks. Multimedia Appendix 3 presents the strategies and principles that are considered essential for the development of eHealth technologies, as well as the proposed evaluation methods.

Target Group

To whom are the frameworks meant to be applied and who is involved in carrying out the tasks (development, research, and employment) that have to be accomplished? From Multimedia Appendix 2 (target groups), it is clear that the frameworks are aimed at different target groups. These target groups vary from single groups—designers (framework fr. 1, 2), decision makers (fr. 10), and health planners (fr. 16)—to multiple groups—researchers and others (fr. 7), researchers and practitioners (fr. 3), researchers and developers (fr. 5, 6), developers, health care providers, purchasers, consumers, and policy makers (fr. 14).

The frameworks are usually expert driven; that is, they are meant for experts such as designers or researchers. However, these target groups are rarely specified, so the type of design professional or researcher that belongs to them remains unclear. An exception to this rule are frameworks 5 and 10, where health service researchers (fr. 5) are targeted, as well as policy makers and administrative developers of information systems (fr. 10). Quite a few authors do not specify the target group that their frameworks (fr. 4, 8, 9, 11–15) are supposed to serve.

Six of the frameworks (fr. 3, 5, 6, 7, 10, 14) address multiple target groups, although it is not clear what kind of tasks the different groups have to carry out in the subsequent development process. These frameworks provide, for instance, guidelines for evaluation as part of the development process. But it is not clear who is responsible for what kind of task. No specification has been provided for those (by discipline) who are involved in producing the eHealth technology and those who are involved in the deployment of the eHealth technology.

Goals

What do the authors want to achieve with the proposed frameworks? As shown in Multimedia Appendix 2, all of the frameworks aim to improve either the uptake (eg, implementation and adoption of eHealth technologies) or the impact (eg, effectiveness of eHealth technologies), or both. The frameworks are supposed to assist the target groups in the development of eHealth technologies via checklists, guidelines, and criteria. Frameworks that aim to enhance the uptake of eHealth technologies (fr. 1, 3–5, 7, 8, 10, 13–16) can be used for formative (process-driven) evaluation purposes to assess user acceptance and satisfaction, widespread adoption, or implementation (eg, infrastructure and resources) of eHealth technologies. The frameworks that aim to enhance impact (fr. 1–3, 5–8, 12, 14) can be used for summative (performance-driven) evaluation purposes to assess the potential of eHealth technologies to enhance the quality of health care, benefits, performance, and effectiveness (eg, health outcomes and cost reductions). Two frameworks (fr. 8, 12) aim to enhance the success of eHealth technologies. The term success is used by the authors in different ways. Van der Meijden et al [30] (fr. 8) refer to the six dimensions of success defined by DeLone and McLean [31,32]: system, service and information quality, to user acceptance, and individual and organizational impact. Hebert [33] (fr. 12) refers to Donabedian’s [34] quality-of-care measures: structure, process, and outcome. The frameworks that aim to increase both the uptake and impact (fr. 1, 3, 5, 7, 8, 14) have more potential to create a perfect fit between human, organizational, and technology factors. Remarkably, only two frameworks guide the decision-making process via scientific evidence (fr. 2, 10), while one channels the investment of eHealth technologies (fr. 12). Some frameworks (fr. 9, 11) do not explicitly state any goals.

Foundation

What theories or models underpin the frameworks? What empirical evidence is this grounded in? The frameworks are based on a combination of models, theories, and literature review studies (fr. 1–5, 8, 10–13, 15, 16), and some are validated by experts (fr. 1) or tested via empirical research (fr. 3, 9, 12). The authors of the frameworks (fr. 4, 16) argue that the development of eHealth technologies should be grounded in multidisciplinary theories such as behavioral and sociocognitive theories and those linked to innovation and diffusion. Two frameworks are based on regulations (the Health Insurance Portability and Accountability Act [6], fr. 7) and institutional regulations that make health communication programs work (National Cancer Institute [35], fr. 14).

The theoretical foundations of current frameworks stem from human–technology interaction models based on software engineering principles and behavioral theories; health service models for quality of health care; and innovation diffusion models (Multimedia Appendix 2: foundation). Given the complexity of health care, some authors argue that more contingency-driven models are needed to address the organizational and environmental aspects that influence the uptake of eHealth technologies: sociotechnical and contextual aspects (fr. 2), the IT-Organization Fit model (fr. 3), diffusion theories (fr. 4), health services evaluation methods (fr. 5, 10, 12), and cross-theoretical integration of behavior models (fr. 16).

The human–technology interaction models (fr. 1–6, 8, 11, 16) are aimed at achieving user centeredness for eHealth technologies, which is considered to be a prerequisite for the acceptance of eHealth technologies in practice. Examples are software design models [36–38], information system success models [31], and technology acceptance models [39–41]. These models focus on the factors that influence usability, acceptance,
or adoption of eHealth technologies. Framework 1 is a *human–media interaction* framework based on the media richness theory to support the patient–caregiver interaction (based on Miller [42]).

Frameworks 12 and 13 are based on *service-quality* models such as Donabedian’s [34] quality-of-care measures. Health technology assessment (fr. 12) was used as an approach to assess the value of eHealth technologies in practice, and in the World Health Organization strategies for (re)designing health care systems (fr. 14).

The frameworks that highlight the contextual aspects that are important for the integration and operation of eHealth technologies in the health care context are founded in *innovation diffusion* models such as the Precede-Proceed Model (fr. 16), social-cognitive theory, diffusion of innovation theory (fr. 15, 16), IT-Organization Fit Model (fr. 3), and acts/legislation such as the Health Insurance Portability and Accountability Act (fr. 7, 10).

Through literature reviews we identified aspects that influence the success of eHealth technologies (fr. 8, 13) and aspects that are critical for evaluation during the development of eHealth technologies (fr. 2–6, 10, 12, 16). The results were used to ground the development approach (stages from ideation to rollout) or to formulate criteria for the evaluation of research activities related to the development of eHealth technologies. Empirical evidence for the frameworks stem from expert validation (fr. 1) to assess the relevance of the frameworks or from pilot testing in practice (fr. 3, 9, 12) to assess the utility of the framework.

**eHealth Definition and Technology Focus**

What definitions of eHealth were used as a basis for the frameworks? What kinds of technologies did the frameworks focus on? Some authors use their own definitions of eHealth (fr. 1, 5, 8, 15; see Multimedia Appendix 2). Framework 1 uses a definition for telemedicine and refers to the use of information and communication technologies for the exchange of medical information in a clinical setting, aimed at a specific technology, teleconsultation. Framework 5 refers to medical informatics and health services research as a synonym for eHealth, related to health technology assessment and health systems research. The definition of framework 8 refers to health information systems: general patient care information systems in hospital settings or specific care information settings (intensive care unit). Framework 15 defines eHealth as the use of electronic information and communication technology to promote health or improve health care. The authors (fr. 15) explicitly mention that the infrastructure of an eHealth program consists of three components: human, technical, and medical.

The other definitions come from researchers in the field of eHealth. These definitions are in a certain way related to the technologies the frameworks focus on. For example, the definition from the Institute of Medicine is used (fr. 10) to classify health information systems and the definitions of telehealth by Field [43] and Reid [44] are used to describe the use of technologies in rural areas or in cases where social or cultural barriers separate the participants (fr. 12). Four frameworks (fr. 2, 4, 7, 14) have a wider focus referring to multiple technologies and modalities for the organization and delivery of health care services and information. Framework 2 [23] used the definition of Eysenbach [45] (see Multimedia Appendix 2). The authors of framework 2 argue that “...the definition of eHealth should encompass the full spectrum of ICTs [information and communication technologies], whilst appreciating the context of use and value they can bring to society” [28] is aimed at better service utilization via eHealth technologies in general. It uses a description of eHealth from Canada’s Health Informatics Association (defined in Oh et al [46]) to connect providers, patients, and governments; to educate and inform health care professionals, managers, and consumers; to stimulate innovation in care delivery and health system management; and to improve the health care system.

The authors of framework 7 expand on the evolution of eHealth, changing from a one-way system to wireless technologies and online communities using Web 2.0 technologies. The authors state that eHealth is revolutionizing health care, resulting in new models for eHealth development:

> eHealth has moved from an acute-care orientation to prevention and disease management, from an individual focus to a population focus, and from an institutional setting to communities and cyberspace. Concomitantly, models of healthcare delivery have evolved from being physician and clinician driven, to patient-centered care models that are based on participative decision-making [6].

Framework 14 uses a definition from Robinson et al [47] for interactive health communications, which is the focus of their framework (see Multimedia Appendix 2). They posit that they do not focus on eHealth technologies that focus exclusively on logistics or clinical data. In some cases, no definitions on eHealth were reported (fr. 3, 6, 9, 11, 13, 16).

**Strategies and Principles for eHealth Research & Development**

The frameworks propose different strategies and principles for the development of eHealth technologies (presented in Multimedia Appendix 3). Almost all of the frameworks plead for a *multidisciplinary development approach, continuous and systematic evaluation* during development, and *robust methods* for formative and summative evaluations to realize technologies that are aligned with the needs of their users and environmental aspects.

**A Multidisciplinary Development Approach**

Several frameworks (fr. 2–5, 7, 9, 10, 14–16) posit that a *multidisciplinary development approach* (see Multimedia Appendix 3) is important when developing eHealth technologies. A multidisciplinary approach is considered as the involvement of different disciplines in the development of eHealth technologies referring to a team of various experts that guide the development, or the involvement of various stakeholders that can be affected by the use of the eHealth technologies.

Some frameworks advocate a user-centered design approach that takes into account the needs of the end users (patients and/or
health care providers) during the development process (fr. 1, 4, 6, 8, 11–13). Others propose a comprehensive overall approach that addresses the importance of involving different stakeholders (patients, clinicians, managers, information technology providers, the health care organization, etc) in the development process (fr. 2, 3, 7, 10, 14–16) in order to document the complex relationships between political, social, organizational, and technical worlds (fr. 2); ensure that different contexts and visions are taken into account (fr. 3, 7, 9, 10); identify the values and concerns different stakeholder have (fr. 16); or develop sustainable eHealth technology programs (fr. 15).

Pagliari [48] (fr. 5) and Kazanjian and Green [49] (fr. 10) argue that a multidisciplinary development team of experts is needed to maximize the potential of eHealth. Such a team should consist of a “wider constituency of disciplinary experts including social, management, and legal scientists, all of whom have a stake in the field” (fr. 5) and “a number of disciplinary perspectives, incorporating theories of epidemiology, sociology, economics, and systems science; and applies critical theory to health care evaluation” (fr. 10). Dansky et al [6] (fr. 7) state that a multidisciplinary team is needed to organize the development process to identify the staff and skills needed to implement eHealth technologies, and that roles and responsibilities should be identified in order to organize the research (data collection) and communications (involving stakeholders).

The participation of stakeholders is viewed as essential to reflect on the values, drivers, and goals of the eHealth technologies to be developed. For example, Catwell and Sheikh [23] (fr. 2) argue that design teams need to have a thorough understanding of the stakeholders’ needs, concerns, values, and beliefs, and define what the eventual system will be expected to provide:

The rich picture of the real world needs to be developed into a conceptual model so that stakeholders can reflect critically on the drivers, vision, and goals of the project and agree whether such a program of change is appropriate and feasible...It is important that the initial elicitation stage goes beyond functional and technical requirements and considers, for example, accessibility, acceptability, and affordability issues [23].

Hamid and Sarmad [50] (fr. 4) state that multiple stakeholders should be involved in the evaluation process. They state that one stakeholder, or a group with a common perspective, is the most important to be addressed: the user. This is a different view from the other frameworks in so far as other frameworks argue that a multiperspective view is needed to ensure that eHealth technologies fit with their users and other contingent variables (culture, organizational needs, etc). Eng et al [51] (fr. 14) refer to the statement of the Science Panel on Interactive Communication and Health, namely that four stakeholder groups should participate in order to improve the quality of eHealth technologies: consumers (patients, families, and caregivers), health care professionals and purchasers, developers, and policy makers. They argue that these stakeholders should participate at an early stage of developing the applications “to increase the probability of a favorable impact on health and quality outcomes.” Jai Ganesh [52] (fr. 15) posits that a multidisciplinary collaboration is needed to increase acceptance (by consumers/patients and health care professionals) and “to establish joint ventures in the field of eHealth by inviting local or foreign partners to participate and to take equity stakes in the delivery of eHealth services.” In this approach, it is important “to identify appropriate partners to specify appropriate technology and to find financing.” The key players that should collaborate are the patients, practitioners (health care professionals), and health care service providers (see Multimedia Appendix 3). The aim of the collaboration is to bring together information technology experts, health professionals, lawyers, industry representatives, and others to ensure sustainable eHealth technologies.

Kukafka et al [26] (fr. 16) promote active participation via a participatory design approach to ensure that planners have a “structure in place to engage system end-users effectively from the start.” They state that end users, management staff, and administrators should all be engaged in diagnosing the problems. “This process enables planners to expand their knowledge of the organization by identifying the values and subjective concerns key stakeholders have with existing systems and procedures.” The authors do not specify what kind of stakeholders should be involved to facilitate multidisciplinary collaboration.

The authors of the frameworks that argue for a multidisciplinary development approach have different views on who should participate in the development process and what is actually meant by a multidisciplinary approach. The frameworks describe the actors that should participate in the development process either in terms of disciplines—clinical, human, social, organizational (environment), administrative (logistics), technical (industry), and political—or in terms of stakeholder groups—technology developers and health service researchers, clinicians/health care providers, payers, purchasers, policy makers, lawyers, and consumers/end users (patients, families, and caregivers).

Continuous and Systematic Evaluation

Multimedia Appendix 3 shows that some frameworks (fr. 2, 5, 6, 8, 11, 14) explicitly promote a continuous and systematic evaluation throughout the development of eHealth technologies to ensure that eHealth technologies are truly user informed, fit for context, of high quality, and of demonstrated value (fr. 5). These process-driven frameworks describe a cyclic, iterative research evaluation and development approach. The process starts with identifying the needs and goals of the intended users or stakeholders, compiling a requirements analysis of the design, prototyping, and implementation. Each stage is accompanied by its own set of evaluation research activities. For example, framework 5 provides different evaluation phases for research (formative and summative) from concepts to rollout. According to the author, there is a growing acceptance that evaluation should ideally be approached as a longitudinal process occurring through a series of overlapping and iterative stages relevant to the maturity of the technology in its life cycle, from initial conception through rollout. Framework 11 presents formative and summative evaluation phases as well, from project planning to implementation. The authors of framework 14, Eng et al,
state that evaluation should be woven throughout all stages of the development process: conceptualization (formative evaluation; needs driven), design (prototyping), implementation and dissemination of product development (process evaluation of operationalization), and outcome evaluation (refinement). Evaluation is seen as crucial for the development of eHealth technologies, and the research activities for formative evaluations are related to each stage of the development process. Formative evaluation is considered to be a central iterative research activity that should be initiated during the early stages of development in order to assess the problems and needs of the various stakeholders. Van der Meijden et al [30] (fr. 8) argue that evaluation is often aimed at measuring the effects (summative), while neglecting the value of formative or process evaluation to improve a technology during development and implementation. Evaluation, in their view, should start before the technical development and has no fixed end because the technology fluctuates over time. The evaluation should include “multiple, selected periods of data collection and all stakeholders’ points of view.”

Frameworks 1, 3, 4, 7–10, and 12–16 can be considered as quality-assessment frameworks. These frameworks provide quality-assessment criteria, or evaluation dimensions and factors for the design, implementation, or success (ie, impact) of eHealth technologies. The authors of frameworks 3, 7, 9, and 16 state that it is important to address all aspects of health care that can be influenced by the use of eHealth technologies to ensure the fit between the technology, its users, and all of the organizational aspects. The evaluation dimensions influence each other in a temporal and causal way; this means that fit can be viewed in terms of strategic planning and strategic alignment (managing technology with organizational needs), as well as in terms of a fit between human and organizational needs and alignment between human needs and technology.

In fact, all of the quality-assessment frameworks address in a certain way contextual or environmental factors. Framework 1 presents criteria for teleconsultation specified to its users, the patient–provider communication, and the compatibility with the organizational context. Framework 4 is aimed at user centeredness, providing criteria for the fit between the system and its users, and the system’s fit with the health care system. Framework 16 proposes critical assessment phases to determine organizational needs and goals amenable to technology (information technology solutions) and factors that influence human behavior. According to Yusof et al [28] (fr. 3), an evaluation of human, organizational, and technology aspects is required throughout the whole development cycle of planning, analysis, design, implementation, and operation and maintenance.

**Robust Methods for Evaluation**

The authors of several frameworks (fr. 2–6, 8–11, 14) argue that more rigorous evaluation approaches or methods are needed to assess the added value of eHealth technologies (see Multimedia Appendix 3). A mixed-methods approach is often proposed, combining qualitative methods (such as observations and interviews) with quantitative methods (workflow sampling or questionnaires) (fr. 2, 3, 5, 6, 8, 9, 11, 14). Van der Meijden et al [30] (fr. 8) argue that the integration of qualitative and quantitative data collection methods provides an opportunity to improve the quality of the results through triangulation, as the data from different sources complement each other to provide a more complete picture. “The integration of qualitative (observations, interviews) and quantitative (questionnaires, work sampling) data collection methods provides an opportunity to improve the quality of the results through triangulation” [30]. Formative process evaluation measures (fr. 2, 6) and longitudinal process studies (fr. 5) are recommended to demonstrate the acceptability and utility of new eHealth technologies, as well as the conditions for implementation that may influence their adoption. Summative methods are mentioned to evaluate the validity and efficacy of a system, such as randomized controlled trials (RCTs) (fr. 5, 6), or the overall impact (fr. 9, 11). The authors of frameworks 5 and 9 state that methods should go beyond the use of RCTs to evaluate the impact of eHealth technologies, because RCTs are seen as less well suited to evaluate the impact of eHealth interventions in a complex environment or to study the effect they have on the care delivery process. “An eHealth technology is not a drug and should not be evaluated as such,” in Shaw’s view [27] (fr. 9).

Catwell and Sheikh [23] (fr. 2) are of the opinion that “formative iterative evaluations using simple prototypes of the eHealth technology may be useful during the early stage of the development process to assist with communicating ideas, building a common understanding, agreeing to objectives, and securing stakeholder buy-in.” Except for usability and prototyping instruments (fr. 2, 11), think-aloud methods for assessing usability (fr. 5), and the multiple methods presented by Yusof et al [28] (fr. 3) and Eng et al [51] (fr. 14), none of the frameworks present practical evaluation tools that are appropriate for the participation of various stakeholders in the development of eHealth technologies.

**Potentials and Limitations of the Reviewed Frameworks**

**Potentials**

The reviewed frameworks provide useful insights for the development of eHealth technologies that are user centered and fit for context: they provide process guidelines and indicators for creating eHealth technologies that are acceptable, affordable, and manageable. The added value of the frameworks lies in the multifactor approach: combining factors that support the adoption and implementation that are often underestimated in research (eg, fr. 8, 9, 16).

The integration of different models or theories is another added value, to ensure that eHealth technologies are feasible and sustainable. Furthermore, the comprehensive and integrative approach of some of the frameworks (eg, fr. 3, 7, 9, 15) are of interest to widen the contribution of eHealth technologies to innovate health care and to reduce societal problems (eg, aging or costs).

Most frameworks advocate a multidisciplinary development approach, involving collaboration among different stakeholders (eg, payers, technology providers, patients, and health care
professionals) and multiple methods (quantitative and qualitative) for assessing the process of technology development (formative evaluation) and the effects of eHealth technologies on health care (summative evaluations). One of the challenges expressed by the authors is the move from evaluations focusing exclusively on measuring outcome variables (via RCTs) to evaluations involving in-depth process data about the usage of the eHealth technologies in different care settings (hospitals or home-based care).

Limitations

Target Group
From the review we can conclude that the current frameworks have certain limitations. It is often not clear whether the frameworks are conceptual thoughts to provide insights and knowledge about the development of eHealth technologies or to use as a debating tool among researchers and others; or whether the frameworks should function as a practical guideline to assist developers. If target groups are reported, then it is not clear what kind of roles, tasks, or responsibilities these groups have during the development process. Another point is that the target groups are not specified. What kinds of disciplines or professions are representative of the researchers, designers, and other target groups? What level of cooperation is supposed between the different disciplines such as researchers, designers, and technical developers? And who is involved in the various stages from ideation to maintenance?

Goals
The frameworks aim to bring about the widespread diffusion and adoption of eHealth technologies, the implementation of eHealth technologies, or the improvement of the performance and effectiveness of eHealth technologies. It is often not clear what is meant by success, effectiveness, or performance. To realize the goals, different strategies and principles are presented. One of the concerns refers to the benefits or drawbacks of the frameworks, given the aims they strive for. It is unclear what the frameworks contribute toward increasing the uptake of eHealth technologies or innovating health care considering the wider social, political, or economic impacts of improvements in goal attainment.

Foundation
Evidence for the frameworks is based on scientific research or on literature reviews. A few empirical studies have been reported that help to ground the framework or demonstrate the benefits or drawbacks of the framework. It is often unclear how the theories or models that underpin the frameworks match the strategies reported. In general, the relationship between the visions on eHealth, proposed strategies, and research methods (formative and summative) are obscure, perhaps due to a rather conceptual approach that focuses on the rationale behind the frameworks rather than on practical guidelines.

eHealth Definition and Technology Focus
The frameworks address, in most cases, the evaluation of technologies that have already been defined (such as teleconsultation or health information systems), except for a few that do not focus on any specific form of technology in particular. The discussion about how to track down information about what kind of technologies (content or format) fit best with stakeholders’ needs and values and care settings is not yet underway. Another limitation is the bias toward information systems rather than social or safety technologies. The use of social media for cocreation is beyond the scope of the frameworks.

Strategies and Principles for eHealth Research & Development
Although the importance of a multidisciplinary approach during the development of eHealth technologies is acknowledged by most frameworks, only a few authors have actually worked on incorporating this into the strategies for research and development within their frameworks. The frameworks propose stakeholder involvement during the development process, as part of the evaluation cycles. Most of the frameworks do not provide any insights into the identity of the stakeholders, sometimes referring to the end users, sometimes to developers and others (eg, health care professionals, providers, and government) that have a stake in the development of eHealth technologies. Referring to Yusof [28], it is not clear who participates (which stakeholders’ perspective is going to be evaluated), when participation is needed, and by whom (at which phase in the system development life cycle), what the focus of the participation is (aspects or focus of the evaluation), and how participation can take place (methods of evaluation). In addition, the division of tasks between developers and stakeholders is not concise. In our view, the involvement of stakeholders is not restricted to the evaluation but extends to the full development process. Their involvement is important from ideation to the validation of business models.

Although the lack of contingency variables and the dominant focus on summative evaluations is reported as one of the main shortcomings of earlier models or frameworks, the current frameworks address the importance of contextual factors, but they do not incorporate these factors systematically into the frameworks’ strategies. In fact, implementation is not considered as being interwoven within the development of eHealth technologies. Notably, no models are mentioned for collaborative development (ie, participatory development, cocreation, or value creation), incremental development, and sustainable implementation (business modeling). The critical point is that no clear information is given about the periods or the roles and responsibilities of different stakeholders in several stages of the development process, or about the focus of evaluation regarding the involvement of various stakeholders, or the methods for participation.

The authors of the frameworks argue for more rigorous evaluation methods that go beyond the use of experimental designs (RCTs) to evaluate the impact of eHealth technologies, because RCTs are less well suited to evaluate the impact of eHealth interventions in a complex environment. Rigorous qualitative studies combined with quantitative and process evaluation measures are recommended; the instruments that accompany this, however, are rarely reported. The participation of users and stakeholders is considered important, but the methods and instruments needed to guide this participatory
process are missing. The frameworks prescribe what should be done, but do not point to the instruments or tools to realize it. In fact, the greatest limitation of the frameworks is the lack of clear handles to support the development process; although the authors posit in their description of the frameworks the essential criteria for that, they did not translate this into their frameworks. For example, collaboration between the developers and the researchers is recommended, but no guidelines or prescribed activities are available for managing this type of development collaboration.

A Holistic Framework for the Development of eHealth Technologies

We believe that a comprehensive view on supporting health care by technology is needed to ensure that eHealth technologies are used effectively and efficiently. That is to say, that they realize their objectives and do so with optimal use of resources (time, money, and staff). We propose a holistic approach for the development of eHealth technologies. It is based on the outcomes of the reviewed frameworks, on empirical research, and on progressive insights obtained from discussing the framework with researchers (eHealth conferences).

Holism maintains that properties of individual elements in a complex system are taken to be determined by the relations they bear to other elements [53,54]. When applied to social theory, this means that “each term owns its meaning to its relations with the others, so that they are all more or less closely inter-defined, and a change in the meaning of one term will have repercussions for all the rest” [55]. A holistic perspective on eHealth technologies has been advocated elsewhere, for instance by Dansky et al [6], Yusof et al [28], or Kukafka et al [26].

Without addressing the full range of factors, strategies to change behavior run the risk of being ineffective because they fail to recognize interdependencies between individual and organizational factors [26]. For us it means that human characteristics, socioeconomic and cultural environments, and technology are considered to be closely connected to each other. eHealth technologies affect people in their daily lives. People always bring in their psychological makeup, their rituals and habits, and their social skills, which affect their personal and professional environment. This evidently affects their ability to interact with technology.

Strategies and Principles for a Holistic Development Approach

We introduce six working principles derived from the review of current frameworks, as well as from empirical research [7-9,14,21,56]. These principles are the groundwork for a holistic framework for the development of eHealth technologies. The framework and its related concepts are presented in Figure 1.

Figure 1. CeHRes Roadmap for the development of eHealth technologies.

1. eHealth Technology Development is a Participatory Process

EHealth technology development is a matter of cocreation; stakeholder participation is essential [25]. Stakeholders’ involvement spans the full development process, starting from contextual inquiry and ending with summative evaluation (see Figure 1). Stakeholders can be considered as actors that have different roles in the development of eHealth technologies, from ideation to operationalization. Through their roles in identifying needs, or specifying critical issues for design and implementation, they help to create the technology [57,58]. Adequate project management needs to arrange for the participation of stakeholders and to identify their roles, tasks, and responsibilities.

2. eHealth Technology Development Involves Continuous Evaluation Cycles

Development is an iterative, flexible, and dynamic process resulting in concepts of the technology (from ideation to prototypes). These concepts need to be evaluated continuously. Evaluation as such is a cyclic, longitudinal research activity interwoven with all stages in the development process and as such without a fixed end (formative and summative evaluation; see Figure 1). By its usage, technology is reshaped. In the case of interactive technology, users reflect on the content or system via feedback [59]. So, while technology evolves into action,
evaluation follows on as a continuous, reflexive process that leads to matching human, organizational, and technology factors. This is noted in several of the reviewed frameworks [23,29,48,51,60]. Such evaluation takes place via formative cycles (see Figure 1) to reflect on the development process. Reflection is important to check for tacit understanding [61]. Stakeholders (including users) provide feedback and forward comments during the process [59]. They monitor their usage from their perspective.

3. eHealth Technology Development is Intertwined With Implementation

Implementation is often seen as a postdesign activity. In our view, the conditions for implementation must be taken into account right from the start (contextual inquiry and value specification; see Figure 1) [62]. Potential implementation issues such as limited resources (eg, time, staff, and money) or personal drawbacks (eg, skills, motivation, and anxieties) should be identified [63-66]. These issues should also be accounted for in the subsequent stages (design and operationalization; see Figure 1). In this way, the well-known pitfalls of stakeholder disregard can be avoided.

4. eHealth Technology Development Changes the Organization of Health Care

The development of eHealth technology in itself can be considered as the creation of new processes and infrastructures for health care delivery. It may reshape health care since it intervenes with traditional care characteristics such as the division of labor, or time- and place-dependent delivery [67]. This can be observed in today’s shift from hospital-based care to home-based care, which requires new reinforcement and planning systems. Though underestimated in current research, this catalyst effect is inherent to eHealth technology development.

5. eHealth Technology Development Should Involve Persuasive Design Techniques

More and more patients wish to use technology for communicating and sharing personal information. They expect self-care technology to show understanding, to persuade them to do the right thing, or to provide rewards and appraisal for appropriate behavior [7,22]. However, the inherent capacities of technology as a persuasive medium for behavior change, information sharing, or self-management are often overlooked. Also, eHealth technologies often do not fit with the intended users’ needs [7-9,14,68-70]. Particularly in the context of long-term care, it is important to develop technologies that can create bond relationships with the end users. Motivation and social support are functionalities of eHealth technologies that belong to the most important persuasive drivers [20]. Via persuasive techniques, eHealth technologies can be designed to match user profiles, and to motivate or inspire patients to engage in self-management [71-75] (design; Figure 1).

6. eHealth Technology Development Needs Advanced Methods to Assess Impact

Several authors [1,2,4,6,62,76-87] note that a broader view is needed to assess the overall impact on health care. Both benefits and drawbacks have to be taken into account in terms of risks, ethics, performance, finance, or adherence. Impact is understood to evolve from an interaction between the technology, the person, and the context of usage. Interactions may be planned to be effective, to realize the outcome of the process. The process itself may be intended to be efficient, to use relatively few resources to achieve an objective. However, the constituents of this interaction are interdependent and mutually affect each other in a fuzzy manner: they may miss the target or take the hardest road. A holistic approach brings these elements together and targets the dynamics toward a desired, temporary situation that in the end is greater than its parts. Impact fluctuates over time and situations [30,88-90]; therefore, we need to have more advanced methods to assess the added value of eHealth technologies for health care and society. We need to understand what differences eHealth technologies can make in health care, why eHealth technologies make these differences, and why eHealth technologies may not have the expected impact [85,86,91]. Research on the impact of eHealth technologies is often done in clinical studies, mainly RCTs. This “gold standard” is often not suitable for identifying what works in practice. There are simply too many confounding factors that cannot be controlled or anticipated [83,92,93]. Moreover, impact in terms of organizational innovation cannot be measured in an RCT. For an RCT a certain degree of reduction is needed. This is exactly what influences the sustainability or effectiveness to be measured. Given these downsides, generalizing from their outcomes is at the least problematic. Some authors [30,48,60,80,84,85,94] have expressed the need for mixed methods using both quantitative and qualitative designs in order to better measure the uptake and impact of eHealth technologies.

The challenge lies in the integration of data collection from multiple sources, using a mixed-methods research design [95]. This implies a periodic evaluation during development rather than a before-and-after design, and advanced methods focusing on examining process variables (usage/dropouts of eHealth technologies) with methods measuring outcome variables (costs, health condition, or adherence to technology and interventions). The methods and instruments from the holistic framework will be described in a subsequent paper.

Holistic Framework: CeHRes roadmap

Framework, Target Group, and Goal

To visualize and outline our holistic approach we have created a framework and have presented a CeHRes roadmap (Figure 1). This roadmap serves as a practical guideline to help plan, coordinate, and execute the participatory development process of eHealth technologies. The framework is meant for developers (eg, technicians, designers, and health care professionals), researchers, and policy makers and for educational purposes (eg, students and health care providers). It also serves as an analytical instrument for decision making about the use of eHealth technologies.

eHealth Definition and Technology Focus

For the purpose of this paper, the term eHealth, or electronic health, refers to all kinds of information and communication technology used for supporting health care and promoting a...
sense of well-being. Within eHealth, a broad spectrum of technologies is used. These technologies include Internet technologies, such as informational websites, interactive health communication applications (ie, e-consultation, online communities, online health decision-support programs, and tailored online health education programs), online health care portals, and electronic health records. It also includes mobile health communication programs, and other advanced technologies such as virtual reality programs (ie serious gaming to stimulate exercise or 3-dimensional applications for the treatment of anxiety disorders), home automation (domotics), sensor technology for independent living and remote monitoring, and robotics, the deployment of robots for assisting people with domestic tasks or to perform surgery.

The framework does not focus on the development or redesign of a specific technology; it should be used for all kinds of eHealth technologies with a scope broader than merely monitoring for medical purposes. In fact, our ultimate goal is to realize 5M-eHealth technologies that can support measurement (e-diagnose), monitoring (observation), mentoring (nudging), motivation (support), and management of data (automated integration of different data).

Foundation

The foundation of the framework is based on the aforementioned principles, reviews in the field of eHealth [2,3,22,96-99], progressive insights from eHealth research (see Multimedia Appendix 4), and multidisciplinary theories from psychology, communication, and human–computer interaction design.

In our view, integrating persuasive technology design, human-centered design, and business modeling provides the theoretical background for the development, evaluation, and implementation of eHealth technologies. As indicated by the authors of the frameworks that we reviewed, the development approach of eHealth technologies should be multidisciplinary in nature. Persuasive technology is the covering concept, referring to the use of technology to change people’s attitudes and behavior [71-75]. The conception that technologies, especially interactive technologies, can persuade people to do the right thing at the right moment is rather new in the health care domain. Technology, for example, can simplify or guide people through a process of self-care management or provide social support through tailored feedback. In the domain of eHealth, we think that research into persuasive design techniques is needed to understand how technology can motivate or inspire healthy behaviors, how the technology fits with the needs of users (human-centered design) [68,100-104], and how technology can create new structures for health care delivery.

In addition, the participation of stakeholders, such as caregivers, insurers, or decision makers, influences the development of eHealth technologies. Their needs, concerns, values, and beliefs determine what the eventual technology should provide in order to realize the goals. To understand and guide the value-creation process in order to develop eHealth technologies that are affordable and interoperable with the health care system, innovation models are needed. Jai Ganesh [52] states that eHealth programs should be based on sound economic frameworks to deliver value for the investment of eHealth technologies. eHealth technologies require substantial financial investment [105]. The business case for eHealth technologies depends on the expectation of a return on investment. Nonetheless, we should focus not only on value in terms of money, since eHealth technologies may have value for life.

Business modeling originated in commercial strategic management [61,106-109], focusing on the collaborative efforts of value creation with stakeholders. Stakeholders, the ones who affect or are affected by eHealth technologies [57,58], reflect on each other’s values and weigh the importance of the values in terms of economic, behavioral, and psychological interests. This results in business models for the implementation of eHealth technologies. Concepts and techniques from business modeling help to identify critical factors for the implementation.

Research and Development Activities

Figure 1 depicts the development process and accompanied research activities. The research and development activities will be explained below.

Multidisciplinary Project Management

Ideally, the development process of an eHealth technology should start with multidisciplinary project management. Multidisciplinary project management facilitates the cooperation between those who are responsible for producing the technology (eg, technicians, designers, and health care professionals) and those who participate to ensure that eHealth technologies fit in with the needs and values (eg, end users and health care insurers/payers) [110]. Project management is needed to avoid a design-build-run-and-see-what-happens approach. We see development as a cyclic process of ideation, designing, building, and evaluating a technology. Consequently a multidisciplinary team of researchers and developers (designers, technicians, health care professionals, and health care researchers) must guide the project management and conduct the planning in time and space [48]. Project management also requires logistical planning of how, when, and with what purpose stakeholders should participate in the research and development [57,58,110].

Contextual Inquiry

Contextual inquiry entails information gathering from the intended users and the environment in which the technology will be implemented. Field observations and interviews with the intended users are needed to obtain insights into the users’ day-to-day rituals and habits and how technology can be matched to that. Through workshops, stakeholders (including users) should be invited to discuss the problems and needs and the goals of the eHealth project via personas and scenarios that represent the goals, tasks, actions, or decisions that are relevant to support the technology [111]. Stakeholders with different backgrounds identify their problems with the current health care delivery via the scenarios and articulate their ideas about how to solve the problems. In addition to this, they define who the relevant stakeholders (key stakeholders with a vested interest) are who are affected by the problems and solutions. It is important that the opinions of all those involved be taken into account, as exclusion can cause a negative effect on future collaboration. To facilitate the discussion and subsequent reflections, scenarios can be used that present conceptual models.
and multiangle viewpoints (political, social, clinical, and behavioral) [9,23].

Value Specification

Consequently, value specification implies the recognition and quantification of the economic, medical, social, or behavioral values of the key stakeholders [58,110]. The most favorable solutions along with user and organizational requirements emerge from this process (user requirements, value drivers; see Figure 1). The value specification process elaborates on the outcomes of the contextual inquiry. In this cycle, the key stakeholders determine their values (economic, social, and behavioral) and rank them based on the importance of finding solutions for the identified problem(s).

The value-ranking method we use is based on multicriteria decision-making techniques (such as the analytic hierarchy/network process) that score attributes relatively and according to their hierarchy [112]. Value specification refers to goal setting and to defining the functional and organizational requirements to realize the values. It is aimed at exploring what health care improvements are foreseen and what the possibilities or expected limitations are to realize the values. The specified values have to be translated by the stakeholders into functionalities of the design and critical factors for the implementation. For example, during the process of developing a teledermatology application, the key stakeholders identified problems with measuring the possible risks of infection of diabetic feet and insufficient communication between caregivers (general practitioner and dermatologist). The values they formulated were higher quality of care and efficiency to reduce the number of errors and misinterpretations. The technology should therefore have functions to measure the conditions of the wound in an objective and standard way, and the measurements should be communicable in a standardized way. At the same time, the development team gains insights into how to shape the business to offer the values. For example: what are the costs and benefits of teledermatology for the general practitioner, specialist, and patients? The best solution to the problem, the one that emerges from ranking the obtained values with the stakeholders, is the one that will be most beneficial to, and favored by, the key stakeholders.

Design

This is followed by design, which refers to building prototypes that fit with the values and user requirements. The design cycle involves the translation of functional requirements into technical requirements and prototypes, given the specified values and goals of the eHealth project. The project management team has to visualize the translation into mock-ups keeping in mind the values, goals, and tasks that have to be fulfilled. Mock-ups, storyboards, or paper prototypes [101] are created and tested sequentially and iteratively with intended users [23,26,29,48,60] and, as a result, the prototypes are refined. The prototypes are tested in real-life situations. The intended users are invited in several rounds via concrete scenarios or tasks to give feedback and to test whether the prototypes match their expectations and mental models (way of thinking and working). To fine-tune the format and content, persuasive techniques [71,73] and card sorting [113,114] can be used to match the information to users’ needs. For example, to increase adherence to medical protocols, these documents can be made more user friendly via Web-based communication systems using card sorting to attune the information structure to their mental models and information-searching behavior [21]. In general, the quality of the design can be assessed at different levels [32]: system quality, creating technology that is user friendly, is easy to manage, and matches end users’ profiles and roles or tasks in the care-delivery process; content quality, creating information that is meaningful (accuracy, legibility, comprehensiveness, consistency, and reliability) and persuasive (format fits with users profile); and service quality, providing an e-service that is adequate (timely, responsive, and empathetic) and feasible, and measuring the degree to which the e-service is compatible with the health care system.

Operationalization

Operationalization concerns the actual introduction, adoption, and employment of the technology in practice. The cycle consists of enabling and reinforcing activities and mobilizing resources for training, education, and deployment of the eHealth technology in daily practice. Disregarding these conditions may limit the technology’s usefulness and delay decision making. An operationalization plan is needed to guide the adoption process—for example, regulations, opinion leaders, triggers, and incentives for using the eHealth technologies [115]—and to create momentum for managing the innovation [28,116]. A business case can be developed that consists of several scenarios, in-depth financial analyses, details about arrangements with other organizations, concrete plans for roles and activities, etc. The implementation of a prototype is discussed via filling up a business model canvas [58,106,107] with obtained critical factors, which allows discussion on how to form the business and what strategic choices must be made in order to implement the eHealth technology. A business model is to be developed to steer the adoption process—for example, with regard to internal and external incentives for using the eHealth technologies (the details of business modeling will be explained in a subsequent paper).

Summative Evaluation

Finally, summative evaluation refers to the actual uptake of a technology (its usage) and the assessment of the impact of eHealth technologies in terms of clinical, organizational, and behavioral terms. The summative evaluation measures the outcomes at different levels: the usage of a technology and the effects on performance criteria for high-quality care [28,117]. The critical factors that became apparent influence the uptake and impact of the eHealth technology and therefore need to be closely monitored. If certain critical factors start to have negative effects in the summative evaluation phase, the choice needs to be made to iterate to change and improve the current implementation or totally redesign the implementation. This way, the eHealth technology can be kept sustainable and cost effective.

Conclusion

In this paper we have argued for a holistic approach for the development of eHealth technologies that integrates persuasive
health technology theories with a managerial approach (business modeling) to improve the uptake and impact of eHealth technologies in practice. Based on reviews of current eHealth frameworks and on empirical research, we formulated principles for developing eHealth technologies. These principles are the bedrock of the holistic framework we introduced in this paper. The framework provides a comprehensive development strategy; it is suggested that, in the real world, time, policy, and financial considerations can hinder the use of the full framework. The framework is flexible and provides strategies that can be used in part and in a forward (development) and backward (summative evaluation) process. Deficiencies in these processes can be recognized and articulated to determine the bandwidth of innovations. The framework can serve as a debating instrument to clarify areas that would otherwise remain unanswered, unclear, or unknown.

The framework is currently being applied in several research projects. The preliminary results show the benefits of the holistic approach. Technology is not considered as a tool or end in itself, but as a catalyst for innovation. In a teledermatology project about wound care (see Multimedia Appendix 4), it became clear via contextual inquiry that stakeholders demanded a more comprehensive solution than just a tool for taking pictures of a wound. Via value creation, a new infrastructure for replacing hospital care with home-based care was developed with the aid of the roadmap. Via business modeling, the project management team had to think about how technology could improve the wound care process and what the implications were for replacing hospital care with home-based care from a socioeconomic and medical perspective. This resulted in a new infrastructure for teledermatology in health care and a business model that guided the deployment of the eHealth technology. The implications for reimbursement and medical practice were articulated before the production of eHealth technology, and as such the critical factors for deployment were translated into business models that could be discussed with key stakeholders to find out what model suited the eHealth technology best.

Stakeholder engagement resulted in commitment, trust, and a positive attitude toward investments in eHealth technologies (findings from the EurSafety Health-net project; see Multimedia Appendix 4). The participatory development of end users throughout the development process resulted in better adherence to technologies and fewer errors. Moreover, stakeholder involvement resulted in a rethinking of how technology can innovate health care. Standard care tends to be protocol driven; these protocols are often impossible to find or are inaccurate, or too rigid, to be manageable in practice. In the EurSafety Health-net project, medical staff were involved in the codevelopment of a new approach for antibiotic stewardship (to avoid resistance to infections). The value-creation process resulted in a reconsideration of the values of medical thinking and how technology can fit in with medical practice. This resulted in a shift from solely protocol-driven thinking to an infrastructure for the improved management of antibiotics via Web-based systems for communication and information.

In a companion paper in this journal, we elaborate on the business modeling aspects required to foster the sustainability of eHealth technologies [118]. To support a discussion about the development of eHealth technologies we created a Wiki to accompany our framework. The Wiki, available at http://ehealthwiki.org, is an open and collaborative approach to the development of eHealth technologies. It will provide an expanding and continuously evolving collection of instruments and tools to assist developers, researchers and policy makers. In a following paper we will describe the Wiki.
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Abstract

The impact and uptake of information and communication technologies that support health care are rather low. Current frameworks for eHealth development suffer from a lack of fitting infrastructures, inability to find funding, complications with scalability, and uncertainties regarding effectiveness and sustainability. These issues can be addressed by defining a better implementation strategy early in the development of eHealth technologies. A business model, and thus business modeling, help to determine such an implementation strategy by involving all important stakeholders in a value-driven dialogue on what the technology should accomplish. This idea also seems promising to eHealth, as it can contribute to the whole development of eHealth technology. We therefore suggest that business modeling can be used as an effective approach to supporting holistic development of eHealth technology. The contribution of business modeling is elaborated in this paper through a literature review that covers the latest business model research, concepts from the latest eHealth and persuasive technology research, evaluation and insights from our prior eHealth research, as well as the review conducted in the first paper of this series. Business modeling focuses on generating a collaborative effort of value cocreation in which all stakeholders reflect on the value needs of the others. The resulting business model acts as the basis for implementation. The development of eHealth technology should focus more on the context by emphasizing what this technology should contribute in practice to the needs of all involved stakeholders. Incorporating the idea of business modeling helps to cocreate and formulate a set of critical success factors that will influence the sustainability and effectiveness of eHealth technology.

(J Med Internet Res 2011;13(4):e124) doi:10.2196/jmir.1674
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Introduction

Health care systems worldwide will face sustainability problems in the near future caused by a tension between an increasing demand for and a mismatch in the supply of health care services [1]. The growing demand for health care services is generally explained by an aging population and the rise in prevalence and incidence of chronic diseases and obesity. In addition, these increased demands imply increased complexity of treatments due to rapid advances in medical technology and increased comorbidity [1,2]. At the same time, the health care industry struggles with inefficiencies in procurement of supplies and inadequate use or lack of resources. In the United States, for example, the financial consequences of inefficiency are estimated to be in the range of 30% to 40% of total health care costs [3]. Without rapid action, health care services shall soon
become less accessible and unaffordable and will deteriorate in quality. In many industries, Web-based and mobile technologies have changed and are still changing conventional business activities to Internet-based activities such as Web 2.0 services or e-business [4,5]. In the health care industry, similar opportunities, often called eHealth, seem promising to help solve the aforementioned demand and supply problems in healthcare [6,7]. Indeed, eHealth technologies can contribute to improved communication and information sharing among health professionals, patients, and researchers and aim to improve quality and effectiveness of health care services [6,8,9]. However, eHealth technologies suffer from a range of recurring problems [3,10-16] as outlined in Textbox 1.

Textbox 1. Recurring Problems of Ehealth Technologies

- Currently established financial structures slow down innovation.
- Necessary legislations for modernizing health care lag behind.
- Involved parties are reluctant and uptake remains low.
- eHealth development focuses too strongly on engineering-driven solutions.
- eHealth technologies are deployed in a fragmented fashion and have poor scalability.
- The number of stakeholders and dependencies cause complexity.
- There is a lack of cost-effectiveness studies.
- eHealth research tends to focus on finding clinical evidence in terms of health outcomes, for example, yet the impact of eHealth technology does not rely solely on clinical evidence; there are more factors that determine the success of eHealth technology.

CeHRes Roadmap

The Center for eHealth Research and Disease Management (CeHRes) Roadmap (Figure 1), introduced in “A Holistic Framework to Improve the Uptake and Impact of eHealth Technologies” in this issue of the Journal of Medical Internet Research [17], offers a holistic approach to eHealth development. This roadmap guides the development of persuasive technology and business modeling as interwoven activities. This approach allows eHealth technologies to be designed according to the needs of its users and to fit with their behavior, but also, due to business modeling, it allows the development process to be value-driven. Stakeholders are involved in the development process and, based on their values, an eHealth technology can be designed matching with intended collaboration and cocreation, and eventually an implementation can be found.

Figure 1. CeHRes Roadmap.
**Why eHealth Needs Business Modeling**

In this paper we focus on business modeling and why it supports the development of eHealth technologies. Business modeling is interwoven with development to make both design and implementation value-driven. After all, it is futile to develop an eHealth technology that does not catch on because in practice it does not match demands or its intended purpose.

Implementation must ensure that an eHealth technology will live up to its fullest potential in real-world conditions and circumstances. In order for eHealth technology to succeed, all organizations have to collaborate and interact, and some organizations have to maintain and perhaps fund the project. eHealth technology needs to fit in existing care infrastructures or, perhaps even more importantly, be a catalyst for new, innovative care infrastructures. In other words, eHealth development encompasses more than technical design. It requires additional research to determine an implementation strategy, that is, a plan to embed technology in its intended practice. Implementation starts with detecting and involving concerned parties and results in a business model that describes the value creation and acts as the basis for a care infrastructure for collaboration and cocreation, possibly with multiple organizations involved. To our knowledge, very few implementation rationales relating to eHealth technologies have been explained. Many of these eHealth technologies are developed with a “jump on the eHealth bandwagon” mentality without clear predetermined goals. Once an eHealth technology has been developed and it becomes apparent that goals are needed, the organization finally starts to think about an implementation strategy. So, current eHealth implementations are usually done post development rather than integrated in the development process.

Attention to implementation appears too late in the development, and we therefore point out that it is crucial to start preparing an implementation strategy early on. It is better to invest more time and money in researching how eHealth technology can be implemented in its intended care practice than to invest money in an eHealth technology that will not have a satisfying uptake. It happens too often that as soon as research funding stops, an eHealth technology cannot be implemented sustainably, mainly because there is neither support nor interest from other parties. Through business modeling, development of eHealth technologies can be guided with a value-driven evaluation of what is necessary and what is not. Often eHealth technologies are built as replacements for or copies of existing care services and are then fine-tuned for user requirements using user- or human-centered design principles. It is yet to be questioned whether this approach is effective and whether the choices made are really grounded. Business modeling introduces research activities before the start of the actual technical design that focus on the context of eHealth technology and provide value drivers that will ground choices of what to develop.

**Starting With a Context**

An important early step in the development of eHealth technology is analyzing the relevant problem, that is, an eHealth technology is meant to improve a problem of inefficiency or a lack of information or communication. In order to take proper action, the situation needs to be carefully assessed: this is known as sensemaking [18]. It is tempting, however, to rush toward thinking of technical solutions for a problem. Such fast solutions may lead to a solution that is technically state-of-the-art but poorly suited to the problem. By analyzing the problem at hand, an eHealth technology will gain more context, and this increased understanding will contribute to all further choices that are required in the development process and the implementation. This is why the contextual inquiry in our business modeling approach is a crucial first step.

By discussing the problems with all concerned parties (so-called stakeholders, see next paragraph), it becomes clearer which parties will play an important role in the development process and which parties may come to play a role in the implementation of the eHealth technology. Also, this problem-oriented dialogue helps to make these parties more aware of each other’s problems, as health care organizations often have limited knowledge of the processes and/or problems that go on at other organizations. In fact, during several of our workshops, it became apparent that people even within the same organization were unaware of each other’s exact responsibilities and duties (see Textbox 2 as example).

**Textbox 2. Example Case: Finding the Problems With Antibiotics Prescription**

Our intention was to understand and improve the behavior behind antibiotics prescription as part of the contextual inquiry for an eHealth technology that is in development. Based on a literature review and expert interviews, we identified the general problems with imprudent antibiotics prescription (causing a high risk of infections), the general prescription process, as well as key stakeholders. We organized a workshop with these key stakeholders within the first hospital ward where we had aimed to start our pilot. These key stakeholders discussed the problems they face daily based on patient scenarios validated by infection experts. This workshop not only enlightened the project management (us) to what problems and opportunities there were, but also created awareness among stakeholders as to what problems other stakeholders face and how the mutual problems also affected others. This awareness is vital for the collaboration of these key stakeholders and their future commitment to the project.

**Stakeholder Participation**

Everyone who affects or is affected by a project is considered a stakeholder [19]. It is therefore critical for the success of eHealth technology to understand the value needs of each stakeholder [20]. Through participation of stakeholders in the development process of eHealth technologies, value needs can be retrieved and a mutually determined fit can be found. According to Pagliari, developing eHealth technologies is a multidisciplinary process [21]. Business modeling deepens this multidisciplinary development of eHealth as it brings multiple stakeholders together in the discussion of the necessary implementation. Business modeling also allows for an
exploration of the value needs of stakeholders that determines both the design of the technology as well as the implementation.

There are many types of stakeholders associated with eHealth: patients, policymakers, vendors, insurers, health care organizations and providers, home care workers, and employers [22]. Therefore, every eHealth technology will have its unique stakeholder network (sometimes also referred to as an ecosystem) that determines potential customer segments and the infrastructure required for value cocreation for eHealth technology. Patients are often overlooked as stakeholders, yet they also have to participate in eHealth development. Patients often use or are subjected to the technology and have legal and social rights to be part of the development [8]. Patient empowerment does not stop at letting patients use eHealth technology; patients should be invited to participate in the development process of technology as well.

Textbox 3. Example Case: Finding Stakeholders Through Experts and by “snowballing”

In the early phases of any project, there are one or more initiators involved that can provide a list of baseline stakeholders. In one project, for example, a health information technology (IT) company wanted to develop a personal health record service. We spoke to several opinion leaders in health insurance, eHealth, and patient empowerment to form a stakeholder map specific for the Dutch health care system. In the interviews that followed, these stakeholders also provided more potential stakeholders that were relevant for the project, and so a specific stakeholder map appeared. Later on, this stakeholder map was used to report several business model opportunities to the management of the health IT company.

Cocreation

Cocreation in eHealth has already been introduced in disease management, for example, to streamline health care activities among multiple health care organizations. It also plays a role in patient empowerment, as patients are actively involved in their care [12]. Introduction of eHealth technology is often top-down, that is, technology is mainly determined by management. Obviously, management has an important say in whether or not a technology should be introduced, but in our view, a bottom-up approach is needed as well. This bottom-up approach can mean, for example, that a few specialists from a hospital ward also supply input on how they see technology adding value to their work. This is value specification that looks further than human-centered design, as it does not only look at the usability of the technology but much wider, that is, at the intended purpose of the technology and its fit in practice.

Participation of stakeholders in development also involves a political element, in that stakeholders feel they really contribute to the technology, and therefore, they feel more involved and positive toward it than when they are excluded. Dialogue is very important in cocreation [26]. Also, scalability problems can be tackled with business modeling by planning ahead through involving future stakeholders, particularly political or influential stakeholders, early in development to avoid eHealth technology becoming too localized and too narrowly focused.

Cocreation and dialogue with stakeholders requires a willingness to be open with each other. Openness is a way of thinking that is rooted in the opportunities of open source software and Web 2.0 that advocates operating with open systems for mutual benefits and transparency [5]. The open business model, as described by Chesbrough, combines this idea of openness with business models and promotes that organizations can embed cocreation and collaboration in their business models for shared benefits [27]. Classic success stories of open business models are the Philips Senseo coffee machine or the budget airline Ryanair. In the eHealth context, open systems are emerging too, such as interoperable electronic health records. Business modeling also pursues openness as multiple organizations cocreate value of technology and share benefits.

Regardless of the industry, traditional boundaries between organizations are becoming fuzzier and open business models pave the way for future collaborative success. When cocreation is a goal, it will mean that eHealth technologies will be more intricate than one single organization carrying full responsibility, and it will require cooperation of multiple health care organizations. Intergovernmental dependencies can be very complex, so exploring benefits and value needs is a complex task that requires input from all involved stakeholders. To cooperate and balance these value needs, health care organizations need to extend beyond their traditional boundaries. This implies a different view of the development process of eHealth technology as well: it is not only an “apparatus” that is being created; there is a whole new underlying infrastructure for collaboration that has to be created as well (seeTextbox 4 as an example).

Eysenbach [8] observes that social networks, collaboration, and active participation are key elements in today’s eHealth. When the opportunities of Web 2.0 technology are used for this collaboration in eHealth, this is often called Health 2.0 or Medicine 2.0. For cocreation and collaboration, an infrastructure such as a social network of organizations is needed as well [26]. Within this infrastructure, stakeholders have to interact to cocreate value to eHealth technology. The stakeholder network that appears in the development process is also the basis for an infrastructure and will eventually become an infrastructure required for the collaboration and cocreation supporting the eHealth technology. This cocreation and collaboration is

ongoing; therefore, it is imperative stakeholders all stay involved and interested in supporting and further developing the technology.

**Value Drivers in eHealth**

Chesbrough emphasizes the importance of an implementation by stating that "a mediocre product with a good business model yields more value than a good product with a mediocre business model" [27]. So, business modeling is crucial for the success of an eHealth technology. Through business modeling, the entire development becomes stakeholder-focused and value-driven. Stakeholders are asked early on what value drivers they expect regarding eHealth technology. These value drivers are relevant for both the design of technology as well as the design of the implementation strategy that will determine effectiveness and sustainability of eHealth technology.

Business modeling is a value-driven process and, as such, it is not simply a business model but an extensive process through which early opportunities for an eHealth technology are explored, assessment is made of what is required, a case-specific business model is developed, and the said technology is accordingly implemented. As part of the roadmap, we stress that development is a continuum and thus requires ongoing research activities that include design, evaluation, and redesign. Making a choice based on facts today can be improper a week later when new facts emerge. Web technology in particular is notorious for being relentlessly progressive; thus, adaptability is crucial. Over time, stakeholders can come and go or their value needs change, and the implementation needs to be reevaluated and redesigned. In terms of business models, this is called business model erosion [28], and due to this erosion, eHealth technology will be less sustainable and effective. So we need more sustainable methods to ground the eHealth development process and, for this, stakeholders need to be continuously involved in the development process and have their say in an implementation.

Our current approach to business modeling is to hold various workshops with relevant stakeholders to determine problems and opportunities in health care, which role technology can play, and which stakeholders are involved and what their importance is to the developed eHealth technology. Stakeholders at the workshops determine the role that the technology needs to fulfill in practice by forming an infrastructure and also determine what makes or breaks effectiveness and sustainability. All these elements are captured with a business model that can be detailed in a business case for further operationalization and deployment of the eHealth technology.

Value creation is central to business modeling. Obviously, in for-profit contexts, this value is mostly monetary, but other kinds of value drivers can be important too. Especially in the health care context, we often see extra attention paid to nonmonetary values, as health care is a special market. Intel’s health care information technology (HIT) value model breaks down value into three levels: monetary value, quantifiable value, and benefits, the latter being, for example, social value or certain qualitative values that are considered beneficial but are hard to express in concrete figures [29]. In our business modeling approach, value drivers can be seen very broadly, that is, anything that a stakeholder considers critical to technology is a relevant value driver worthwhile to research. These value drivers form the basis for the development process and implementation.

Business modeling promotes a value-driven dialogue and promotes better understanding of what should be accomplished with eHealth technology [30]. This value-driven approach allows stakeholders in eHealth technologies to better discuss and reflect on the intended value that technology has to offer to the health care setting. Value drivers can also be initially counterproductive, as, for instance, when a certain stakeholder loses money or influence, this stakeholder will then criticize the technology. These negative value drivers then must be compensated for elsewhere. Also, by determining the overall expected value before designing begins, the assessment will be more profound whether or not eHealth technology is worth the investment. Nevertheless, value and value drivers remain complex concepts. During the value specification, many values will appear and many will also conflict; hence, dialogue is very important. It can be an extensive task to assess and to clarify to stakeholders what value eHealth technology can create, but without looking into value drivers, exact gains of eHealth investments remain unclear a priori, and it will be impossible to find a fitting implementation.

With business modeling, we aggregate all value needs bottom-up from the stakeholders, and, through dialogue, we try to cocreate a fit between all the values that will become the overall expected value of the eHealth technology. Value becomes the focal point for technical design and also for the critical success factors [31] required for implementation. In our workshops, we use custom mapping software, to elicit these values from stakeholders and to rank scores to their importance according to the stakeholders. This ranking acts as a way to quantify and prioritize values. (A common method for this is called the analytic hierarchy process [32] that, in short, alters the initial scores given to the values by taking the hierarchy of these values into consideration.) These values are input for the design of an eHealth technology and are the basis for implementation. For example, if the value security is given a high score by multiple stakeholders, then during implementation, all security-related choices (eg, collaboration with a good software security company) need to be given serious consideration; otherwise, certain stakeholders...
will not consider the technology valuable. This determination also influences the technology itself, that is, security-based features are apparently important, and thus designers and developers should thoroughly research what the security requirements are. Textbox 5 provides another example.

Textbox 5. Example Case: How Value Drivers Can Influence Technical Design

During the problem analysis in the teledermatology project, it was found that there were many additional problems in the whole teledermatology process that the initial design of device did not reflect. In general, the device had to offer support regarding how health care professionals in home care can take pictures of wounds so that wounds can be better diagnosed. Consensus arose among stakeholders that it was necessary to provide standardized guidelines for using the technology. We determined what value drivers were relevant to these guidelines, as without these standardized guidelines, the device would be less useful and thus less valuable to the stakeholders. This process also resulted in technical design additions.

Business Models

As the term *business modeling* implies, its core output is a business model. A business model plays an important part in implementation: it acts as the basis for discussion of value drivers with stakeholders and becomes the basis for further operationalization where the business model is made more concrete through a business case, and, subsequently, the actual deployment of eHealth technology can happen.

Research in business models is relatively new, and, thus far, the term *business model* is still ambiguous in science and in practice [30]. Business models are quite often confused with *business process models* that are used on an operational level to describe detailed operational processes [33]. Also, some people associate business models with detailed financial prognoses, which are actually more characteristic of a *business case*. Osterwalder [34] defines a business model as “the rationale of how an organization creates, delivers, and captures value.” By this definition, business models act on a strategic level and can be the basis for more detailed business process models and business cases [35]. In our view, one needs to decide on a business model first in order to develop a business case. The business model can be created early on in the development process. The business case can gradually take shape and the details can be developed while the technology is being designed. Obviously, during the development process, a business model can also be refined or altered depending on unforeseen changes or new insights.

Business models became prominent in the late 1990s when the methods of doing business rapidly grew more complex and interdependent [36]. During that time, Internet-based activities became important assets in value creation and opened possibilities for new moneymaking activities and sped up globalization. Organizations had to change their existing strategies and develop new strategies. Yet, in order to achieve this transformation, organizations required something to plan ahead. This is when the term *business model* became widely adopted. A business model helps to relate all strategically defined critical success factors (critical elements in the achievement of successful value creation) into a working whole [37,38]. As such, they allow managers to understand, communicate, and evaluate the strategy for value creation and to conceptualize the strategy in a concise, modeled form [37].

In this period, numerous new business models emerged, and, coinciding with the popularity of the Internet, these were, in particular, business models that explored the potential of Web 2.0 [4].

A framework that is currently popular for defining a business model is the business model canvas by Osterwalder (depicted in Figure 2) [34]. It describes the whole rationale in nine building blocks. In the middle block is the value proposition, the eHealth technology in this case. The top three blocks on the left-hand side of the diagram deal with the required organizational aspects, that is, the key activities, resources, and partners. The top three blocks on the right-hand side deal with who the customers/users are and how to interact with them. At the bottom are the financial aspects. Creating and offering value generate costs, and a revenue model is necessary to capture value back to at least cover these costs. This canvas is an empty framework or blueprint that can be filled with critical success factors and choices to describe the implementation of an eHealth technology. The framework is useful as it describes the entire value creation logic and is a guide for making sure that all nine aspects necessary for value creation are addressed. The framework also helps to classify and group the components of a business model.

However, the process behind filling this canvas determines the quality of the business model. In Osterwalder’s book, *Business Model Generation* [34], a strong focus is on ideation, that is, thinking up innovative business models on a very high level of abstraction early on for new businesses. But the canvas can also be filled with value drivers based on the value specification that we apply in our business modeling approach. The chosen, important value drivers from the value specification become critical success factors, as they will determine the success of the implementation of the eHealth technology. We place these in the canvas to get an overview as well as to check if all building blocks received adequate attention from the stakeholders and/or researchers. It is also possible that multiple business models can be formed based on the value drivers gathered from the stakeholders, as the example in Textbox 6 demonstrates.
Textbox 6. Example Case: Multiple Business Model Opportunities for Different Scenarios

The aforementioned service model in the teledermatology example (Textbox 4) resulted in multiple possible business models with different service paths. These were:

- Keeping everything in-house
- Cocreation with third party organizations that would take care of the teledermatology infrastructure so that the technology company could focus on the technology
- A mix between providing a technology to third parties yet also providing additional technical services to third party organizations in return for a payment for each use

Each business model had its pros and cons, and it was up to the management to decide which of these models they found best fitting to the future of their company.

Figure 2. Business model canvas.

Business Case

Having a business model alone is not enough. Once the desired business model is decided on and all stakeholders agree on the plans, the operationalization can be further determined by making a concrete business case based on the business model. A business case contains much more concrete information about the details of the implementation than a business model, but a business model is required to provide an idea of what the implementation should look like. In the business case, concrete descriptions of the necessary activities, resources, and costs can be written down. Usually business cases contain several financial prognoses based on estimated usage of the technology. These prognoses are based on multiple usage scenarios (low, projected, high usage) to gain a better understanding of the dynamics of the costs and potential revenues. Textbox 7 demonstrates how a business case can be made early in a project to demonstrate financial benefits of an eHealth technology. Usually, a business case is continuously updated during the development.

Also in this stage, the required infrastructure that resulted from the stakeholder network and value specification can be further arranged more formally with contracts, formal agreements, and so forth.

Once these steps are taken and the technology is designed, it can be implemented in practice. However, the operationalization is not an endpoint; evaluation is necessary to track whether the technology and implementation still meet the intended goals and whether redesign iterations are necessary in the development.

Textbox 7. Example Case: Business Case for Implementing an Antibiotic Stewardship Program

Changing antibiotic prescription can be beneficial. For example, patients can have a shorter length-of-stay or the prescriber can choose a quicker swap from intravenous to oral antibiotics. Through a calculation, we showed the hospital management that they could save up to a million euros a year on antibiotic costs alone. These financial prognoses convinced the management to start a pilot project for an antibiotic stewardship program.

Evaluation

Development of an eHealth technology starts with a variety of assumptions defined by time or budget constraints. Not everything in a business model can be understood ab ovo and requires reflection and progressive insight [39]. By spending more time investigating the exact value needs—even during usage of a technology—the technology and its implementation can be continually refined. As with any technology, eHealth technologies are subject to environmental and contextual changes. Technology never stands still, and most technologies are developed using iterative design approaches [21]. Just as technologies evolve over time, business models are also not static objects [40]. Therefore, summative and formative evaluation cannot be performed in an inert state but should be an action or a process (see Textbox 8). Business modeling makes sure technology and implementation keep reflecting on the current and future needs of the stakeholders for sustainability. It is imperative that an eHealth technology remains an object of study even after the technology has been implemented into practice; eHealth technology is not a “fire-and-forget” technology. The evaluation of its success needs to continue for further improvement and anticipation of changes in the health care environment. As a value-driven approach can project the critical success factors, the intended goals of the eHealth technology can be measured.
Conclusion

Many eHealth technologies still fail in practice, and little or late attention is given to implementation. We believe preparing the implementation strategy is part of the development process and should start as early as possible in the development. In strategic management, business models are used to define the rationale behind value creation in terms of eHealth, which means the required rationale for implementing an eHealth technology in its care setting. We introduced business modeling as a vital part of our holistic approach for eHealth development in order to improve the uptake and sustainability of eHealth technologies. Business modeling, and our CeHRes Roadmap generally, have proven in multiple, different eHealth projects to be worthwhile in the development of eHealth technologies, helping us to find a better fit among humans, organizations, and technology with a value-driven and stakeholder-focused eHealth development. Business modeling fosters a ground for dialogue regarding the perceived value and purpose of an eHealth technology. An eHealth technology simply has a plethora of stakeholders and they all influence or are influenced by the eHealth technology. Implementation of eHealth technology depends on how well the value needs of stakeholders are met and how they partake in the infrastructure needed for the eHealth technology. Business modeling is a continual activity because the environmental conditions in eHealth are dynamic, so iterative development and anticipation to changes are important for sustainability and long-term success of the technology.

Health care organizations base their operations on century-old reimbursement business models [3]. Progress in medical and technological possibilities and many sociopolitical factors have altered the processes but left settled business models unchanged. Lagging legislation, financial complexity, and a status quo of roles and dependencies seem only to work in favor of perpetuating these inefficient health care processes. Evidential benefits from eHealth technologies remain unsure, as new technological possibilities often cause extra side processes rather than an efficient replacement for the processes that need to be improved. eHealth should not be an irrelevant remake of old processes. Innovative eHealth business models require that core conceptions, current roles, and processes are reevaluated and overhauled from complex organization-centered health care chains to efficient patient-centered health care networks in which multiple health care organizations collaborate to provide care. eHealth projects need to research new business models. Both in practice as in academic context, a business model is often mentioned as a kind of panacea to improve the effectiveness and sustainability of eHealth technologies; however, the exact why and how are omitted from the arguments. Often generic business models from other industries (at the so-called taxonomy level) are mentioned as potential solutions which are per se unsuited, for example, taxonomies such as subscription-business models or pay-per-click-business models. These generic business models are excellent for classification, but for implementing an eHealth technology, this level-of-detail will not suffice. It is possible to inspire business models from other industries for eHealth, for example, in 2000. Parente described four e-commerce-inspired eHealth business models that were emerging at that time along with the growth of e-commerce generally [41]. E-commerce activities are probably easier to mimic from other industries than business models for health services and their complex value cocreation activities.

Not only are new business models for eHealth needed but also needed are the approaches for creating them. Admittedly, the lack of publications that discuss how business models can be created is not only a problem in eHealth. In general, few approaches to defining business models exist or remain cursory. Another barrier is the problem of introducing business-like thinking in health care. This continues to be a sensitive topic, as in the field of health care, the focus is the well-being of patients; thus, focusing on money is considered in a negative light because it is not patient-centered. However, with the emerging problems that health care is facing, business-like thinking could be pivotal in keeping quality health care affordable.

Future Research

We have applied and are applying the CeHRes Roadmap in several of our eHealth projects, which are all quite varied and exist in different settings ranging in complexity and size, yet all of these projects are focused on providing some form of technology that supports disease management. A few example projects that have made or are currently making use of the roadmap and, therefore, also of business modeling are shown in Textbox 9.

Textbox 9. Examples of Projects Using the CeHRes Roadmap

- Collaboration platform for cross-border infection prevention
- Setting up an antibiotic stewardship program
- Development of a teledermatology device
- Personal assistance website for diabetes care
- Prevention and quick warnings regarding the dangers of Lyme disease
All of these cases are useful for testing and improving the roadmap and are relevant to this paper. They are test cases for the current instruments for business modeling. We see that the roadmap and business modeling are applicable in all these different types of eHealth technologies, and we are working on adding instruments and evaluating current instruments. In a subsequent paper, we will give an introduction to these instruments and how they can support eHealth development. Our goal is to find robust instruments that are generic enough to be applicable for all eHealth technologies. Thus far, we have seen with our current focus groups and workshops as well as with our mapping tools that the extra effort of business modeling gives vital information not only for the implementation but also vital information with consequences for the design of the eHealth technology.

We also plan a systematic review to predetermine outcomes and effects of interventions in the antibiotic stewardship programs. After this review, we hope to assess how a literature review can be used as input for the start of the value specification by providing the outcomes and effects as general value drivers to discuss with the stakeholders.

The roadmap has been made public as a wiki (ehealthwiki.org). The goal is to provide a platform for anyone interested to collaborate on providing methods, ideas, and example cases for eHealth development as described by our roadmap. Obviously, we would also like to see contributions to the business modeling side of the roadmap.
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Abstract

Background: In 2008, the National Institutes of Health (NIH) Public Access Policy mandated open access for publications resulting from NIH funding (following a 12-month embargo). The large increase in access to research that will take place in the years to come has potential implications for evidence-based practice (EBP) and lifelong learning for health personnel.

Objective: This study assesses health personnel’s current use of research to establish whether grounds exist for expecting, preparing for, and further measuring the impact of the NIH Public Access Policy on health care quality and outcomes in light of time constraints and existing information resources.

Methods: In all, 14 interviews and 90 surveys of health personnel were conducted at a community-based clinic and an independent teaching hospital in 2010. Health personnel were asked about the research sources they consulted and the frequency with which they consulted these sources, as well as motivation and search strategies used to locate articles, perceived level of access to research, and knowledge of the NIH Public Access Policy.

Results: In terms of current access to health information, 65% (57/88) of the health personnel reported being satisfied, while 32% (28/88) reported feeling underserved. Among the sources health personnel reported that they relied upon and consulted weekly, 83% (73/88) reported turning to colleagues, 77% (67/87) reported using synthesized information resources (eg, UpToDate and Cochrane Systematic Reviews), while 32% (28/88) reported that they consulted primary research literature. The dominant resources health personnel consulted when actively searching for health information were Google and Wikipedia, while 27% (24/89) reported using PubMed weekly. The most prevalent reason given for accessing research on a weekly basis, reported by 35% (31/88) of survey respondents, was to help a specific patient, while 31% (26/84) were motivated by general interest in research.

Conclusions: The results provide grounds for expecting the NIH Public Access Policy to have a positive impact on EBP and health care more generally given that between a quarter and a third of participants in this study (1) frequently accessed research literature, (2) expressed an interest in having greater access, and (3) were aware of the policy and expect it to have an impact on their accessing research literature in the future. Results also indicate the value of promoting a greater awareness of the NIH policy, providing training and education in the location and use of the literature, and continuing improvements in the organization of biomedical research for health personnel use.

(J Med Internet Res 2011;13(4):e97) doi:10.2196/jmir.1827
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Introduction

Funded research should be accessible and open without cost (or with very minimal cost) to all providers...[since charging] such high rates for access to crucial information is detrimental to health care.

The above quote was submitted by a health care provider in response to our recent survey on awareness of the 2008 National Institutes of Health (NIH) Public Access Policy [1]. The policy requires all research publications resulting from NIH funding to be made publicly accessible through deposit in the National Library of Medicine’s PubMed Central within 12 months of publication. This NIH policy is expected to provide public access to some 80,000 biomedical research articles annually [2] and represents a broader trend within scholarly communication toward “open access” [3]. For example, a number of funding agencies, journals, and institutions, such as the Wellcome Trust, Journal of Medical Internet Research, and Stanford University, have adopted open access policies. It is imperative that these policies be assessed for their (potential) impact and ability to guide future policies.

Health personnel’s access to research literature has taken on greater cogency with the ongoing emphasis on evidence-based practice (EBP) in health care. EBP is the “conscientious, explicit, and judicious use of current best evidence in making decisions about the care of individual patients” [4]. Best evidence is defined as the current evidence from the research literature [4,5]. However, research on information seeking among health personnel has repeatedly demonstrated their bias toward easily accessible information [6-8]. For example, in a study of 47 physicians during a half-day of practice, Covell [9] found that physicians raised a total of 269 questions about patient management. Roughly two-thirds of these questions were not pursued, a finding that has been repeated by Gorman and Helfand [10]. Of the 30% of questions that were pursued, the physicians most frequently sought answers from other health professionals [9].

Other studies, such as Haug’s [11] meta-review of 12 physician studies, found that physicians prefer to consult local and easily accessible information sources, such as colleagues or local textbooks. Although nurses have been less frequently studied, they seem to have similar preferences for local, easily accessible information sources [6]. Slawson and Shaughnessy [8] call this phenomenon “satisficing,” in which health personnel are “satisfied with the information they have at hand, sacrificing quality for convenience.” Instead of seeking the best evidence, many providers rely on summaries and guidelines, whether or not they are evidence-based [8].

These findings raise important questions about health personnel’s level of access to “best evidence” from the research literature. Currently, the leading sources of easily accessible evidence are point-of-care (POC) services, such as UpToDate, ClinicalEvidence, and DynaMed, among others, which generally provide synthesized accounts of evidence on major medical topics. In the study reported here, all participants had access through their institution to UpToDate, which is self-described as a clinical decision support system based on current evidence [12]. While the availability of such resources raises questions about the added value that increased access to the research literature provides, studies have demonstrated the limitations of preappraised sources in answering complex clinical questions when compared with the research literature [13,14]. While health personnel have been found to prefer POC resources to PubMed for primary literature [15], POC resources have been questioned on the level [16,17] and currency [18] of evidence that they utilize in creating their syntheses of medical topics [16].

This study measured current research usage among health personnel from a hospital and community clinic in order to assess the potential impact of the NIH Public Access Policy as well as provide a preliminary set of measures for future policy assessments. These measures include (1) perceived quality of current access to information, (2) source and frequency of access, (3) search strategies, (4) reasons for access, and (5) awareness of the NIH Public Access Policy.

Methods

Population

The Stanford University Institutional Review Board reviewed and approved the study in June 2010. The study was performed at two health care facilities in Northern California, an independent teaching hospital and a community clinic, from July 2010 through November 2010. The teaching hospital has fewer than 200 beds. The community clinic includes multiple clinical sites involving fewer than 100 physicians and nurses. In 2009, the vast majority of the clinic’s patients were at or below the federal poverty level, and almost all were either uninsured or on public health insurance (eg, Medi-Cal).

Interviews

During July and August of 2010, 14 interviews were conducted. Interview participants were recruited via each institution’s email listserv. Of those interviewed, 14 agreed to participate, 4 of whom also completed an optional PubMed interview and training. In all, 7 participants were hospital employees and 3 were clinic employees; 6 women and 4 men were interviewed ranging in age from 30 to 50 years. The participants included 5 physicians, 4 nurses, and 1 neuropsychologist; 2 of the physicians also held administrative roles. Interview prompts focused on participant work roles, tasks, characteristics of information needs, sources of information, and outcomes. Questions were directed toward information use, in general (eg, “What resources do you use to get the information you need?”), and use of research, in particular (eg, “Do you ever consult research articles in journals, either in print or online?”).

Surveys

The survey was informed by previous studies [19] and the preliminary results of the interviews. Survey respondents were recruited via each institution’s email listserv. Members of each institution’s listserv were sent a recruitment email that contained a link to the online survey and was open to any participant that accessed the link. The survey itself and the ten questions within it were voluntary. The online survey contained a total of five screens: the first screen included background information about
the study, screens two through four each contained two questions, and screen five contained four questions.

Survey respondents included 90 health personnel across the two sites, 88 of which completed the survey. Of the survey respondents, 32% (28/88) were from the clinic, representing a 32% response rate for clinic personnel. A total of 68% (60/88) of the respondents were from the hospital; however, a response rate for this site could not be determined as the number of health personnel on the email listserv was unknown. Of the respondents, 79% (69/87) were female and 21% (18/87) were male. In addition, 46% (40/88) were physicians, 26% (23/88) were nurses, and 28% (25/88) were other health personnel, such as physician assistants, psychologists, and social workers.

Results

Quality of Access to Health Information
Survey respondents were asked to characterize their current level of access to research articles as excellent, good, poor, very poor, or not applicable. Of the survey respondents, 65% (57/88) reported their level of access to be good or excellent, while 32% (28/88) respondents reported access to be poor or very poor (see Table 1). A physician at the hospital summarized the issue of a lack of access:

I’ve looked [online] at some abstracts for articles that I couldn’t get. I’ve thought, ‘Wow, that’s a really good article. It’s too bad I can’t read it’. [H-P10 (Bracketed numbers refer to interview participants)]

Table 1. Perceived quality of access

<table>
<thead>
<tr>
<th>Perceived Quality</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent: I have access to all the research articles that I need.</td>
<td>8 (9%)</td>
</tr>
<tr>
<td>Good: I have access to most of the research articles that I need.</td>
<td>49 (56%)</td>
</tr>
<tr>
<td>Poor: I frequently have difficulty getting the research articles that I need.</td>
<td>26 (30%)</td>
</tr>
<tr>
<td>Very poor: I always have great difficulty getting the research articles I need.</td>
<td>2 (2%)</td>
</tr>
<tr>
<td>Not applicable: I do not need access to research articles.</td>
<td>3 (3%)</td>
</tr>
</tbody>
</table>

Source and Frequency of Access
Survey respondents were asked how often they consult different types of information sources (see Table 2). UpToDate was identified apart from other POC services (such as MDConsult) because it alone was universally available to all participants. In that light, the results for UpToDate, as a POC, can be combined with the category other POC services, suggesting that 77% (67/87) of participants used a POC on a weekly basis.

Table 2. Source and frequency of access

<table>
<thead>
<tr>
<th>Source and Frequency</th>
<th>Weekly n (%)</th>
<th>Monthly n (%)</th>
<th>Less Frequently n (%)</th>
<th>Totals N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other medical professionals</td>
<td>73 (83%)</td>
<td>7 (8%)</td>
<td>8 (9%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Reference books or websites</td>
<td>59 (69%)</td>
<td>18 (21%)</td>
<td>10 (10%)</td>
<td>86 (100%)</td>
</tr>
<tr>
<td>Clinical guidelines/protocols</td>
<td>41 (47%)</td>
<td>26 (30%)</td>
<td>21 (23%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>UpToDate</td>
<td>39 (45%)</td>
<td>4 (5%)</td>
<td>44 (50%)</td>
<td>87 (100%)</td>
</tr>
<tr>
<td>Review articles</td>
<td>34 (39%)</td>
<td>30 (34%)</td>
<td>24 (27%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Original research articles</td>
<td>28 (32%)</td>
<td>29 (33%)</td>
<td>29 (35%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Other POCs (eg, MDConsult)</td>
<td>28 (32%)</td>
<td>13 (15%)</td>
<td>46 (53%)</td>
<td>87 (100%)</td>
</tr>
<tr>
<td>Personal journal subscriptions</td>
<td>21 (24%)</td>
<td>19 (22%)</td>
<td>48 (54%)</td>
<td>88 (100%)</td>
</tr>
</tbody>
</table>

Search Strategies
Respondents and interviewees used a number of strategies to find health information outside of POC resources. In all, 67% (57/85) of respondents reported weekly use of Google or Wikipedia (as a guide to related sources), and 27% (24/89) reported weekly use of PubMed or MEDLINE (see Table 3). Only 9% (8/87) of survey respondents reported weekly access to an online university library collection.
Table 3. Search strategy

<table>
<thead>
<tr>
<th>Search strategy</th>
<th>Weekly n (%)</th>
<th>Monthly n (%)</th>
<th>Less Frequently n (%)</th>
<th>Totals N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google or Wikipedia</td>
<td>57 (67%)</td>
<td>18 (21%)</td>
<td>10 (12%)</td>
<td>85 (100%)</td>
</tr>
<tr>
<td>PubMed or MEDLINE</td>
<td>24 (27%)</td>
<td>21 (24%)</td>
<td>44 (50%)</td>
<td>89 (100%)</td>
</tr>
<tr>
<td>Remote access to university library</td>
<td>8 (9%)</td>
<td>1 (1%)</td>
<td>78 (90%)</td>
<td>87 (100%)</td>
</tr>
</tbody>
</table>

Reasons for Access

In all, eight themes emerged from our interview data related to reasons for accessing research (see Table 4). Of those eight, the three most frequently reported reasons for consulting research on a weekly basis were “informing my understanding of a specific patient” (35%, 31/88), “out of general interest” (31%, 26/88), and “informing and updating clinical practice, in general” (25%, 22/88).

Table 4. Reasons for accessing health research

<table>
<thead>
<tr>
<th>Reason for Access</th>
<th>Weekly n (%)</th>
<th>Monthly n (%)</th>
<th>Less Frequently n (%)</th>
<th>Totals N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>With regard to a specific patient</td>
<td>31 (35%)</td>
<td>23 (26%)</td>
<td>34 (39%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Out of general interest</td>
<td>26 (31%)</td>
<td>18 (21%)</td>
<td>40 (48%)</td>
<td>84 (100%)</td>
</tr>
<tr>
<td>Informing clinical practice in general</td>
<td>22 (25%)</td>
<td>29 (33%)</td>
<td>37 (42%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Educating patients and their families</td>
<td>15 (17%)</td>
<td>25 (29%)</td>
<td>47 (54%)</td>
<td>87 (100%)</td>
</tr>
<tr>
<td>Training or informing health personnel</td>
<td>16 (18%)</td>
<td>17 (19%)</td>
<td>55 (63%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Preparing for school or licensure</td>
<td>11 (13%)</td>
<td>7 (8%)</td>
<td>70 (89%)</td>
<td>88 (100%)</td>
</tr>
<tr>
<td>Preparing for presentation or teaching</td>
<td>7 (8%)</td>
<td>16 (18%)</td>
<td>65 (74%)</td>
<td>87 (100%)</td>
</tr>
<tr>
<td>Writing protocols, articles, or books</td>
<td>3 (3%)</td>
<td>8 (9%)</td>
<td>77 (88%)</td>
<td>88 (100%)</td>
</tr>
</tbody>
</table>

Policy Awareness

Survey respondents were asked whether they were previously aware of the NIH Public Access Policy, and 27% (23/86) of participants reported being aware, while 73% (63/86) reported they were not familiar with the policy. The survey respondents reporting awareness of the policy also indicated more frequently utilizing research (65% on a weekly basis) than respondents reporting no policy awareness. When asked whether free online access enabled by the policy is likely to have an impact on the frequency of their accessing research articles, 83% (72/87) of respondents reported that some impact is likely, 12% (10/87) reported that no impact is likely, and 6% (5/87) did not know if it would have an impact.

Discussion

Quality of Access to Health Information

When asked about the quality of their current access to research articles, 65% (57/88) of participants in this study responded that it was good or excellent, while 32% (28/88) of respondents said it was poor or very poor. These responses need to be taken in light of the universal access among this sample to UpToDate. One survey respondent added that he receives complimentary journal subscriptions and, if he “had to pay, [he] wouldn’t be reading them.”

The interview results yielded a similar picture of access to research, with six of the ten interviewees describing their quality of access as good or excellent, three as poor or very poor, and one as not applicable. Among those who felt that their access was inadequate, one hospital-based physician described the consequences of a low level of access to research:

“It's a pretty regular basis where people are having problems [accessing articles]. If you can't pull up the articles, it's difficult to get all the information you need...it impacts our patient care.” [H-P06]

A nurse at the hospital commented on the frequency of this issue, saying, “nine out of ten times, I can’t get all the articles that I want” [H-N09]. Current literature reports that perhaps a quarter of articles in PubMed are publicly accessible [20-22]. One might draw from this that potentially a third of the health personnel in this study, who feel their current access is inadequate, would be likely to welcome and take advantage of the NIH Public Access Policy.

Source and Frequency of Access

In the survey, 83% (73/88) of respondents reported that they consult their colleagues on a weekly basis, which aligns with previous research [23]. Reference books and websites were utilized weekly by 69% (59/86) of the respondents. However, close to half (45%, 39/87) used UpToDate weekly. Additionally, the use of other POC resources such as MDConsult and Clinical Resources at Ovid suggest that the majority regularly relied on POC products. As previous studies have shown [24] and as our participant interviews affirmed, UpToDate is a preferred information source. A physician at the community clinic said:

“UpToDate is pretty much what most clinicians use when they have a clinical question. Most people just...”
read the article, and they say, ‘This is what UpToDate says, so this is what I’m doing’. [C-P01]

She also described UpToDate’s appeal: “[It’s] simple. It’s the iPod model” [C-P01]. A second physician at the clinic made similar observations but also discussed the limitations of UpToDate:

“It’s from one center…The protocols [are] very predigested…You know, it’s usually just written by a bunch of experts sitting in a room. Yeah, they have all the access to evidence, but you never know the sources of bias.” [C-P02]

To our knowledge, few studies have assessed the quality of medical information in POC products such as UpToDate. Of those that do, one recent study compared the volume of content, editorial quality, and evidence-based methodology of 18 POC products [17]. UpToDate ranked in the top quartile for editorial quality and evidence-based methodology and the high intermediate quartile for the volume of content. However, another recent study that did an in-depth bibliometric analysis of five popular POC products (UpToDate, ACP PIER, Clinical Evidence, DynaMed, FirstCONSULT) found that three of the five products, including UpToDate, had nearly 50% or more citations from 2001 or earlier for the four topics analyzed (hypertension, asthma, carbon monoxide poisoning, and hyperlipidemia) [18]. The authors also found surprisingly little overlap in citations among the POC products for the four medical topics analyzed. While the authors acknowledge that this study only examined summaries of four topics, they conclude that it “reveals surprising and critical information about these POC products: they can vary greatly in content, from the raw number of citations, to the types of evidence, to the currency of those citations” [18]. They advise users to “judiciously appraise POC product information content” when using this information for EBP [18].

Our study suggests that fewer participants read review articles or research articles than turn to this POC. This finding must be considered in relation to the amount of current research available, the current difficulties in searching the biomedical literature, and how these factors will gradually improve over time. Given the potential limitations of “evidence” in POC products as well as in certain clinical guidelines [25-28], it may be necessary for health personnel to have access to the primary literature for the best evidence necessary for EBP.

In the interviews, a hospital physician described the frequency of his need for access: “It’s pretty much on a day-to-day basis that you’re looking for something” [H-P06]. A physician at the community clinic described her general information needs as “constant” [C-P01]. She attributed this to her natural curiosity but also to the complexity of patient issues and to the lack of easily accessible consultations from specialists.

“I have to look up stuff all the time, mainly because I’m curious about things, but also because people ask me questions, and I don’t always know the answers. The level of questions…tend to be very sophisticated…because patients are so complex, [and] because our providers are really adept and are left to manage a lot of things that, in other places, specialists would be taking care of.” [C-P01]

These finding are consistent with previous studies [9,11] that have found colleagues and reference textbooks to be physicians’ preferred information sources [6]. Several studies [29,30] have also cited research journals as “a primary mechanism for continuing medical education” [31]. Studies on nurses report a similar preference for local sources of information including patient and lab data as well as colleagues [32-35]. Nurses may also consult nursing journals if the content is relevant to the patient issue [11].

Search Strategies

Although the majority of respondents turned to POC services, many also reached outside of these resources, turning to Google or Wikipedia more frequently than PubMed. This preference may be due to an interest in background information, which these resources provide, whereas research articles contain more specific foreground information. Studies have shown that 50% to 70% of physicians use Wikipedia as an information source [36]. Empirical studies have begun to emerge on the quality of Wikipedia’s medical content. These studies find few factual errors but also a general lack of depth and ease of understanding [37].

Ease of access and searching of these tools may contribute to their relative popularity. For example, a physician and administrator at the clinic said that she uses Google because it is “easy” and “in front of me” [C-P03]. She said that she typically sticks to “Google, UpToDate, or a consultant” because of this ease of access [C-P03].

Some health personnel used Google to access relevant research. As a physician at the clinic described: “In this setting, since you would have to pay for the articles…if you’re real interested in the answer to your question, you can just do some Google searches and shotgun around and see if some institutional setting has an unprotected link to it” [C-P02]. Similarly, a nurse at the hospital said that she always starts with Google but is careful to “always look for websites that have .edu or .org or .gov” as opposed to “commercial websites” [H-N09].

PubMed or MEDLINE was the fourth most frequently reported resource, reported to be used on a weekly basis by 27% (24/89) of health personnel. The interview participants elaborated on the various uses of PubMed. A physician at the clinic said that one of her “most common PubMed searches,” which she conducts approximately weekly, is searching for “a review article from core clinical journals within the last five years” [C-P01]. A hospital physician said he uses PubMed “to educate other people and myself,” to prepare for talks and for rare patient cases, such as “an unusual hemoglobinopathy” [H-P10]. He added that he typically uses PubMed “in retrospect” because “it takes a while if you’re researching articles to find something” [H-P10].

Other participants described their PubMed strategies and frustrations. A hospital nurse described how she typically accesses PubMed via Google: “I just enter what I want to know on Google…and if I see PubMed, I always go to that because I trust it as a source of the latest research” [H-N09]. She added,
however, that she has “not had much success navigating [PubMed]” [H-N09]. A medical fellow at the hospital described how he “used to use PubMed” but switched to Google Scholar because it seemed “more user friendly,” “pulled things up better,” and generally “works better” [H-P06]. A hospital nurse added, “I primarily use [PubMed] if I know the exact citation” [H-N05]. Training in PubMed has been shown to foster favorable information-seeking behavior, such as increased searches in MEDLINE [38]. Our findings suggest that training in PubMed may bolster the impact of the NIH Public Access Policy.

Comparisons of preappraised information sources with the primary literature have shown, for example, that preappraised sources could not provide answers to 40% of the complex clinical questions, 95% of which had previously been answered by the primary research literature [13]. Other studies have similarly pointed to the value of access to the research literature in addition to POCs [14,39].

Only 9% (8/87) of survey respondents had access to a medical school library’s online resources. This affiliation provides the user with remote access via a secure user name and password to the library’s online full-text journal subscriptions. It should be noted that individuals with these privileges acknowledge upon receipt of their access that they will not share this information, as sharing is a violation of the library’s contract with publishers. Related to the value of a password, a physician at the community clinic noted that remote access is one of the major benefits of training residents: “You either don’t get paid, or don’t get paid much, but you do get access to that library” [C-P02]. Several interviewees described how individuals with passwords to the medical school library are often asked to retrieve articles online for others. A hospital nurse, who frequently used this method of access, said:

_I never [pay for articles]. I just call different friends that have access to different services and do what I need to do._ [H-N09]

A hospital physician and clinical professor described how “people will ask [him] to get articles through the library” as often as “a couple times a month” [H-P10]. He concluded, “My assumption is that they’re searching, and for whatever reason, it’s not an open-access article, and so they’re asking me to get it from [the university library]” [H-P10]. A medical fellow at the hospital said that he has been using his friend’s password to access the university library for a number of years. When asked whether he could remember any instances of having difficulty accessing a particular article, he said:

_I’ve been cheating the system for so long that I don’t remember...Pretty much every single article is on their site._ [H-P06]

**Reasons for Access**

In the current study, the most popular reason for consulting research on a weekly basis was for “informing my understanding of a specific patient” (35%, 31/88), a finding that has been demonstrated in previous research [40]. Several interviewees related stories of patient care that hinged on access to research articles. For example, a medical fellow at the hospital described how access to research was necessary in treating a complex case:

_There was a kid who had hemorrhagic cystitis...and we were trying to figure out an appropriate way to treat that, and it’s a rare, complicated thing. And so having access to the articles gave potential treatment options, which, in this case, was actually injecting the bladder with an agent that helps you to clot._

_Within a day, we got the articles that we needed, and we were able to start that treatment, which helped the kid._ [H-P06]

In this case, the medical fellow used his friend’s password to a university library to gain remote access to the necessary articles. He said that the full-text articles were necessary because with abstracts only “you’re not going to get enough information to make a meaningful decision” (H-P06). A community clinic physician described a similar scenario involving patient treatment, in which he was unable to freely access the article that he needed:

_A question came up a little while ago about what oral antibiotics you can take for bone infections in the outpatient setting...it made the difference between the patient getting six months of IV antibiotics at home...or just getting six weeks’ oral antibiotics without needing a intravenous capillary...and I ended up paying 50 bucks for the article._ [C-P02]

The second most frequently reported reason for accessing research on a weekly basis was out of general interest (31%, 26/84). As a clinic physician said, “At any given moment, I’ll have two folders full of things that I’m reading” [C-P01]. Similarly, a nurse at the hospital said that she reads anything that interests her: “It kind of intrigues [me] - I’m naturally curious - to read about head lice, which has no relevance to anything I do clinically, but I think it’s interesting” [H-N05].

Studies have also demonstrated the association between physician use of an online evidence system with patient admissions, suggesting that evidence use was related to patient care [41]. Additional research is needed to empirically test whether access itself would lead to increased use of research literature. A physician at the community clinic nicely summarized the issue at hand:

_I view [reading research] as necessary, but something that I do very little, just to be completely honest.... You just learn that you don’t have that many resources available to you, or, if you do, it’s a pain to get them at the point of care. So it’s the question of the chicken or the egg. Do we not do it because we’re not that interested? Or do we not do it because it’s such a pain to find it, and we become accustomed to not doing it?_ [C-P02]

The physician raises an important empirical question that warrants further study. He seemed to be describing a sort of learned helplessness that occurs when the needed information is not available. Future research under consideration, given the warrant provided by the results of this study, is a randomized controlled trial (RCT) comparing the uses of research by a
high-access group that receives relatively complete access to the biomedical research literature and another same-access group with typical (unchanged) access. A third group, a high-access group with support from medical librarians, could also be included in order to examine the value-added benefit of training and support. Ideally, this research would be longitudinal, as few studies examine health personnel use of online evidence over an extended period of time [42].

Limitations of the Study

While encouraging, our study has limitations. For example, participation for health personnel was only solicited from two health care sites, which means that these findings may or may not be applicable outside of these two institutions. Also, this study only analyzed self-reported behaviors and preferences, which may differ from actual practices. As Covell [9] has demonstrated, physicians tend to overestimate their actual use of printed information resources, while underestimating their use of peer consultation. Lastly, a relatively small number of health personnel were surveyed and, as with many voluntary surveys, our sample may be biased. Future plans to increase sample size and the number of participants will be considered for additional research.

Finally, future research may benefit from examining the potential impact of the NIH policy among other participant groups, such as patients or researchers. Since many individuals are seeking health information online - attracted to the convenience, coverage, and anonymity of online health information [43] - it may be beneficial to track the potential impact of the NIH policy within this population. Similarly, the NIH Public Access Policy is expected to be beneficial for biomedical researchers without access to well-funded research libraries or who do not work in one of the hundred-plus of the world's poorest countries that qualify for the Health Access to Research program (HINARI) [44]. Of course, a recent RCT demonstrated that articles assigned to the open access condition received more downloads than control articles, and the authors concluded that the true beneficiaries of open access publishing may be consumers, not producers, of the medical literature [45], such as the health personnel studied here.

Conclusions

This study establishes a preliminary measure of current research use, interest, and barriers among a sample of health personnel in hospital and community clinic contexts. While health personnel have limited time available for consulting additional sources and are already equipped with POC services, the results still provide grounds for expecting the NIH Public Access Policy to have a positive impact on EBP and health care more generally, given that between a quarter and a third of the participants (1) frequently access research literature, (2) express an interest in having greater access, and (3) are aware of the NIH policy and expect it to have an impact on their accessing the research literature. Additional measures are warranted if health personnel and their patients are going to maximize the benefits from this increased access to research through policy promotion, medical education, continuing website improvements to PubMed, and research on the nature of clinical practices and decision making in light of this increased access to the research literature.
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Abstract

Background: The emergence of the Internet has triggered tremendous changes in the publication of scientific peer-reviewed journals. Today, journals are usually available in parallel electronic versions, but the way the peer-review process works, the look of articles and journals, and the rigid and slow publication schedules have remained largely unchanged, at least for the vast majority of subscription-based journals. Those publishing firms and scholarly publishers who have chosen the more radical option of open access (OA), in which the content of journals is freely accessible to anybody with Internet connectivity, have had a much bigger degree of freedom to experiment with innovations.

Objective: The objective was to study how open access journals have experimented with innovations concerning ways of organizing the peer review, the format of journals and articles, new interactive and media formats, and novel publishing revenue models.

Methods: The features of 24 open access journals were studied. The journals were chosen in a nonrandom manner from the approximately 7000 existing OA journals based on available information about interesting journals and include both representative cases and highly innovative outlier cases.

Results: Most early OA journals in the 1990s were founded by individual scholars and used a business model based on voluntary work close in spirit to open-source development of software. In the next wave, many long-established journals, in particular society journals and journals from regions such as Latin America, made their articles OA when they started publishing parallel electronic versions. From about 2002 on, newly founded professional OA publishing firms using article-processing charges to fund their operations have emerged. Over the years, there have been several experiments with new forms of peer review, media enhancements, and the inclusion of structured data sets with articles. In recent years, the growth of OA publishing has also been facilitated by the availability of open-source software for journal publishing.

Conclusions: The case studies illustrate how a new technology and a business model enabled by new technology can be harnessed to find new innovative ways for the organization and content of scholarly publishing. Several recent launches of OA journals by major subscription publishers demonstrate that OA is rapidly gaining acceptance as a sustainable alternative to subscription-based scholarly publishing.

(J Med Internet Res 2011;13(4):e115) doi:10.2196/jmir.1802
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Introduction

Development of Scientific Journal Publishing

The scientific journal as an institution dates back to the late 17th century. Until the Second World War, scholarly journals were primarily individual and often linked to society membership. After 1950, the number of journals increased rapidly, and commercial publishers entered the market to meet the increased demand for outlets. Today there are almost 30,000 peer-reviewed scholarly journals indexed in Ulrich’s periodicals directory, and there are several thousand journals more, particularly journals...
published in languages other than English. Approximately 1.5 million articles are published yearly [1].

From the perspective of the scientific community as a whole, the scholarly journal fulfills a number of functions [2]. Gierveld, for instance, names four such functions: current awareness, archival recording, priority claim, and quality control [3]. Over the years, the format of scientific articles hasn’t changed much. In most disciplines, articles are a few pages long and are bundled into regularly appearing issues that are collected into yearly volumes. Citations provide the “glue” that links the articles into the context of a scientific field’s body of knowledge. The quality assurance mechanisms have undergone a gradual change as the anonymous peer-review process evolved into an “industry standard” in the 20th century [4].

During the past two decades, the scientific journal publishing process has undergone more change than during the preceding three centuries together. Today, almost all major subscription journals are available in both paper and electronic formats, giving academics at major universities instant access to thousands of journals, mainly via bundled e-licensing agreements with the major publishers. Publishers have also adopted Web-based manuscript and review management systems. From the readers’ viewpoint, a very significant improvement is the emergence of general Web search engines, as well as specialized services dedicated to scientific literature (ie, Google Scholar), which facilitate discovering and tracking publications enormously.

The scientific publishing industry has a peculiar oligopolistic structure, which has created extremely high barriers for new entrants and has ensured the major publishers a high level of profitability [5]. Because of this situation, mainstream publishers have had little incentive to experiment with the radical innovation of open access (OA), and part of the potential of the Web for dissemination of scientific knowledge has remained untapped. Instead, individual scholars and new start-up publishers have taken the initiative and have in a short time launched several thousand OA journals.

**Open Access**

The fundamental principle of open access, that the results of science should be openly accessible to anybody, is perfectly in harmony with the fundamental ethos of science and also with the interests of authors, academic institutions, and research funders. Open access can be achieved in two ways: via direct electronic OA publishing (ie, gold OA) or, alternatively, by publication in traditional subscription journals combined with parallel posting of the manuscript openly on the Web (ie, green OA) [6]. This paper deals only with direct OA. There are several comprehensive studies of both routes to OA [7-9].

A recent study has estimated that the number of OA journals increased by 500% and the number of articles by 900% during the decade 2000-2009 [10]. The difference between the two growth measures is explained by the fact that the average yearly number of articles published per OA journal rose from around 20 to 40 during the period. In 2009, there were around 4800 active OA journals, which published approximately 190,000 articles. An estimated 7.7% of all peer-reviewed articles were published in full OA journals [10].

Behind these aggregate numbers, the population of OA journals is very heterogeneous in size, funding mechanism, Web features, and the method of peer review and scientific quality. The academics and publishers behind these journals have experimented with many of the parameters of scholarly journal publishing, sometimes successfully, sometimes ending in failure. So far, there have mainly been reports about individual OA journals [11-15] focusing on the features and experiences gained from the journal in question. In this study, we attempt to paint a picture of the broader spectrum of these innovations and to draw some tentative conclusions as to where scholarly OA publishing is moving.

**Innovation and Scholarly Publishing**

Innovations typically occur in transition periods when technical inventions such as the printing press, steam power, electricity, or the Internet radically change the production conditions and cost structures of whole industries, enabling entrepreneurs to start offering new products or services.

There is a rich literature on the concept of innovation. Tidd et al [16] discuss the “4Ps” of innovation, from a company’s business model perspective. The 4Ps are: (1) product innovation, that is, changes in the products/services which an organization offers; (2) process innovation, that is, changes in the ways in which these products/services are created and delivered; (3) position innovation, that is, changes in the context in which the products/services are introduced; and (4) paradigm innovation, that is, changes in the underlying mental models that frame what the organization does.

Of these categories, product, process, and paradigm innovation are easily applicable to our context. Although a peer-reviewed journal article in its traditional printed format can be seen as a product, it is more useful to view the publication of scholarly journal articles as service provision, since the product is not consumed when read and the key issue is disseminating the information as efficiently as possible to potential readers. The process perspective is also important since both electronic publishing and open access publishing enable major changes in the process [17,18]. The paradigm innovation in the context of publishing are the ideas of making the journals available to the whole world for free and of funding the service by means other than charging the readers.

Baregheh et al [19] define innovation as “the multistage process whereby organizations transform ideas into improved products, services, or processes in order to advance, compete, and differentiate themselves successfully in their marketplace.” This definition stresses that the driving force of innovation is to improve the competitive position of market players, which leads to the concept of a business model. For our purposes, a useful definition is: “The essence of a business model is that it defines the manner by which the business enterprise delivers value to customers, entices customers to pay for value, and converts those payments to profit: it thus reflects management’s hypothesis about what customers want, how they want it, and how an enterprise can organize to best meet those needs, get
paid for doing so, and make a profit” [20]. Since many of the publishers of scholarly journals are scientific societies, groups of independent scholars, and so on, this definition should be extended from a commercial profit motive alone to also ensuring the long-term economic sustainability of the publishing operations.

A key element in this definition is the concept of value to customers. A scientific journal can only be successful and sustainable if it succeeds in delivering value appreciated by its customers and in covering the costs of its operations by monetary income or voluntary efforts. In the open access context, the authors are the key customers. One could argue that the editors and reviewers should be included as customers as well, or perhaps more appropriately, as partners. Editors and reviewers make very significant contributions, in particular, they contribute to journals with rigorous peer review in exchange for the personal network and the prestige they gain within their academic communities by being associated with the journal and are hence receiving a sort of service from the journal in exchange for their value-added work. The success of any start-up peer-reviewed journal is very much dependent on attracting this type of contributor.

The effects of the Web on scholarly publishing can be seen as consisting partly of effects enabled by the e-infrastructure as such and those enabled by opening up the e-versions with no access restrictions. In an industry with high barriers to the entry of new companies, established journal publishers, in the first instance, have striven to use the medium of the Internet to enhance the current business model. The more radical innovation of opening up the Web versions of journals has forced new journals and publishers to come up with alternative business models at the same time as it has offered the chance of offering a different type of service to authors. This innovation can be compared with radical changes in other information-related industries, as exemplified by successful companies and community services like Skype, Wikipedia, and Red Hat.

A useful two-dimensional framework for discussing the development in scholarly publishing during the last 15 years can be constructed using the principles of dissemination technology and access (Table 1).

<table>
<thead>
<tr>
<th>Restricted Access</th>
<th>Open Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper only</td>
<td>Traditional printed journal</td>
</tr>
<tr>
<td>Paper and electronic</td>
<td>All major publishers today</td>
</tr>
<tr>
<td>Electronic only</td>
<td>Very rare type of journal</td>
</tr>
<tr>
<td></td>
<td>Immediate or delayed OA to electronic version</td>
</tr>
<tr>
<td></td>
<td>Full OA journal</td>
</tr>
</tbody>
</table>

The position of a journal in this framework defines many of the border conditions for the features a journal can experiment with. Until the emergence of the Internet, paper printing was the only option, and, in that mode, restricted access for buyers and subscribers was the only viable alternative. (For a brief period, CD-ROM, which can only function in the restricted access mode was also tried, but this was more common for conference proceedings).

Paper and electronic is the dominant solution today, as almost all major publishers have launched parallel electronic versions of their journals. Publishers of journals with parallel electronic versions have, in general, restricted access to the e-versions, which has facilitated two new types of distribution mechanisms: the bundled e-licenses, with sometimes over a thousand titles, and the e-commerce, with individual articles on a pay-per-view basis. Since the electronic versions are usually just copies of the articles in the print issues, the structure of journals with a fixed number of regular issues has usually been retained. Many publishers nowadays post accepted and processed papers on the electronic journal sites well in advance of the actual publishing in order to speed up the dissemination, which is otherwise slowed down by articles queuing in line for a fixed number of yearly issues. Other features the electronic medium has made possible are citation linking (ie, Crossref) and alerting emails that contain tables of content and other notifications. Most journals nowadays use electronic manuscript handling systems (either proprietary or open-source), which facilitate the peer-review process without changing the process or the end product, only making the process more efficient.

Some publishers, in particular professional society publishers, have opened up access to the e-versions, which can be accessed for free, directly, or with a delay. This free access is subsidized by income from the print versions or from subscribers wishing immediate access. This is in line with the fundamental purpose of such societies, which is the efficient knowledge dissemination in their subject area. Societies can also see the offering of free e-versions as a way to attract new members and of branding themselves.

The restricted access electronic-only journal is still quite rare. It is well suited for newly founded high volume journals, for instance, which include data sets or case reports.

The last option is the full-fledged open access journal, most of which were “born OA,” which has more freedom than journals in the other categories, with the exception of the revenue model, where readers cannot be charged. So far, electronic-only OA journals have been published mainly by individual academics or start-up OA publishing companies, which tend to use article-processing charges to fund their operations.

The starting point of our further discussion of innovations in scholarly journal publication is the realization that delivering value to the author is what primarily matters for the success of a journal. The collection of article processing charges is only possible if the authors (and, in increasing cases, their funders) perceive that they get value for their money. And this value is in turn dependent on the type of service the journal provides including how widely articles are read and also the branding the journal offers in terms of prestige for the author. Central
services that authors are seeking, and which provide them with value, include the prestige of being published in a highly regarded journal, the assurance of being widely read by the relevant readership, speed of publication, and high likelihood of acceptance [21-23].

What kind of new features, then, can open access journals offer that haven’t been possible in traditional journals? Textbox 1 contains a non-exhaustive list of some features.

Some of these features can also be present in subscription-based journals, although they are more commonly found in OA journals.

**Textbox 1. Features of Open Access Journals That Differ From Traditional Journals**

<table>
<thead>
<tr>
<th>Paradigm:</th>
</tr>
</thead>
<tbody>
<tr>
<td>The universal accessibility per se</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost savings by the use of volunteers for tasks other than peer review</td>
</tr>
<tr>
<td>Cost savings by the use of open-source software</td>
</tr>
<tr>
<td>Cost savings by the use of third party e-portals</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Revenue:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Funding by article processing charges</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product/service:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broader or narrower journal topics due to the global reach</td>
</tr>
<tr>
<td>Novel peer review methods</td>
</tr>
<tr>
<td>Faster article publication cycles</td>
</tr>
<tr>
<td>More flexibility in the layout and structure of articles</td>
</tr>
<tr>
<td>Interactivity for after-publication discussions</td>
</tr>
<tr>
<td>Easy reusability of the (digital) content</td>
</tr>
</tbody>
</table>

**Methods**

Choosing 20 to 25 journals randomly (or even using a stratified random sample) from the 5000 journals in the DAOJ at the time the study was started would probably not have yielded a very interesting set of journals to study. The vast majority of OA journals consist of individually created journals published by academics, universities, or scientific societies and typically do not use article processing charges for funding [24]. They also tend to use traditional peer-review methods and the articles look much like paper ones. The major innovation is thus the open accessibility itself, not further innovations made possible by the combination of OA and electronic delivery.

A different strategy is to choose key or outlier cases, which have characteristics making them either highly representative or atypical. In theory, the websites of all open access journals listed in the Directory of Open Access Journals (DOAJ) [25] could have been visited and the journals could have been classified according to a predefined list of features. Based on this search, interesting cases could have been identified in a systematic fashion. The list of features would probably have grown from an initial one, as new features would have emerged during the search. For all practical purposes, such a search would have been extremely resource demanding and was ruled out from the start.

Instead, the case journals were identified based on a literature search of articles and conference presentations about open access and also based on the author’s previous extensive knowledge of OA publishing and his personal network. The aim was both to find highly representative cases (where one case is used to represent a large number of journals with fairly similar characteristics) and to find rare atypical cases where journals have experimented with new features. Some journals published in languages other than English were included. The cases also span different revenue models and different sizes ranging from a few articles per year to thousands. The process of case selection was also iterative in the sense that additional interesting candidates came up during conversations with stakeholders or during the study of already selected cases.

In an earlier study, our research group proposed a periodization of the development of OA journals into three periods: a pioneering stage from 1993 through 1999, an innovation period from 2000 through 2004, and a consolidation period beginning in 2005 [10]. This periodization partly influenced the choice of case journals so that each period was represented by several journals. Some basic data about the case journals is shown in Table 2.

For each included journal, information was found using secondary sources (ranging from blog discussions, conference presentation material, and general newspaper items to articles published in peer-reviewed journals), by studying the journal
website itself, and by using journal indexes (i.e., from the Institute for Scientific Information [ISI] journal citation reports).

There were two options for how the following narrative could have been structured: by journal or by innovative feature. The first option seemed more natural since it would enable the context around the journals to be presented first. In the second

Table 2. The journals discussed in this paper listed according to the start year of OA publishing.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Year OA Began</th>
<th>Type of Journal</th>
<th>Type of Publisher</th>
<th>APC (USD)</th>
<th>Impact Factor</th>
<th>Information Technology (IT) Platform</th>
<th>Number of Articles in 2010a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elore</td>
<td>1994</td>
<td>Born OA</td>
<td>Society</td>
<td>-</td>
<td>-</td>
<td>OJS</td>
<td>9</td>
</tr>
<tr>
<td>Journal of Electronic Publishing</td>
<td>1995</td>
<td>Born OA</td>
<td>University</td>
<td>-</td>
<td>-</td>
<td>Own</td>
<td>20</td>
</tr>
<tr>
<td>Information Research</td>
<td>1995</td>
<td>Born OA</td>
<td>Scholar</td>
<td>0.4</td>
<td>-</td>
<td>OJS</td>
<td>32</td>
</tr>
<tr>
<td>Medical Education Online</td>
<td>1996</td>
<td>Born OA</td>
<td>Commercial</td>
<td>800</td>
<td>-</td>
<td>OJS</td>
<td>21</td>
</tr>
<tr>
<td>Electronic Transactions on Artificial Intelliigence</td>
<td>1997</td>
<td>Born OA</td>
<td>Scholar</td>
<td>-</td>
<td>-</td>
<td>Own</td>
<td>ceased</td>
</tr>
<tr>
<td>The International Journal of Design Computing</td>
<td>1997</td>
<td>Born OA</td>
<td>Scholar</td>
<td>-</td>
<td>-</td>
<td>Own</td>
<td>ceased</td>
</tr>
<tr>
<td>British Medical Journal</td>
<td>1998</td>
<td>E-version OA</td>
<td>Society</td>
<td>13.6</td>
<td>-</td>
<td>Publisher's</td>
<td>~1300</td>
</tr>
<tr>
<td>Journal of Medical Internet Research</td>
<td>1999</td>
<td>Born OA</td>
<td>Scholar</td>
<td>1990</td>
<td>4.7</td>
<td>OJS (OJS fork)</td>
<td>64</td>
</tr>
<tr>
<td>Malaria Journal</td>
<td>2002</td>
<td>Born OA</td>
<td>Commercial</td>
<td>1775</td>
<td>2.9</td>
<td>Publisher's</td>
<td>360</td>
</tr>
<tr>
<td>Journal of Negative Results in Biomedicine</td>
<td>2002</td>
<td>Born OA</td>
<td>Commercial</td>
<td>1665</td>
<td>-</td>
<td>Publisher's</td>
<td>9</td>
</tr>
<tr>
<td>PLoS Biology</td>
<td>2003</td>
<td>Born OA</td>
<td>Non-Commercial</td>
<td>2900</td>
<td>12.9</td>
<td>Publisher's</td>
<td>~200</td>
</tr>
<tr>
<td>BMC Medicine</td>
<td>2003</td>
<td>Born OA</td>
<td>Commercial</td>
<td>2265</td>
<td>3.9</td>
<td>Publisher's</td>
<td>60</td>
</tr>
<tr>
<td>Hydrology and Earth System Sciences</td>
<td>2004</td>
<td>Born OA</td>
<td>Commercial</td>
<td>per page</td>
<td>2.4</td>
<td>Publisher's</td>
<td>~300</td>
</tr>
<tr>
<td>Advances in Difference Equations</td>
<td>2004</td>
<td>Born OA</td>
<td>Commercial</td>
<td>600</td>
<td>0.8</td>
<td>Publisher's</td>
<td>133</td>
</tr>
<tr>
<td>Nucleic Acids Research</td>
<td>2005</td>
<td>Converted to OA</td>
<td>Univ. Press</td>
<td>2770</td>
<td>7.4</td>
<td>Publisher's</td>
<td>~1200</td>
</tr>
<tr>
<td>African Journal of Food, Agriculture, Nutrition and Development</td>
<td>2005</td>
<td>Born OA</td>
<td>Non-Commercial</td>
<td>1350</td>
<td>4.3</td>
<td>Publisher's</td>
<td>&gt;7000</td>
</tr>
<tr>
<td>PLoS ONE</td>
<td>2006</td>
<td>Born OA</td>
<td>Non-Commercial</td>
<td>1670</td>
<td>1.4</td>
<td>Publisher's</td>
<td>83</td>
</tr>
<tr>
<td>Diagnostic Pathology</td>
<td>2006</td>
<td>Born OA</td>
<td>Commercial</td>
<td>1235</td>
<td>-</td>
<td>OJS</td>
<td>24</td>
</tr>
<tr>
<td>Open Medicine</td>
<td>2007</td>
<td>Born OA</td>
<td>Scholar</td>
<td>-</td>
<td>-</td>
<td>Scielo</td>
<td>27</td>
</tr>
<tr>
<td>Boletim do Museu Paraense Emilio Goeldi</td>
<td>2007</td>
<td>E-version OA</td>
<td>Society</td>
<td>-</td>
<td>-</td>
<td>Publisher's</td>
<td>&gt;4000</td>
</tr>
<tr>
<td>Open Information Science Journal</td>
<td>2008</td>
<td>Born OA</td>
<td>Commercial</td>
<td>800</td>
<td>-</td>
<td>Publisher's</td>
<td>0</td>
</tr>
<tr>
<td>International Journal of General Medicine</td>
<td>2008</td>
<td>Born OA</td>
<td>Commercial</td>
<td>1865</td>
<td>-</td>
<td>Publisher's</td>
<td>50</td>
</tr>
<tr>
<td>Acta Crystallography: Structure Reports Online</td>
<td>2008</td>
<td>Converted to OA</td>
<td>Society</td>
<td>150</td>
<td>0.4</td>
<td>Publisher's</td>
<td>&gt;4000</td>
</tr>
<tr>
<td>Human Genomics and Proteomics</td>
<td>2009</td>
<td>Born OA</td>
<td>Commercial</td>
<td>1665</td>
<td>-</td>
<td>Publisher's</td>
<td>6</td>
</tr>
</tbody>
</table>

*a The numbers of articles for 2010 have been determined by checking the journal websites. In the case of the larger journals, the numbers of articles are approximations.
Results

Journals Born as Open Access Founded by Individual Academics

The majority of journals that started publishing as open access during the mid- and late-1990s were new electronic-only journals (often with electronic or online as part of the name) founded by individual academics or groups of academics. The setting up of a new electronic-only OA journal was simple and required little infrastructure and capital particularly since there was no need for marketing to get subscribers. The central asset was the personal network of the editor, needed to recruit a credible editorial board and to solicit the first submissions. Usually the journals were hosted on the website of the editor-in-chief’s university with home-crafted simple static Web pages. The management of the journal and the peer-review process were usually done on a voluntary basis, and the way the journals were operated was in spirit close to the way many open-source software development projects worked. The volume of manuscripts that were handled was usually rather low.

Medical Education Online is a good example of a pioneer volunteer-based OA journal [13]. The journal was from the start (1996) envisaged as a sort of portal for experts interested in medical education and also contained material other than peer-reviewed articles (ie, short discussion items, book reviews, and resource sections where academics could upload material), but over the years, the journal material has been more and more concentrated on articles. Accepted articles are published as they become ready rather than in regular issues, which speeds up publication. The look and feel of the articles is nevertheless exactly the same as in traditional scholarly paper journals.

Medical Education Online was originally launched with a number of invited articles, and for the first five years, the number of submissions and published articles was low. But after having survived the first critical years, the numbers have increased (currently around 20 published articles per year), and the journal has established itself within its research community.

For the first decade Medical Education Online was published using a Web platform programmed by the editor-in-chief. Over the years, the platform was improved to include, for instance, the possibility for electronic submission of manuscripts. Due to the increase in the workload, the journal adopted article-processing charges (APCs) in 2008 in order to generate a modest revenue. From the start of 2010, the journal has been published by a company specialized in open access publishing (Co-Action Publishing) and uses the Open Journal Systems (OJS) software, a widely used open-source solution for publishing scholarly journals and handling the review process [26]. The level of the APCs has been gradually raised to the current US $800 in order to cover the costs of professional copyediting and the costs of using a professional publishing firm.

The Journal of Electronic Publishing, founded in 1995, has had a slightly different development path. After some struggling first years, the journal was on hiatus for four years (2002-2005) before it reemerged and is now published by the University of Michigan Library [27]. Due to the sponsorship from the publishing organization, it has been able to avoid requiring article-processing charges. Elore, is the oldest open access journal from Finland and is a good example of how scientific publishing in languages other than English can benefit from OA. It is published by the Finnish Folklore Society and operates with a minimal budget mainly using volunteer labor. Like many other similar journals, it has recently opted to take into use the OJS software. It publishes articles in both the national languages, Finnish and Swedish, but also publishes articles in English and includes items other than peer-reviewed articles.

Due to the strategic importance of maintaining the scientific discourse in national languages and promoting the local culture, governments and ministries in many countries are providing grants to support local scientific journals, particularly in the social sciences and humanities, where subscription journals are also struggling to make ends meet. In Finland, a problem for a long time was that these grants were based on a percentage of a journal’s monetary income (usually from subscriptions), thus effectively excluding many OA journals from being eligible. Since 2006, the rules have been relaxed, and Elore has also benefitted from a small government grant.

In Canada, the Social Sciences and Humanities Research Council (SSHRC) has recently changed its rules for supporting scholarly journals so that the subsidy is Can $850 per published article, with a total maximum of Can $30,000 per journal and a ceiling of Can $5000 for paper or e-distribution costs. These regulations focus the support on the peer-review and copyediting costs of the journal production process, which means that OA journals get an equal treatment compared with paper journals. A very successful OA journal that has received a grant from SSHRC is the Toronto-based Journal of Medical Internet Research [15]. The Journal of Medical Internet Research is also a forerunner in experimenting with different sources of revenues, including subscription fees in addition to charges for published articles, institutional memberships covering APCs of employees, fast-track handling of manuscripts for an extra fee, and sales of the PDF full text versions (the hypertext markup language [HTML] versions are OA) [15]. The journal also experiments with novel methods of peer-review (open peer review) and social media-based article level impact metrics (see Editorial in this issue).

Experimenting With Formats and Peer Review

In the mid-1990s, publishers of electronic journals assumed that most readers would prefer to read the articles on screen and would also prefer a straightforward HTML format for the articles, which, for instance, allowed direct hyperlinks to external Web references. Later on, many OA journals chose to format the articles as PDF files, which look like traditional articles in the printout format and which can be easily generated from word processing manuscripts. For the first decade, Medical Education Online published HTML and PDF versions in parallel, but since download statistics indicated that readers increasingly preferred PDF versions, the HTML format was dropped after 2005. Information Research [11], on the other hand, is still published in the HTML format although it has
recently adopted OJS for managing the review process and the article archive.

The *International Journal of Design Computing* (published between 1997 and 2003) dealt with a subject matter (architecture) where the possibility of including high class graphics, three-dimensional models, videos, and even virtual reality simulations in the material was expected to offer an important added value for readers. Like many other early OA journals, the *International Journal of Design Computing* dwindled after the first few years due to a lack of submissions. Academics seemed at that time reluctant to submit their best articles to new experimental electronic-only journals.

*Diagnostic Pathology* (begun in 2006) is another example of a journal trying to use the potential of the electronic medium. Authors can include virtual pathology slides with their articles, and readers can navigate in these with an easy-to-use viewing tool.

In the early years, there was also a lot of enthusiasm about trying out novel forms of peer review and commentary, which the Web enabled. The *Electronic Transactions on Artificial Intelligence* [28] experimented with a process in which authors first uploaded their manuscripts to the journal site followed by a period of open commentary by readers. After a few months, the author could request a formal anonymous peer review of the original submission or an improved version of the manuscript. If the article passed this peer review, which also took into consideration reader comments, it would then receive the status of published journal paper, but the results would have been disseminated earlier. The commentary from readers was also stored with the texts. This type of open peer review represents the linking of the functionality of a subject-based repository for preprints (such as arXiv for physics [29]) or the working paper tradition in disciplines like economics with a single peer-reviewed journal. Other early OA journals that have experimented with open peer review include the *Journal of Medical Internet Research* [15], discussed above.

In 2004, Copernicus Publications established the publication series *Hydrology and Earth Systems Science Discussions* as a complement to the existing journal, *Hydrology and Earth Systems Science* [30]. The idea is that discussion papers can be published with a few days in *Hydrology and Earth Systems Science Discussions* after only a very cursory screening by editorial board members. After that, reader comments and formal peer reviews are openly posted together with the discussed manuscripts. Those that pass the formal peer review are eventually published as full papers in *Hydrology and Earth Systems Science*. Currently, a dozen Copernicus journals use the same structure of twin journals and discussion forums. Copernicus is also interesting for its revenue model since it uses page charges for unrefered manuscripts published in the discussion sections but publishes the ultimately accepted articles for free.

An additional way in which the Internet can be used to increase the transparency of the peer-review process is to upload the full prepublication history of the manuscript (the reviewers comments and the revisions of the manuscripts) together with the published article, a feature of *BMC Medicine*.

Postpublication peer review is currently being tried out by *Open Medicine*, which has started posting articles on wikis, open to changes and additions by readers [31]. The articles are of the review type and have first undergone a standard peer review before being posted. After that, readers can make changes and additions and also monitor changes and the document history. The idea is close to the idea behind Wikipedia articles, with the major difference being that the original seed document is of a peer-reviewed standard. Review articles are particularly suited to this type of treatment, since the state of the art is continuously changing as new research is being published.

Academics seem to be rather conservative in their choice of publication forums, particularly concerning peer-reviewed articles that are central elements in their publication lists. Due to this, the vast majority of open access journals still adhere to a rather conventional format, and peer-review practices remain largely unchanged.

**Society Journals That Have Made the Electronic Version OA**

A relatively low-risk route to OA has been for well-established printed subscription journals to make their electronic versions openly available. Very often the decision to do so has been taken at the time when the e-versions were first made available. One of the pioneers was *British Medical Journal*, which started making its research articles openly available in 1998. *British Medical Journal* has a lot of advertising revenue, which is not affected by the decision, and it also offers other material, which is only open to subscribers.

The open e-version strategy has appealed in particular to society journals, which often are using electronic platforms from third parties. Strong society publishers have judged that they have a relatively stable subscription base and other income so that their subscription revenue would not suffer significantly, and they have at the same time been convinced of the service OA can offer the research community.

The leading third party e-portal for American and European society journals is Highwire Press. Among the 1527 journals currently using the platform, 282 offer delayed OA (usually by a year), including very high impact journals such as the *Journal of the American Medical Association, Brain, and European Heart Journal*. Another 48 of these 1527 journals offer immediate OA.

Outside the Anglo-American sphere, different types of e-portals have emerged. These portals are directly or indirectly government-sponsored and have a mission to help local scholarly journals reach a wider global audience. In a sense, they provide a form of subsidy for journals that choose to make their e-versions open access since their use is usually free provided that the journals fulfill scholarly criteria. Due to the economies of scale, these services are in fact quite cheap compared with the journals themselves setting up eversions. Packer [32], for instance, mentions that the cost per published article is US $60 for the Scientific Electronic Library Online (SciELO) portal.

Such portals are very important in the Spanish and Portuguese speaking countries (SciELO, Red de Revistas Científicas de América Latina y el Caribe, [Redalyc]) [33] and in Japan (Japan...
Science and Technology Aggregator, Electronic [J-STAGE]) [34]. In total, these three portals alone contribute around 14% of all OA journals listed in DOAJ. A recent study has shown that of all the roughly 15,000 peer-reviewed journals indexed in 2010 in Scopus, the percentages that were OA were 73.9% for Latin America, 4.9% for North America, and 6.9% for Europe [35], clear evidence of how widely established high-quality Latin American journals had made their e-versions openly available via such portals.

As an example of the effects of such portals, consider the journal Boletim do Museu Paraense Emílio Goeldi: Ciências Humanas. This journal has its roots in one of the oldest scholarly journals in Brazil (established in 1894) and publishes articles in the social sciences and humanities with topics related to the Amazonas region. The language of the articles in the journal is Portuguese, but all articles also have abstracts in English. In fact, 15 years ago, finding out about articles in the journal would have been very difficult unless the reader belonged to a very select group of people who either had a personal subscription or their university happened to subscribe to and archive the paper journal. Since the electronic full text version of this article is now openly available via Scielo, anybody with Internet access who might take an interest in this sort of topic will now easily find it, for instance, via a Google keyword search or tracking a reference found in another publication.

Another example of the positive effects of third party OA portals on bridging the digital divide is University of Toronto-based Bioline International, which explicitly aims at helping journals in developing countries publish electronic OA versions. Bioline finances its operations via sponsorship and supporting members. One of the 54 journals on Bioline’s website is the African Journal of Food, Agriculture, Nutrition and Development published by the Rural Outreach program based in Kenya. The journal also has a print edition, but has been available since 2005 in an electronic OA version via Bioline. Considering the global challenges in feeding the world’s inhabitants, the journals’ articles can be of interest to a wide audience in academia, government, and international organizations.

The Emergence of Specialized OA Publishers

BioMed Central (BMC), founded in the year 2000 by Vitrek Tracz, was the first specialized professional OA publisher. Since 2002, the business model of BMC has been to fund operations mainly with article processing charges (APCs) and to launch a large number of journals in different fields of biology and medicine to benefit from economies of scale in e-infrastructure, marketing, and so on. BMC was eventually successful enough to attract the large mainstream publisher Springer to buy the company in 2008. In 2010, BMC’s 234 journals published more than 15,000 articles.

An interesting example of a BMC journal is the Malaria Journal, which publishes research on topics of vital interest to researchers and practitioners in the developing world, who often have problems financing subscriptions to the research literature. Hence, open access is of particular importance. BMC, as most OA publishers, waives the APCs (currently US $1775 for Malaria Journal) for authors who have problems getting funding for this, in particular authors from developing countries.

Another BMC journal with an innovative scope is the Journal of Negative Results in Biomedicine [36]. Over the nine years of its existence, the journal has published few articles and thus cannot be considered successful, but probably due to its low marginal costs and APC revenue, it is still operating.

Public Library of Science was originally mainly a Web campaign promoting open access. When the campaign failed to have the intended impact, the originators together with Harold Varmus, a Nobel Prize winner and former director of the National Institutes of Health, founded an OA publishing company, also named Public Library of Science (PloS). Thanks to a substantial initial grant of US $9 million, the company was able to launch two very high quality journals in 2003–2004 and has since expanded to seven journals. PLoS Biology currently has the highest ISI impact factor (12.9) of all general biology journals. In addition to the fast peer-review and publishing schedules typical for OA journals, PloS has strived to offer both authors and readers articles with high-class layout and interactive features, including download statistics and reader comments.

Both BioMed Central and PloS publish journals mainly in biomedicine, a segment of science where research funding is abundant and where authors (through their institutions) can usually afford to pay the APCs. Other OA publishers try to cover all fields of science with their journal portfolios. The publisher Hindawi is an interesting case, since it operates from Egypt and has been able to keep publishing costs down due to much lower personnel costs [14,37]. Despite this, its operations are fully global. Hindawi was founded as a conventional publisher in 1997 but started to convert journals to OA financed with APCs in 2003, and four years later, all of its journals were OA. A good example of Hindawi’s journals is Advances in Difference Equations. For a journal in mathematics, the peer review and copyediting can be quite labor-intensive, but the APC is still quite reasonable at US $600. The journal is a popular outlet for mathematicians from a wide spectrum of countries, and its global reach is well reflected in the composition of its scientific editorial staff and editorial board.

The picture of open access publishers wouldn’t be complete without a discussion of Bentham and Dove Press, both of which have created controversy in the OA publishing debate [38,39]. Bentham massively launched over 200 OA journals in 2007 under the label Bentham Open. In connection with the launch, academics around the world were spammed with emails offering membership in editorial boards and soliciting submissions.

In 2009, Phil Davis reported that he and a colleague had submitted a grammatically correct but nonsensical manuscript generated by a software program to Bentham’s Open Information Science Journal and that he had subsequently received a mail stating that the article had been accepted for publishing provided he would first pay the publication charge of US $800. After some media coverage of the scandal, the editor-in-chief of the journal resigned, claiming that he had no knowledge of the manuscript in question and its acceptance [40].

An example of Dove Press journals is the International Journal of General Medicine. Articles in this journal have a very
professional visual look. Highly visible statistics on the journal home page promise that the average time from submission to acceptance (including peer review) is 13 days with an additional wait of 15 days until final publication (as of the February 12, 2011).

Bentham and Dove Press seem to have identified a niche market of academic authors who are in desperate need of rapidly getting manuscripts of possibly questionable scientific quality published in journals, which can be labeled peer-reviewed and who are willing to pay the required article processing charges. It is still not clear if either of these publishers will succeed in making this a profitable and sustainable operation.

Converting Journals From the Subscription Model to Open Access

The vast majority of OA journals are either newly created electronic-only journals or established journals, which make their electronic versions available but finance their operations with income from their printed versions. Converting a subscription journal to full OA is much riskier, particularly if the journal will be funded with APC's, and for this reason, there are few such cases. One example of a successful transition is the Oxford University Press (OUP) journal Nucleic Acids Research. The conversion in 2004 was part of broader OA strategy in which a number of OUP journals started allowing authors to open up individual articles in subscription journals against payment [41]. Nucleic Acids Research was chosen for the conversion because it was already well established as a quality journal (currently in the top 10% of its field with an ISI impact factor of 7.4); hence, the risk of submissions dwindling away after the conversion to APC funding was deemed to be low.

A totally different type of conversion might come about through pressure from major subscribers. A number of the biggest nuclear research institutes in the world, including the European Organization for Nuclear Research (CERN), have founded the Sponsoring Consortium for Open Access Publishing in Particle Physics (SCOAP3), which aims to force the major physics journals to switch to the open access model. The consortium is currently collecting pledges from potential additional consortium members and by December 2001 had collected 80% of the €10 million they estimate will be required to buy the OA publishing services of the journals in question. In particle physics, a few huge laboratories contribute a major part of the subscription income of the leading journals in the field. The participants in the consortium would offset their contributions by canceling their subscriptions to the targeted journals.

Experimenting With Gradual Introduction of OA by Introducing Hybrid Journals

Due to the high commercial risks in converting established journals to OA, several major publishers have introduced so-called hybrid journals, traditional subscription journals that allow authors—for a payment—to make their individual articles openly accessible. From the publisher’s viewpoint, this has been a risk-free experiment with OA. Springer pioneered this in 2004 with an open access program known as Open Choice, and other publishers that have followed include Oxford University Press with an open access program know as Oxford Open and Sage with an open access program known as Sage Open. Springer’s initial choice of US $3000 as a uniform price for Open Choice across all journals seems to have set a price standard followed by others. The low uptake of the hybrid model, 1% to 2% of eligible articles [24], indicates both that the level of the charges might have been too high compared to the benefits the authors perceive they get and also that a uniform pricing model across a large portfolio of journals doesn’t work.

A recent development in the last couple of years is that major mainstream publishers have also started launching new full OA journals. In addition to the purchase of BioMed Central, Springer has, for instance, recently launched 32 full open access journals under the label Springer Open.

Mega Journals

A new type of journal that has emerged recently is the Mega journal, publishing several thousand articles per year over a broad spectrum of topics. The primary example of this type is PLoS ONE, which accepts manuscripts in any field of science or medicine. In addition to the broad scope, PLoS ONE introduced an important change to the function of the peer review. This change is best explained by a direct quote from the journal web site [42]:

Too often a journal's decision to publish a paper is dominated by what the editor/s think is interesting and will gain greater readership—both of which are subjective judgments and lead to decisions which are frustrating and delay the publication of your work. PLoS ONE will rigorously peer review your submissions and publish all papers that are judged to be technically sound. Judgments about the importance of any particular paper are then made after publication by the readership (who are the most qualified to determine what is of interest to them).

To support the idea that it is the readers that eventually will determine the importance and the contribution of any particular article, PLoS ONE utilizes interactive tools for readers and metrics such as downloads and citations per paper. The download statics show a highly skewed distribution between a vast majority of articles that have less than average readership and a small minority of articles that are widely read and cited.

PLoS ONE thus seems to be succeeding in combining the dissemination function of a subject-based preprint repository such as arXiv and the quality certification function of traditional journals. Since 2010, PLoS ONE has had an impact factor of 4.3. In only five years, it has rapidly increased its publication volume to over 10,000 articles per annum.

Recently, several mainstream science publishers have launched this type of journal, for instance, Sage Open for the social sciences and humanities, Nature Scientific Reports for the natural sciences, BMJ Open for medicine and the Royal Society’s Open Biology.

Acta Crystallography: Structure Reports Online represents a totally different type of mega journal. Published by the International Union of Crystallography, it was originally, like a number of other journals, a subscription journal but converted
to OA in 2008 [43]. The APC is low at only US $150 as compared with US $1300 at *PLoS ONE*. *Acta Crystallography: Structure Reports Online* publishes short, highly structured articles in an extremely narrowly field. As the publication volume has increased (over 5000 articles in 2008) the journal archive has begun to look more and more like a database of scientific data.

*Acta Crystallography: Structure Reports Online* also highlights one aspect of publishing where the difference between subscription and OA journals is accentuated. In subscription journals, the rights of authors and readers are highly restricted in order to protect the commercial interests of the publishers. In OA journals, there is no such interest at stake, and publishers mostly allow the authors to retain the copyright. Furthermore, OA publishers have increasingly started to adopt creative commons (CC) licenses, which quite explicitly regulate the rights of readers (including software tools) to use and reuse the publications and which include computer readable versions as a standard feature. The CC licenses are related to the licenses (ie, GNU) used for open-source software.

The CC licenses are vital in promoting the reuse of published research data, in particular in the sciences. *Acta Crystallography: Structure Reports Online*, for instance, allows authors to include structured data sets in the refereed articles, using a standardized syntax called crystallographic information file (CIF). Murray-Rust [44] has demonstrated how such data from uncoordinated articles found on the Web can subsequently be harvested by data mining tools to form a knowledge base of much greater power than the isolated articles.

Other publishers are also experimenting with linking journal articles and datasets. *Human Genomics and Proteomics*, which started publishing in 2009, is a joint venture of Sage and Hindawi and encourages authors to publish data sets that will be stored in an open repository called FINDbase, a population-specific genetic database that charts causative mutation frequencies and their associated disorders in several countries around the world [45]. An author can submit the dataset and an abstract about it for peer review in *Human Genomics and Proteomics* [46]. After acceptance, the abstract is published in the journal. The Genetics Society of America has also recently announced a new OA journal called *G3: Genes|Genomes|Genetics*, which particularly aims to encourage the inclusion of large structured data sets in the articles.

**Discussion**

**Different Types of Innovative Features**

The journals discussed in this article provide evidence of the opportunities for innovation that open access provides. The rest of this discussion focuses on the different business models used to achieve sustainability for OA publishing and on additional features made possible or facilitated by OA and the electronic format. Table 3 below shows the innovative features discussed earlier in this article in the Introduction as well as which journals are particularly good examples of the use of the feature in question. This does not mean that the journals listed don’t also have the feature in question, for instance, most of the born-OA journals have faster publication schedules than traditional journals. The central innovation has, of course, been the open access as such, and most OA journals have primarily focused on achieving this, with few changes in article formats, peer-review practices, and so on.

<table>
<thead>
<tr>
<th>Innovative Feature</th>
<th>Example Journals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universal accessibility</td>
<td><em>Elore, Information Research</em></td>
</tr>
<tr>
<td>Cost-savings by using volunteers</td>
<td><em>Medical Education Online, Information Research</em></td>
</tr>
<tr>
<td>Cost savings by using open-source software</td>
<td><em>Boletim do Museu Paraense Emílio Goeldi</em></td>
</tr>
<tr>
<td>Cost savings by using third party e-portals</td>
<td>Journals from Plos, BMC, Bentham, and DovePress, and the following: <em>Journal of Medical Internet Research, Medical Education Online, Nucleic Acids Research</em></td>
</tr>
<tr>
<td>Funding by article processing charges</td>
<td><em>PLoS ONE, Journal of Negative Results in Biomedicine</em></td>
</tr>
<tr>
<td>Broader or narrower journal topics due to the global reach</td>
<td><em>Electronic Transactions on Artificial Intelligence, Hydrology and Earth System Sciences, PLoS ONE, Journal of Medical Internet Research</em></td>
</tr>
<tr>
<td>Novel peer-review methods</td>
<td><em>International Journal of General Medicine, PLoS ONE, Journal of Medical Internet Research</em></td>
</tr>
<tr>
<td>Faster article publication cycles</td>
<td><em>The International Journal of Design Computing, Diagnostic Pathology</em></td>
</tr>
<tr>
<td>More flexibility in the layout and structure of articles</td>
<td>Journals from PLoS and BMC</td>
</tr>
<tr>
<td>Interactivity for after-publication discussions</td>
<td><em>Acta Crystallography: Structure Reports Online, Human Genomics and Proteomics</em></td>
</tr>
</tbody>
</table>
New Ways of Saving Costs and Getting Revenue

Many well-established print journals have been able to rely on their stable subscription income to open up their electronic versions for no charge. This option has been quite common among society journals, in particular among journals from non-English-speaking countries, which in many cases have been able to use national e-portals for free.

There are a number of ways of financing electronic-only OA journals. Many of the early pioneering journals relied on voluntary labor and use of the website of the editor’s university free of charge. This has worked quite well for journals handling small numbers of submissions and publishing on technically simple websites but has not worked well as the number of articles has increased. There are examples of successful early journals that have later adopted article-processing charges in order to ensure continuity and a more professional way of operating. Many independent and society journals have adopted Open Journal Systems software as a cost-effective way of getting a fairly robust IT platform that also incorporates manuscript-handling features.

As professional OA publishers have entered the field, the article processing charge has become the central funding mechanism for large-scale full OA publishing. More and more, it is the quality level of the journal that determines the article processing charge that authors (and their funders) are willing to pay, especially when considering alternatives inside one’s research discipline. In addition to quality, the subject field also affects the possibilities and willingness of authors to pay. APCs in biomedicine are typically higher than in the social sciences, for example.

OA journals that have adopted article-processing charges have almost exclusively levied these for published articles. This means that authors whose manuscripts have been accepted have indirectly paid the costs incurred for rejected manuscripts. This choice has obviously been based on the assumption that charging even a small amount for submissions might stem the inflow of manuscripts.

Normally APCs are the same for all articles within a given journal, but a nice feature of the major OA publishers is that they usually promise to waive the charges for authors who can document that they have problems financing APCs, especially authors from developing countries.

Broader or Narrower Journal Topics Due to Global Reach

Open access seems to be particularly well suited to what could be called “microtopics” and “macrotopics.” Open access has clearly lowered the threshold for founding new journals in narrow areas, which in the print and subscription model would not have been economically viable. Understandably, many journals founded in the 1990s specialized in topics related to IT and the Internet.

Likewise, open access offers an excellent way for journals from countries outside the major Anglo-Saxon sphere, both those publishing in English and those publishing in other national languages, to increase their readership and impact. Hence, OA lowers the digital divide by allowing scientists in developing nations both better access to mainstream science and increased chances of being read outside their own countries.

A recent trend is the emergence of mega journals, the topics of which span substantial parts of all of science. Of the journals considered, mega journals were published by well-established, credible publishers with professional staff and ready IT infrastructure. The key issue for such journals in particular is the ability to attract submissions, manage reviews, and recruit reviewers.

Novel Peer-Review Methods

Several OA journals have experimented with different variations of open peer review, which relies on the activity of readers to actively upload comments to the journal websites and which allows the research results to be made public at the preprint manuscript stage. So far, the results are inconclusive, and open peer review is still quite rare.

There is an obvious temptation for some commercial OA publishers so set up journal collections that can publish submissions with minimal costs and efforts for the peer review. While this is fully legal as a business model, the scientific community can ignore giving much credit to such publications in its evaluations. Early evidence also suggests that such publishers have had problems getting enough submissions.

The review of scientific rigor only, a concept that PLoS ONE has pioneered, and where the scientific contribution is determined by readership and citations rather than the judgment of a couple of peer reviewers, seems on the other hand a very useful innovation, at least as a model for mega journals with broad scope.

Faster Article Publication Cycles

Faster publication has always been an advantage of open access journals, in particular for journals that are not published in an issue format. Some journals have recently streamlined their processes in order to achieve very short average lead times from submission to publication (of accepted papers). The very short average processing times announced by Dove Press, however, raise many questions concerning the quality of the review process.

The electronic-only format freed OA journals from the straightjacket of the journal issue, and many OA journals have from the start opted for publishing articles on the fly as the articles become technically ready. This was seen early on as one of the major benefits of OA since it speeded up publication, usually by several months. Lately, traditional journals have partly followed this lead by making articles-in-press available to subscribers on their websites.

More Flexibility in the Layout and Structure of Articles

The electronic format has also opened up new possibilities for including types of presentation formats other than the linear text format, particularly in OA journals, which don’t have the burden of also being published in print. Media enhancements as well as documentation attached to the articles have also been tried, but such additions may present problems for peer
reviewing and can be tricky to handle for journal archives. On the whole, authors seem, however, to be rather conservative concerning changes from the traditional look and feel of articles.

Of the different types of material that could not easily fit into traditional printed articles, the structured data set is the most promising, particularly in some domains of science where such data can be data mined and harvested into bigger aggregate services.

**Interactivity for After-Publication Discussions**

The electronic format offers opportunities for new kinds of interactive functionality, which was not possible in printed journals. Since OA journals were the first electronic scholarly journals, it was natural that they first started to experiment with reader comments, open peer review, and so on. Other interesting features that are included nowadays in PLoS journals, for instance, are download and citation metrics. Subscription journals can also include such features now, but only in the electronic versions.

**Easy Reusability of the Digital Content**

For open access journals, the assignment of copyright and the licensing agreements for readers and automated tools differ radically from traditional subscription-based journals. During the 1990s, the OA journals were mostly just open and the copyright and license terms were usually not formalized. The Creative Commons standard licenses for Web material emerged after the year 2000 and are eminently suited for scientific publications and data. Currently, most professional OA publishers use some form of CC license, and its use is also spreading among independent OA journals. The increasing use of Creative Commons licenses in OA journals facilitates, in particular, the data mining of data attached to articles.

**Conclusions**

Open access publishing is rapidly increasing its share of the overall volume of scientific journal publishing with an annual growth rate of 20% and an estimated number of more than 250,000 articles in 2011 (extrapolated from [10]). So far, this growth has almost exclusively come from independent, society, and newly started OA publishers. Now the tide seems to be turning. The fact that major scholarly publishing companies are in the process of launching new APC funded journals is a clear indication that they have judged that the OA model has proved to be sustainable. Existing OA journals have already tried out many new ideas in scholarly publishing, as reported in this paper. The successful innovations are fast becoming part of the academic infrastructure, with scientists voting with their manuscripts as to which ones will prevail.
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Abstract

Background: There is a paucity of information in the scientific literature on the effectiveness of commercial weight loss programs, including Web-based programs. The potential of Web-based weight loss programs has been acknowledged, but their ability to achieve significant weight loss has not been proven.

Objective: The objectives were to evaluate the weight change achieved within a large cohort of individuals enrolled in a commercial Web-based weight loss program for 12 or 52 weeks and to describe participants’ program use in relation to weight change.

Method: Participants enrolled in an Australian commercial Web-based weight loss program from August 15, 2007, through May 31, 2008. Self-reported weekly weight records were used to determine weight change after 12- and 52-week subscriptions. The primary analysis estimated weight change using generalized linear mixed models (GLMMs) for all participants who subscribed for 12 weeks and also for those who subscribed for 52 weeks. A sensitivity analysis was conducted using the last observation carried forward (LOCF) method. Website use (ie, the number of days participants logged on, made food or exercise entries to the Web-based diary, or posted to the discussion forum) was described from program enrollment to 12 and 52 weeks, and differences in website use by percentage weight change category were tested using Kruskal-Wallis test for equality of populations.

Results: Participants (n = 9599) had a mean (standard deviation [SD]) age of 35.7 (9.5) years and were predominantly female (86% or 8279/9599) and obese (61% or 5866/9599). Results from the primary GLMM analysis including all enrollees found the mean percentage weight change was −6.2% among 12-week subscribers (n = 6943) and −6.9% among 52-week subscribers (n = 2656). Sensitivity analysis using LOCF revealed an average weight change of −3.0% and −3.5% after 12 and 52 weeks respectively. The use of all website features increased significantly (P < .01) as percentage weight change improved.

Conclusions: The weight loss achieved by 12- and 52-week subscribers of a commercial Web-based weight loss program is likely to be in the range of the primary and sensitivity analysis results. While this suggests that, on average, clinically important weight loss may be achieved, further research is required to evaluate the efficacy of this commercial Web-based weight loss program prospectively using objective measures. The potential association between greater website use and increased weight loss also requires further evaluation, as strategies to improve participants’ use of Web-based program features may be required.

(J Med Internet Res 2011;13(4):e83) doi:10.2196/jmir.1756
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Introduction

As the prevalence of overweight and obesity among adults continues to increase across the world [1], the need for cost-effective programs that achieve clinically important weight loss and have a broad reach are urgently needed. However, at this time there is no universally effective method of weight management that assures long-term maintenance of lost weight [2,3]. Despite this, many overweight and obese men (44%) and women (65%) report trying to lose weight [4], and many of these individuals join commercial weight loss programs [5].

The most recent systematic review of major commercial weight loss programs concluded that there was inadequate evidence to recommend their use [5], and that further randomized controlled trials (RCT) were required to provide evidence to support or refute the use of commercial weight loss programs [5]. Although controlled trials are essential to demonstrate efficacy, the results of these trials may not always be generalizable to typical enrollees of commercial programs. Therefore, studies evaluating outcomes for fee-paying commercial weight loss program participants can establish the nature of consumer engagement and the degree of weight loss that can be expected after specific periods of enrollment [6].

Commercial weight loss program providers commonly offer Web-based versions of their programs. Recent systematic reviews of Web-based weight loss interventions have highlighted the potential of these programs to achieve significant weight loss [7-10]. However, only one commercial Web-based weight loss program (ie, eDiets) has undergone rigorous testing within two RCTs, conducted in 2004 and 2007 [11,12]. The first RCT found that after 12 months, participants in the program achieved significantly less weight loss compared with participants given a self-help manual, [11]. The second RCT compared eDiets with a structured behavioral Web-based program and found that participants in the behavioral program achieved significantly greater weight loss compared with those participants randomized to eDiets after 12 months [12]. Therefore, further research is required to evaluate the weight change achieved from participation in commercial Web-based weight loss programs.

A 2010 systematic review of Web-based weight loss interventions found that greater weight loss is likely to be associated with increased use of Web-based program features [9]. This is consistent with the results of the majority of studies investigating the association between intervention exposure and outcomes, that is, greater use of program components within Web-based interventions is associated with greater weight loss or better weight loss maintenance. Program components include log-ins [12-20], self-monitoring of weight, diet and/or exercise [11,12,18,20-25], attendance at online meetings or chat sessions [12,22,25], forum posts [12,22], viewing online lessons [21], as well as overall website use [26]. Therefore, a vital component of achieving successful weight outcomes through Web-based weight loss interventions appears to be their ability to engage participants. However, we have limited knowledge of whether the association between website use and weight loss holds true for fee-paying members of commercial Web-based programs.

Therefore, the primary aim of this study was to describe the weight loss achieved by a cohort of enrollees of a commercial Web-based weight loss program among participants who subscribed to the program for 12 or 52 weeks. The secondary aim was to describe participants’ use of the Web-based program overall and by percentage weight loss category and to determine if website use differed by percentage weight loss category.

Methods

Participants and Design

Participants were eligible for inclusion in the study if they paid for a subscription to the program from August 15, 2007, through May 31, 2008. To join the program, participants must have been 18 to 75 years of age and have had a body mass index (BMI) greater than or equal to 22 kg/m² based on self-reported height and weight. When participants enrolled, they purchased a subscription plan of 4-, 12-, 16- or 52-weeks duration. In 2007-2008, a subscription cost $16.50 to $79.95 per month dependant on the number of months a participant subscribed. Participants could not unsubscribe from their selected plan until the subscription timeframe had elapsed unless they had special circumstances that prevented them from completing their subscription (eg, pregnancy or financial difficulties). This study included participants who subscribed for the most popular durations of 12- or 52-weeks. Data related to free or non-consecutive subscriptions (≥ 7 days apart) were also excluded.

Characteristics of the full cohort [27] and the subgroup who subscribed for periods of 12 and 52 weeks [28] have been previously published.

The Commercial Web-Based Weight Loss Program

In 2007-2008, SP Health Co Pty Ltd (Sydney, Australia) offered a Web-based weight loss platform that was commercially available in Australia as The Biggest Loser Club (www.biggestloserclub.com.au). It was promoted as a 12-week program, but participants could choose to subscribe for longer to assist with further weight loss and/or maintenance. The self-directed program incorporated evidence-based weight management strategies and aligned with key elements of social cognitive theory [29]. Participants set a goal weight and were encouraged to work towards this target in “mini goals” (eg, 5kg or 5%). Participants were encouraged to self-monitor by reporting their weight or other body measurements via the website or short message service (SMS) and could view graphs and charts detailing their progress over time (eg, weight and waist circumference change). Participants were encouraged to weigh in once per week and received weekly reminders to do so via email or SMS during the initial 12-week program. A daily energy intake target was set based on the participant’s sex, weight, height, and physical activity level to facilitate either a weight loss of 0.5 kg to 1 kg per week or maintain current...
weight. Participants were encouraged to self-monitor their dietary intake and exercise using an online diary that calculated daily energy intake and expenditure. Online information in the form of weekly tutorials, fact sheets, meal, and exercise plans and weekly challenges were provided during the initial 12-week program. After 12-weeks, participants continued to receive weekly Web-based tutorials. Participants were also prompted to access the online information via a weekly email. Social support was available via a discussion board to communicate with other members.

Data Collection

All data were collected by SP Health Co, provided to the researcher in deidentified form, and included enrollment survey responses (anthropometric measures, ie, weight and height, and demographics, ie, age, gender, and postcode), subscription data (date of enrollment, date membership ceased, and subscription plans held), website use (date of log-in, online food and exercise diary entries, and posts to the discussion forum), and self-reported weight records (date of record and weight recorded). Ethics approval for the study was obtained from the University of Newcastle Human Research Ethics Committee.

Measures

Participants’ characteristics were captured from the enrollment survey. Self-reported height and weight were used to calculate BMI (weight in kg/height in m²), which was categorized as healthy, overweight, or obese using the World Health Organization’s (WHO) BMI classification [30]. Reported postcodes were assigned an Index of Relative Socioeconomic Advantage and Disadvantage (IRSAD) tertile (ranked from 1 = disadvantage to 10 = advantaged) [31] as an indicator of socioeconomic status, as well as an Accessibility/Remoteness Index of Australia (ARIA) [32] to classify residential level of remoteness.

Data relating to the subscription plans participants held were used to determine whether participants enrolled for 12 or 52 weeks. The date of enrollment and the date that membership ceased were used to calculate the number of days each participant was a member of the program and, therefore, how many participants cancelled their subscription. The self-reported weight records were used to describe the number of people who weighed in each week. The self-reported weights (in kilograms) were used to determine the weight change achieved. The total number of days per week each of the website features (log-ins, food diary entries, exercise diary entries, and forum posts) were used was calculated to describe overall website use.

Data Analysis

Data analysis was undertaken using Stata 11.0 (StataCorp, College Station, Texas, USA), with P values less than .01 considered statistically significant. Descriptive statistics are described as means and standard deviations (SDs) for normally distributed continuous variables, medians and interquartile ranges (IQR) for nonnormal continuous data, and percentages for categorical variables.

Absolute and percentage weight change were calculated from enrollment to 12 weeks for participants who subscribed for 12 weeks and from enrollment to 52 weeks for participants who subscribed for 52 weeks. The primary analysis, to determine the weight change achieved by all program enrollees, was conducted using generalized linear mixed models (GLMMs) containing available self-reported weight records for all participants. GLMM was used because this is the preferred method for longitudinal data with missing values [33,34]. Baseline age, BMI, socioeconomic status, and remoteness were controlled for in the analyses as potential confounders.

A secondary sensitivity analysis was conducted to determine the robustness of the results from the GLMM approach. This analysis was required as GLMM are based on the assumption that missing data are missing at random, which many not be the case for data reported as part of a weight loss program. Therefore, a sensitivity analysis was conducted by imputing missing data for weight using the last observation carried forward (LOCF) method.

Spearman’s rank correlations were calculated to explore associations of weight change with website use. This included the percentage weight change results from the LOCF analyses. Participants were divided into four percentage weight loss categories (weight gain, 0% to < 5% weight loss, 5% to < 10% weight loss, and ≥ 10% weight loss) based on the LOCF analysis results. The median and IQR website use was described by percentage weight loss group and differences between groups investigated using Kruskal-Wallis test for equality of populations.

Results

Participant Characteristics

Participant flow is reported in Figure 1. A total of 11,341 participants subscribed to the program from August 15, 2007, through May 31, 2008. This study included 9599 participants; 6943 subscribed to the program for 12 weeks and 2656 subscribed for 52 weeks. Participant characteristics at enrollment have been described in detail elsewhere [27]. In summary, participants had a mean (SD) age of 35.7 (9.5) years and were predominantly female (86% or 8279/9599), obese (61% or 5866/9599), of moderate to high socioeconomic status (85% or 8022/9455 scored between 5 and 10 on IRSAD), and from major cities in Australia (75% or 7125/9456). Participants who subscribed for 12 weeks were significantly younger (35.3 years of age vs 36.7 years of age), had lower BMI (31.8 vs 35.8), and were more likely to live in major cities of Australia (76.4% vs 72.7%), compared with 52-week subscribers. In addition, 3% (238/6943) of 12-week subscribers and 23% (605/2665) of 52-week subscribers cancelled their subscription during their subscription period due to special circumstances.
Self-Reported Weight Record

The proportion of participants who self-reported their weight each week declined substantially over time (Figure 2). Therefore, the amount of missing weight data increased. For both 12- and 52-week subscribers, the highest proportion of participants self-reported their weight during week 2 (72% and 73%). For 12-week subscribers, only 11% (792/6943) self-reported their weight during their final week of the program (ie, 89% of participants’ weight data was missing). For 52-week subscribers, the decline in the number of participants self-reporting their weight was continuous from week 2 (73%) to week 32 (12%). However, after week 32, the percentage of participants self-reporting a weight reached a plateau but remained steady at 9% to 11% until 52 weeks. Therefore, 91% (2412/2656) of participants’ weight data was missing at week 52.

Weight Change: Primary Analysis

Weight change results for 12- and 52-week subscribers are shown in Table 1. The GLMM gave a mean self-reported weight reduction for 12-week subscribers of −5.6 kg (95% confidence interval [CI] −5.8 kg to −5.5 kg) or −6.2% and included an average of 5.2 weekly self-reported weight records per participant. The mean self-reported weight change among 52-week subscribers was −8.4 kg (95% CI −9.0 kg to −7.8 kg) or −6.9% from the GLMM. The analysis included an average of 11.8 weekly self-reported weight records per participant.

Weight Change: Sensitivity Analysis

The sensitivity analysis using LOCF gave a mean self-reported weight loss of −2.6 kg (95% CI −2.7 kg to −2.5 kg) or −3.0%, and 21% (1479/6943) achieved greater than or equal to 5% weight loss after 12 weeks (Table 1). The sensitivity analysis using LOCF gave a mean self-reported weight change of −3.6 kg (95% CI −3.8 kg to −3.3 kg) or −3.5% from baseline to 52 weeks with 29% (777/2656) of participants achieving greater than or equal to 5% weight loss from enrollment to 52 weeks (Table 1).
Table 1. Mean (95% CI) weight change for a cohort of participants who subscribed to a commercial Web-based weight loss program for 12 or 52 weeks using GLMM and LOCF analyses

<table>
<thead>
<tr>
<th>Cohort and Weight Change Measure</th>
<th>GLMM Analysis&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>LOCF Analysis&lt;sup&gt;a,b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>12-week subscribers (n = 6943)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute weight change (95% CI)</td>
<td>−5.6 kg (−5.8 kg to −5.5 kg)</td>
<td>−2.6 kg (−2.7 kg to −2.5 kg)</td>
</tr>
<tr>
<td>Percentage weight change (95% CI)</td>
<td>−6.2% (−6.3% to −6.1%)</td>
<td>−3.0% (−3.0% to −2.9%)</td>
</tr>
<tr>
<td><strong>Percentage weight change category</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight gain, n (%)</td>
<td>423 (6.1%)</td>
<td></td>
</tr>
<tr>
<td>0% to &lt; 5%, n (%)</td>
<td>5041 (72.6%)</td>
<td></td>
</tr>
<tr>
<td>5% to &lt; 10%, n (%)</td>
<td>1206 (17.4%)</td>
<td></td>
</tr>
<tr>
<td>10% or more, n (%)</td>
<td>273 (3.9%)</td>
<td></td>
</tr>
<tr>
<td><strong>52-week subscribers (n = 2656)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute weight change (95% CI)</td>
<td>−8.4 kg (−9.0 kg to −7.8 kg)</td>
<td>−3.6 kg (−3.8 kg to −3.3 kg)</td>
</tr>
<tr>
<td>Percentage weight change (95% CI)</td>
<td>−6.9% (−7.3% to −6.5%)</td>
<td>−3.5% (−3.8% to −3.3%)</td>
</tr>
<tr>
<td><strong>Percentage weight change category</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight gain, n (%)</td>
<td>424 (16.0%)</td>
<td></td>
</tr>
<tr>
<td>0% to &lt; 5%, n (%)</td>
<td>1455 (54.8%)</td>
<td></td>
</tr>
<tr>
<td>5% to &lt; 10%, n (%)</td>
<td>475 (17.9%)</td>
<td></td>
</tr>
<tr>
<td>10% or more, n (%)</td>
<td>302 (11.4%)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Difference from baseline to 12 and 52 weeks is statistically significant for all analyses (P < .001).

<sup>b</sup>Controlled for baseline age, BMI, socioeconomic status, and remoteness

Website Use

Website use for 12- and 52-week subscribers is presented in Table 2. To summarize, 12-week subscribers logged on to the website a median of 13 days. They made food entries to the Web-based diary a median of 7 days and exercise entries, a median of 3 days. The median number of days that 12-week subscribers posted to the discussion forum was zero. Among 52-week subscribers, the median number of days participants logged on was 21 days. They used the Web-based diary for food entries a median of 8 days and exercise entries a median 3 days, with a median of zero posts to the discussion forums.

Table 2. Description of 12- and 52-week subscribers’ use of the website features

<table>
<thead>
<tr>
<th>Feature</th>
<th>12-Week Subscribers (n = 6943)</th>
<th>52-Week Subscribers (n = 2656)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants Who Used the Feature, n (%)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>Log-ins</td>
<td>6682 (96.2%)</td>
<td>13 (6-26)</td>
</tr>
<tr>
<td>Food diary entries</td>
<td>5244 (75.5%)</td>
<td>7 (1-20)</td>
</tr>
<tr>
<td>Exercise diary entries</td>
<td>4686 (67.5%)</td>
<td>3 (0-9)</td>
</tr>
<tr>
<td>Posts to the discussion forum</td>
<td>860 (12.4%)</td>
<td>0 (0-0)</td>
</tr>
</tbody>
</table>

Website Use and Weight Change

For both 12- and 52-week subscribers, percentage weight change was significantly positively correlated (P < .001) with the number of days each website feature was used (Table 3). The strongest correlations were found between the number of days participants logged on and weight change for 12- and 52-week subscribers. The weakest correlations were found between forum posts and weight change in both subscription groups. The strongest correlations were in the 12-week subscription group for all website features except forum posts, where the correlation between forum posts and weight change was stronger among 52-week subscribers.
Table 3. Spearman correlations between website use and percentage weight change (kg) among 12- and 52-week subscribers

<table>
<thead>
<tr>
<th></th>
<th>12-Week Subscribers (n = 6943)</th>
<th>52-Week Subscribers (n = 2656)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-ins</td>
<td>(-0.55)</td>
<td>(-0.43)</td>
</tr>
<tr>
<td>Food diary entries</td>
<td>(-0.39)</td>
<td>(-0.33)</td>
</tr>
<tr>
<td>Exercise diary entries</td>
<td>(-0.38)</td>
<td>(-0.33)</td>
</tr>
<tr>
<td>Forum posts</td>
<td>(-0.12)</td>
<td>(-0.18)</td>
</tr>
</tbody>
</table>

*All are statistically significant \(P < .001\)

The median number of days participants used each website feature increased significantly \(P < .001\) by category of higher percentage weight loss (Figure 3) for both 12- and 52-week subscribers. Among 12-week subscribers, those who lost 10% or more of their enrollment weight logged on a median of 34 days, made food entries to the Web-based diary 25 days, and made exercise entries 12 days, whereas those who gained weight logged on a median of 12 days, made food entries to the Web-based diary 6 days, and made exercise entries 3 days. For 52-week subscribers, those who lost 10% or more of enrollment weight logged on a median of 81 days, made food entries to the Web-based diary 52 days, and made exercise entries 24 days compared with those who gained weight, who had a median of 25 log-in days, used the Web-based food diary for food entries a median of 12 days, and made exercise entries for 5 days.

Figure 3. Median (IQR) days each website feature was used by 12- and 52-week subscribers by categories of percentage weight change.

Discussion

The primary aim of this paper was to describe the weight loss achieved by a large cohort of participants who subscribed to a commercial Web-based weight loss program for either 12 or 52 weeks. The study addresses an existing gap in the literature \([5,6]\) by reporting weight loss outcomes in a large naturalistic cohort of commercial users of a Web-based weight loss program and its association with website feature usage. This study is one of only a small number of evaluations of commercial weight loss program cohorts and only the second to employ a robust statistical analysis as opposed to reporting results for program completers only. To the authors’ knowledge, it is the first cohort study reporting outcomes from a large group of enrollees in a commercial Web-based program.

Weight Loss

Our primary analysis using GLMM indicated that both 12- and 52-week subscribers achieved statistically significant weight loss. Mean weight loss also exceeded the benchmark \((\geq 5\%)\) for clinically important weight loss and improvement in weight-related morbidity, particularly incidence of type 2 diabetes mellitus \([35,36]\). Furthermore, 21% of 12-week subscribers and 29% of 52-week subscribers achieved a weight loss greater than or equal to 5%, based on the results from the LOCF analysis.

However, the sensitivity analysis at both time points demonstrated less weight loss compared with the GLMM. GLMM assumes that any data missing from the model follow the same trajectory as the included data (in this case weekly weight change). As the average number of weekly weight records included was low and most people self-reported their weekly weight within the initial weeks of the program only, the GLMM results may be biased toward those who self-reported more weekly weights. It is likely that the participants who did not enter their weights were the less successful participants. This is supported by our previous findings that participants with poor eating and activity habits were more likely to stop using the program \([28]\). Furthermore, it is also likely that the rate of weight loss during the initial weeks of the program was higher compared with the later stages of the program; therefore, the trajectory of the GLMM may also be biased toward higher self-reported weight loss. Therefore, the true weight loss achieved by all participants at each time point is likely to be...
somewhere in the range between the GLMM and LOCF results (ie, −3.0% to −6.2% at 12 weeks and −3.5% to −6.9% at 52 weeks). Therefore, further research is required to confirm or refute these findings prospectively and objectively in a clinical research trial.

Results from the only two RCTs conducted using another commercial Web-based weight loss program, eDiets, reported a mean percentage weight change of −2.8% [12] and −1.1% [11] after 12 months. Both eDiets and the commercial Web-based program evaluated in this study included many of the components that have been suggested as key elements of successful Web-based weight management programs [37,38], such as self-monitoring, feedback, and social support. However, eDiets also included additional features not available in the program evaluated in the current study, such as online meetings, peer-mentoring [11,12], and face-to-face sessions with a psychologist [11]. It was expected that these additional program components would lead to greater weight change. However, the mean weight change achieved in the current study was greater. This is potentially due to the increased capabilities of the Internet since the first study was conducted and/or differences in study design. So, although both programs provided similar features, those in the current study may have potentially been more engaging, easier, and/or faster for participants to use, reducing the burden to adhere.

**Website Use and Weight Loss**

The second aim of the paper was to describe participants’ use of the Web-based program and its features and to determine if website use was associated with degree of weight loss.

The study demonstrated a significant positive correlation between the number of times each website feature was used and weight change. Therefore, the results support previous research [9] suggesting that ongoing engagement with Web-based weight loss programs may enhance weight loss in the long-term. Given this association, strategies are required to encourage participants to use Web-based weight loss programs consistently to ensure that the majority of participants are given the opportunity to achieve clinically important weight loss.

However, at the group level, the average use of the commercial Web-based weight management program features appears to be low and inconsistent. The majority of subscribers log on and try the Web-based diary at least once; however, engagement decreases quite fast. This is demonstrated by the initial decline in weekly self-reported weight records over time for both 12- and 52-week subscribers and is consistent with other public health interventions delivered via the Internet, where usage declines after the initial weeks of the intervention [39].

As this commercial Web-based weight loss program is self-directed, the intensity or frequency of website use is not prescribed. Therefore, this study provides valuable data and insight into what level of website use may be feasible and, more importantly, what level is required to be effective in achieving weight change in a commercial setting. Interestingly, participants who achieved significant weight loss did not use the website unrealistically or excessively. For example, those who achieved greater than or equal to 10% weight loss from baseline to 12 weeks logged on approximately 40% of the possible days (34 days out of 84) and used the Web-based diary 30% of possible days (25 days out of 84). These findings suggest that developing program targets for weekly or monthly website use and for specific program features may increase usage and enhance weight loss, thus facilitating achievement of participants’ weight loss goals. However, to identify optimal exposure to the website overall, as well as individual website features, further investigation of the differences in use at different stages of the program and its association with weight loss is required. For example, this study demonstrates that participants who achieved greater than or equal to 10% weight loss from baseline to 12 weeks logged on approximately 40% of the possible days (34 days out of 84), whereas those who achieved the same percentage weight change from baseline to 52 weeks logged on approximately 22% of the days (81/365). Therefore, further research is needed to investigate the relationship between patterns of website use over time and the weight loss achieved at different time points.

**Limitations**

There are several important considerations when interpreting the weight change results. First, the weight change results are based on self-report, and weight is commonly underreported [40]. However, self-reported weight recorded by participants of a Web-based weight loss program has been found to be accurate compared with measured weight [41]. Second, a notable number of weekly weight records were missing, as the weight data was entered voluntarily by participants as part of their program participation and many participants failed to do this. To address this, statistical analyses were conducted using GLMM. GLMMs are among the most robust statistical methods available as these models are less influenced by the bias introduced because of missing data. Additionally, a large number of individual weekly weight records were included in each analysis (31,228 and 36,339) allowing the analyses to be strongly powered. Therefore, the results from the statistical analysis provide us with an indication of the weight loss achieved by a cohort of enrollees of a commercial Web-based weight loss program. However, due to the low level of website use and, therefore, the very small number of participants still self-reporting their weight at the end of their subscription period, further research is required to confirm or refute these findings and to identify ways to increase participant engagement with the program.

The website use data and the reported associations with weight change also have some limitations to be noted. First, the study did not consider use of all website features as these data were not available at the time of the study. Additional data concerning the use of all features (eg, weekly tutorials), as well as more detailed data on the reported features (eg, whether participants read the forum posts) would help to better understand participants’ engagement with the website and the relationship between weight loss and website use. Second, the analysis to determine if greater website use was associated with enhanced weight loss relied on the results of the LOCF analysis. As previously stated, the true weight loss achieved by all participants is likely to be somewhere in the range between the GLMM and LOCF results. Third, although an association
between website use and weight loss was demonstrated, a large number of other factors may have influenced participants’ website use and/or weight loss (e.g., self-motivation, intention to change, and other weight loss strategies) that were not evaluated in this study. Therefore, the association between website use and weight loss must also be confirmed prospectively in an objective manner.

**Conclusion**

In summary, this research provides important data on an underevaluated weight loss program medium in a large number of commercial program users. The weight loss achieved by 12- and 52-week subscribers of a commercial Web-based weight loss program is likely to be in the range of the primary and sensitivity analysis results. This suggests that, on average, clinically important weight loss may be achieved. The findings support the need for further research to evaluate the efficacy of Web-based weight loss programs and to assist in the development of strategies to increase participants’ ongoing use of Web-based program features.

**Acknowledgments**

We acknowledge the work of Ben Noblet in retrieving the data, Anna Crook and Penelope Jones from SP Health for assistance with managing the data set, and Patrick McElduff for assistance with design and implementation of the statistical analyses. MJ Neve was funded by an Australian Postgraduate Award scholarship and a scholarship top-up from SP Health Co Pty Ltd. CE Collins is supported by an Australian National Health and Medical Research Council Career Development Award research fellowship.

**Conflicts of Interest**

MJ Neve received a postgraduate scholarship top-up from SP Health Co. CE Collins has been a consultant dietitian to SP Health Co. PJ Morgan and CE Collins hold an Australian Research Council (ARC) Linkage project grant that is evaluating a weight loss program with SP Health Co.

**References**


19. Tate DF, Wing RR, Winett RA. Using Internet technology to deliver a behavioral weight loss program. JAMA 2001 Mar 7;285(9):1172-1177 [FREE Full text] [Medline: 11231746]


Abbreviations

ARIA: Accessibility/Remoteness Index of Australia
BMI: body mass index
CI: confidence interval
GLMM: generalized linear mixed model
ISRAD: Index of Relative Socioeconomic Advantage and Disadvantage
IQR: interquartile range
LOCF: last observation carried forward

©Melinda Neve, Philip J Morgan, Clare E Collins. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 12.10.2011. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Attrition in Web-Based Treatment for Problem Drinkers

Marloes G Postel\textsuperscript{1,2}, PhD; Hein A de Haan\textsuperscript{1,2}, MD; Elke D ter Huurne\textsuperscript{1,2}, MSc; Job van der Palen\textsuperscript{3,4}, PhD; Eni S Becker\textsuperscript{5}, PhD; Cor AJ de Jong\textsuperscript{2,5}, MD, PhD

\textsuperscript{1}Tactus Addiction Treatment, Enschede, Netherlands
\textsuperscript{2}Nijmegen Institute for Scientist-Practitioners in Addiction, Nijmegen, Netherlands
\textsuperscript{3}Department of Epidemiology, Medisch Spectrum Twente, Enschede, Netherlands
\textsuperscript{4}Department of Research Methodology, Measurement, and Data Analysis, University of Twente, Enschede, Netherlands
\textsuperscript{5}Behavioural Science Institute, Radboud University Nijmegen, Nijmegen, Netherlands

Corresponding Author:
Marloes G Postel, PhD
Tactus Addiction Treatment
Institutenweg 1
Enschede, 7521 PH
Netherlands
Phone: 31 534824750
Fax: 31 534824760
Email: m.postel@tactus.nl

Abstract

Background: Web-based interventions for problem drinking are effective but characterized by high rates of attrition. There is a need to better understand attrition rates in order to improve the completion rates and the success of Web-based treatment programs.

Objective: The objectives of our study were to (1) examine attrition prevalence and pretreatment predictors of attrition in a sample of open-access users of a Web-based program for problem drinkers, and (2) to further explore attrition data from our randomized controlled trial (RCT) of the Web-based program.

Methods: Attrition data from two groups of Dutch-speaking problem drinkers were collected: (1) open-access participants enrolled in the program in 2009 (n = 885), and (2) RCT participants (n = 156). Participants were classified as noncompleters if they did not complete all 12 treatment sessions (9 assignments and 3 assessments). In both samples we assessed prevalence of attrition and pretreatment predictors of treatment completion. Logistic regression analysis was used to explore predictors of treatment completion. In the RCT sample, we additionally measured reasons for noncompletion and participants’ suggestions to enhance treatment adherence. The qualitative data were analyzed using thematic analysis.

Results: The open-access and RCT group differed significantly in the percentage of treatment completers (273/780, 35.0% vs 65/144, 45%, $\chi^2_1 = 5.4, P = .02$). Logistic regression analysis revealed a significant contribution of treatment readiness, gender, education level, age, baseline alcohol consumption, and readiness to change to predict treatment completion. The key reasons for noncompletion were personal reasons, dissatisfaction with the intervention, and satisfaction with their own improvement. The main suggestions for boosting strategies involved email notification and more flexibility in the intervention.

Conclusions: The challenge of Web-based alcohol treatment programs no longer seems to be their effectiveness but keeping participants involved until the end of the treatment program. Further research should investigate whether the suggested strategies to improve adherence decrease attrition rates in Web-based interventions. If we can succeed in improving attrition rates, the success of Web-based alcohol interventions will also improve and, as a consequence, their public health impact will increase.


(J Med Internet Res 2011;13(4):e117) doi:10.2196/jmir.1811
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Introduction

Web-based interventions for problem drinkers improve the availability of alcohol treatment services and reach a more diverse segment of the population of problem drinkers [1,2]. Evidence supports the clinical effectiveness of a diversity of Web-based interventions varying from pure self-help to predominantly therapist-administered therapy [3-13], and it seems that the best results are achieved with interventions that use personalized feedback [3]. Despite these promising results, participants in Web-based interventions show great variation in how they use the interventions in terms of frequency and duration of visits, and they often do not complete treatment sessions or assessments [13-16]. However, Web-based intervention studies mainly focus on effectiveness, and less is known about the reasons for noncompletion and the specific components that improve adherence [15]. Although Web-based interventions have the potential of easy data collection, the study of attrition is still rare.

In his law of attrition, Eysenbach distinguished two processes of attrition: dropout attrition and nonusage attrition [15]. Dropout attrition refers to participants being lost to follow-up; they do not return to fill in follow-up questionnaires. Nonusage attrition refers to participants’ stopping to use the intervention, but still filling in questionnaires. Authors do not always describe dropout and nonusage attrition separately [4,8-10,17]. And if they do, then much variation is still possible within Eysenbach’s conceptualization, because of differences in treatment intervention and study design. Some studies, for example, only require filling out a single questionnaire in a shorter timeframe [4,10], while other studies require a wide range of questionnaires at a number of follow-up points [11,13]. Therefore, comparing attrition rates alone does not make sense. A clear description of the study characteristics, together with nonusage and dropout attrition, is necessary to interpret attrition data properly.

Usage and follow-up completion rates of Web-based alcohol interventions studies published to date range from 16.5% [18] to 92% [11]. In face-to-face addiction treatment, overall around 50% of patients terminate treatment before the intended period is over [19]. The great differences in attrition rates between Web-based interventions can be explained by differences in payment of incentives, follow-up periods, intensity and duration of the Web-based intervention, recruitment procedure, study population, and research environment (trial or open access). It seems to be the combination of factors that is responsible for the attrition rate rather than a single factor [4,6,8-13,18,20-23]. For example, Cunningham et al [11] found that 92% of participants completed baseline, 3-month, and 6-month follow-ups. This excellent follow-up completion rate might partly be explained by the incentive of a $20 check for each follow-up survey, but also by the way participants were recruited. Respondents from an ongoing telephone survey, who confirmed that they had home Internet access and were interested in a computerized program to check their drinking, were invited to participate in the study and therefore motivated respondents were recruited. Doumas and colleagues [10] also found a very good follow-up completion rate (88%) even without paying an incentive. However, their follow-up period was short, at 30 days, and the motivation for completing the study might have been greater for their population of mandated college students.

Attrition data have been mainly coming from trials. Compared with the dropout and nonusage attrition rates in effectiveness trials of Web-based interventions, attrition rates in open-access interventions are higher [14]. This might be due to the use of participant-retention strategies in trials and to the characteristics of trial participants (eg, motivated participants). The study of Linke et al [18], with a follow-up and usage completion rate of 16.5%, involved a cohort study with 10,000 users of a free, Web-based, 6-week intervention. They used a strict definition of attrition, as only registrants who completed the whole 6-week program and the final assessment were considered to be completers. In comparison, Cunningham et al [11] noted that, despite their excellent 92% follow-up completion rate at 6 months, 35 of the 92 participants in the intervention condition (38%) never accessed the intervention. Riper and colleagues investigated their self-help intervention (Drinking Less) in a randomized controlled trial (RCT) and an open-access sample. They reported a 54% follow-up completion rate for the 6-month follow-up in the RCT intervention group, and 45% of the baseline participants actually made use of the intervention [13]. In their open-access sample, they found a follow-up completion rate of 40.5% but 12% of participants never using the program, 60% using it once or a few times, and 28% using the intervention more than a few times [22]. The study examples above illustrate that providing access to an intervention does not guarantee that participants use it.

The high percentages of nonusage attrition lead to the question of whether Web-based alcohol treatment might work more effectively for some people than for others. Exploring the variables that make individuals more vulnerable to not completing treatment may help us to identify target groups and develop strategies to address the nonusage attrition problem. We examined three types of variables that were associated with nonusage or dropout attrition: sociodemographic variables, drinking behavior, and psychological variables. Those factors have been investigated in several online alcohol intervention studies. Although most studies found no differences in baseline variables between completers and noncompleters [5,8-11,13,17,21], other studies did find support for baseline differences. Sociodemographic variables found to be positively associated with intervention and follow-up completion were being female [12,18], married or living with a partner [18,22], and without children [18]. Riper and colleagues also found that follow-up noncompleters were more likely to be above the median age of 47 years [22]. Chiauzzi et al [6] found that study site (2 out of 5 universities) was a predictor of follow-up noncompletion. Regarding baseline drinking-behavior variables, intervention completers showed less risk of alcohol dependency and harm from alcohol [18], and consumed fewer units a week and per occasion than noncompleters [20]. Additionally, psychological predictor variables were found in two studies. Chiauzzi et al [6] found baseline stage of readiness for change (contemplation) to be a predictor of dropout attrition, and Postel et al [16] found that intervention completers had a higher baseline score on treatment readiness. It could be suggested that
the results concerning the differences between completers and noncompleters are frequently ambiguous and are often found in only a single study. This might be the result of the differences in target groups and intervention characteristics. In line with this, Murray and colleagues [24] emphasized that it is important to adjust boosting strategies to the particular target population of the Web-based intervention. Whereas studies of online weight-loss programs, for example, have successfully boosted follow-up rates by using postal and telephone reminders for participants who did not respond to email reminders, Murray et al [24] received only 3% additional responses from their population of hazardous drinkers after an extensive additional follow-up using postal reminders and phone calls. It would be interesting to further investigate why such a strategy is working in one population but not in another one.

None of the Web-based alcohol intervention studies formally examined the reasons for noncompletion. Although most studies report the rates of nonusage or dropout attrition, they do not report the reasons for attrition. However, in our recently conducted RCT we examined the reasons for not completing treatment [16]. The Dutch Web-based treatment program (alcoholdebaas.nl) has been shown to be effective for problem drinkers in reducing their alcohol consumption and improving health status, yielding a large effect size at posttreatment [16]. The attrition rate in our Web-based treatment group (n = 42) was high at 54%. As we used a linear model for the treatment program with technically integrated assessment points, nonusage attrition automatically meant dropout attrition. Questionnaires could be sent to respondents only when all previous assignments were completed. Therefore, attrition was defined as not completing all 12 sessions of the Web-based intervention: 9 assignments and 3 assessments. We investigated reasons for noncompletion by sending an online questionnaire to all noncompleters. As described previously [16], the results showed that the main reasons for noncompletion in the Web-based treatment group were personal reasons unrelated to the Web-based treatment program, discomfort with the treatment protocol, and satisfaction with the positive results achieved to date. The present paper includes much more data regarding attrition in Web-based treatment for problem drinkers. We added the attrition data of the delayed control group and of a nontrial sample, and we conducted prediction analyses on pretreatment predictors of treatment completion. We also conducted qualitative analyses to get more insight into the reasons for dropout and participants’ suggestions for how to enhance the number of treatment completers.

The first aim of this study was to examine attrition prevalence and pretreatment predictors of attrition in a cohort of open-access users of the Web-based treatment program. The second aim was to further explore attrition data from our RCT. We investigated the prevalence of attrition, the reasons for noncompletion, pretreatment predictors of attrition, and participants’ suggestions for how to enhance treatment completion. Accordingly, the present study allowed us to compare the attrition data of both samples: a trial and an open-access group of users.

Methods
Study Design and Participants
The real-world sample consisted of all open-access users of the Web-based alcohol treatment program in 2009 (n = 885). The only inclusion criterion for open-access users was a minimum age of 18 years. All data entered by participants were stored in the Web-based application. We could identify who accessed the Web-based treatment program and who did not, the duration of participation for treatment completers, and the number of completed sessions in case of noncompletion. Participants who dropped out were not assessed about their situation at that time; because of the feasibility nature of the open-access study and the linear design it was not possible to send questionnaires to nonresponders through the application.

We conducted secondary analyses of our RCT: an open trial with participants randomly assigned to either the Web-based treatment group or to the waiting list control group [16]. The study protocol was approved by the independent medical ethics board METiGG (reference number NL20742.097.07) and registered at www.controlled-trials.com (ISRCTN39104853). In brief, we recruited Dutch-speaking problem drinkers in the general population aged ≥18 years. Problem drinking was defined as drinking currently at least 15 units (of 10 grams of ethanol) a week for women and 22 units a week for men. We excluded participants treated for problem drinking in the preceding year and participants with psychiatric treatment in the past 6 months or those currently with a psychiatric disorder. Of the problem drinkers screened (n = 169), 156 were found to be eligible for the study, and they were randomly assigned to either the Web-based treatment group or to the waiting list control group. As the control group received the intervention immediately after the experimental group completed treatment, we merged the data from both groups for the present study. Participants received the e-therapy intervention free of charge. We did not provide any kind of incentive for study participation.

Intervention
The Web-based alcohol treatment consisted of a structured, 2-part, online treatment program in which the participant and the therapist communicated asynchronously, via the Internet only. The method underlying the program was based on the principles of cognitive behavior therapy [25] and motivational interviewing [26]. Part 1 of the program consisted of 2 assessments and 4 assignments and focused on the analysis of the participants’ drinking habits. Part 2 focused on behavioral change and included 5 assignments and 1 final assessment. The average duration of the total treatment program was 3 months, with one or two therapist contacts per week and daily self-reporting of alcohol intake during the whole program. The 12 treatment sessions were identical for RCT and open-access users, except for the 3 assessments being more extensive for RCT participants.

Outcome Measures
Participants’ pretreatment characteristics were derived online from the baseline self-report questionnaire, for RCT as well as for open-access participants. Weekly alcohol consumption was
assessed by a 7-day retrospective drinking diary, including a question about atypical drinking [27]. Type and severity of substance dependence were assessed by the Substance Abuse Module of the Composite International Diagnostic Interview [28]. The 28-item General Health Questionnaire (GHQ-28) and the Maudsley Addiction Profile-Health Symptom Scale (MAP-HSS) were used to assess health status [29,30]. The 21-item Depression Anxiety Stress Scale (DASS-21) was used to measure the three related negative emotional states of depression, anxiety, and stress [31]. To measure the quality of life, the EQ-5D was used [32]. Initial treatment motivation was measured with the TCU Motivation for Treatment (MfT) scale [33], and participants’ readiness to change their drinking behavior was measured with the Dutch version of the Readiness to Change Questionnaire [34]. For open-access participants the questionnaires were less extensive, as the GHQ-28 and MAP-HSS were left out.

The outcome measure of the logistic regression analysis was completion of the Web-based alcohol treatment program; this was defined as completion of all 12 treatment sessions: 9 assignments and 3 assessments. Because of the linear design of the treatment program it was impossible for participants to skip parts of the intervention; therefore, the point at which they stopped using the program indicates exactly how much treatment participants received. In our study nonusage attrition automatically meant dropout attrition and we will therefore just use the term attrition.

In order to gain insight into the motives of participants to stop using the Web-based treatment program, noncompleters in the RCT group received an email with a link to an additional online questionnaire consisting mainly of open questions concerning their perception of the program, reasons for discontinuation, and suggestions to improve the intervention and enhance treatment completion. If participants did not complete this questionnaire, they were contacted by telephone to remind them to complete the questionnaire either online or alternatively by phone.

**Statistical Analysis**

Chi-square and t tests were used to assess whether there were baseline differences between completers and noncompleters. Multivariate logistic regression analysis was performed with treatment completion as the dependent variable. Predictor variables with $P < .10$ in the univariate analyses were entered in a full multivariate model. Subsequently, nonsignificant variables were removed, one by one, until $–2 \log$ likelihood deteriorated significantly. Goodness of fit of the model was determined by the Hosmer-Lemeshow test, and the Nagelkerke $R^2$ was used for the pseudo proportion of variance. Three regression analyses were performed concerning (1) the RCT sample, (2) the open-access sample including treatment readiness variable, and (3) the open-access sample without treatment readiness variable. Because treatment readiness was measured after part 1 in the open-access sample, we had a lot of missing data for this variable ($n = 355$). We therefore performed two regression analyses for the open-access sample, one including treatment readiness (and as a consequence only the noncompleters from part 2) and one without this variable (all noncompleters). The predictor variables for the RCT sample were age, gender, work, education level, baseline alcohol consumption, prior alcohol treatment, prior mental health treatment, readiness to change contemplation, and action score, DASS-21 total score, and the MfT questionnaire scores for desire for help and treatment readiness. For the open-access sample, the DASS-21 scores were not available and therefore left out of the regression analysis. All statistical tests were 2-sided, with $P \leq .05$ considered to be significant, and performed using SPSS for Windows 17.0 (IBM Corporation, Somers, NY, USA).

Reasons for nonusage attrition were independently assessed by the first and third author (qualitative study). The agreement level between both authors was 87%, which was considered acceptable. If the two authors did not agree, the topic was discussed in order to reach agreement. Participants’ responses to open questions were analyzed using thematic analysis. The first author carefully searched through the data to identify and code all features concerning participants’ reasons for not completing the treatment program. After collating relevant data with each code, related patterns were combined into themes. After refining and defining the themes, a brief description of each theme was formulated related to the research questions of the study.

**Results**

**Participant Characteristics**

Of the 885 registrants for the open-access version in 2009, 105 never started using the Web-based alcohol treatment program by doing the first assignment, sending a message to their therapist, or logging into the daily alcohol diary. Of the 780 participants who started the open-access version, 54.0% ($n = 421$) were women, 49.6% ($n = 387$) had a higher education level, and 69.0% ($n = 538$) were employed. Age ranged from 20 to 78 years, with an average of 45.7 years (Table 1). A total of 689 participants reported alcohol dependence (88.3%), but many ($n = 554$, 71.0%) had never received professional help for their drinking problem. The mean weekly alcohol consumption was 42.7 standard units a week: 49.1 for men and 37.3 for women.
Table 1. Characteristics of participants in the randomized controlled trial (RCT) and open-access group

<table>
<thead>
<tr>
<th>Variable</th>
<th>RCT participants (n = 144)</th>
<th>Open-access participants (n = 780)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Female</td>
<td>83</td>
<td>58</td>
</tr>
<tr>
<td>Higher education</td>
<td>84</td>
<td>58</td>
</tr>
<tr>
<td>Employed</td>
<td>117</td>
<td>81.3</td>
</tr>
<tr>
<td><strong>DSM-IV&lt;sup&gt;a&lt;/sup&gt; diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>120</td>
<td>83.3</td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>No dependence or abuse</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Prior treatment for alcohol abuse</td>
<td>22</td>
<td>15</td>
</tr>
<tr>
<td>Prior treatment mental health problems</td>
<td>72</td>
<td>50</td>
</tr>
<tr>
<td><strong>Problem drinking&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>45.8</td>
<td>9.7</td>
</tr>
<tr>
<td><strong>Weekly alcohol consumption (standard units/week)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>49.8</td>
<td>26.9</td>
</tr>
<tr>
<td>Women</td>
<td>32.6</td>
<td>14.6</td>
</tr>
<tr>
<td>GHQ-28 score&lt;sup&gt;c&lt;/sup&gt;</td>
<td>52.6</td>
<td>11.9</td>
</tr>
<tr>
<td>MAP-HSS score&lt;sup&gt;e&lt;/sup&gt;</td>
<td>19.8</td>
<td>6.2</td>
</tr>
<tr>
<td><strong>DASS-21&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression score</td>
<td>8.7</td>
<td>8.4</td>
</tr>
<tr>
<td>Anxiety score</td>
<td>5.9</td>
<td>5.9</td>
</tr>
<tr>
<td>Stress score</td>
<td>12.5</td>
<td>8.2</td>
</tr>
<tr>
<td><strong>RCQ&lt;sup&gt;g&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation</td>
<td>12.1</td>
<td>1.3</td>
</tr>
<tr>
<td>Contemplation</td>
<td>17.1</td>
<td>2.1</td>
</tr>
<tr>
<td>Action</td>
<td>12.4</td>
<td>3.5</td>
</tr>
<tr>
<td><strong>Mft&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Readiness</td>
<td>4.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Desire for Help</td>
<td>3.9</td>
<td>0.7</td>
</tr>
</tbody>
</table>

<sup>a</sup>Diagnostic and Statistical Manual of Mental Disorders, 4th revision.
<sup>b</sup>Drinking >21 (men) or >14 (women) mean units per week.
<sup>c</sup>28-item General Health Questionnaire.
<sup>d</sup>Not applicable.
<sup>e</sup>Maudsley Addiction Profile-Health Symptom Scale.
<sup>f</sup>21-item Depression Anxiety Stress Scale.
<sup>g</sup>Readiness to Change Questionnaire.
<sup>h</sup>TCU Motivation for Treatment scale.

Figure 1 shows the participant flow of the total RCT sample (n = 144) along with reasons for not starting (n = 12). Pretreatment characteristics of the 144 RCT participants who started the Web-based treatment program are presented in Table 1. Of these participants, 58% (n = 83) were women, 58% (n = 84) had a higher education level, and 81.3% (n = 117) were employed. Ages ranged from 22 to 66 years, with an average of 45.8 years, and 120 participants reported dependence (83.3%). The majority
(n = 122, 84.7%) had never received professional help for their drinking problem. The mean weekly alcohol consumption was 39.9 standard units a week: 49.8 for men and 32.6 for women.

Figure 1. Flow of participants in the randomized controlled trial.

### Attrition Pattern

Of the 780 open-access participants, 65.0% were noncompleters. Treatment completers (n = 273, 35.0%) completed all 12 treatment sessions and noncompleters (n = 507, 65.0%), an average of 4.8 (SD 3.1) sessions. Of the 144 RCT participants, 55% were noncompleters. Treatment completers (n = 65, 45%) completed all 12 treatment sessions and noncompleters (n = 79, 55%), an average of 4.8 (SD 3.1) sessions. The open-access and RCT group differed significantly in the percentage of treatment completers ($\chi^2 = 5.4; P = .02$). Participants in the RCT sample were 1.29 (95% confidence interval [CI] 1.05–1.58) times more likely to complete treatment.

Participants completed the sessions in the order that they were presented. The average duration of treatment to completion was 16.1 weeks in the RCT sample and 17.1 weeks in the open-access sample. Figure 2 shows the attrition curves of both groups. Participants dropped out during all stages of treatment. However, the biggest loss was found after the third session, possibly as a result of the daily drinking diary. In this session, participants were asked to register daily amounts of alcohol consumption for the whole treatment duration.
Predictors of Treatment Completion

We found only one significant difference between completers and noncompleters in the RCT sample. The mean score on the Treatment Readiness subscale of the MfT was higher for completers (mean 4.13) than for noncompleters (mean 3.97), $t_{1,142} = -2.00$, $P = .047$. There were no other significant differences between the groups on any of the variables presented in Table 1. Logistic regression analysis revealed a statistically significant contribution of treatment readiness score. The regression equation showed a negative predicted value of 70% and a positive predictive value of 53%, with a cut-off probability of the model of 0.4. The Nagelkerke $R^2$ was .04, and the regression model showed sufficient goodness of fit ($\chi^2_{1} = 10.7$, $P = .22$). The area under the receiver operating characteristic (ROC) curve revealed a model discrimination value of 0.60 (95% CI 0.51–0.70). The odds ratio indicated that if the treatment readiness score increases by 1 point (range 1–5), the odds of completion increase with 2.1. A score of 3 gives a chance of completion of 27%, a score of 4 a chance of 44%, and a score of 5 a 63% chance.

We found seven significant differences between completers and noncompleters in the open-access sample: age, gender, education level, baseline alcohol consumption, prior mental health treatment, treatment readiness, and readiness to change action score. The differences are shown in Table 2. Multivariate logistic regression analysis with treatment readiness included (n = 425) revealed a statistically significant independent contribution of age, baseline alcohol consumption, and treatment readiness. Predicted probabilities of the model of x, y, and z led to a specificity of 89% with a sensitivity of 25%, a specificity of 84% with a sensitivity of 33%, and a specificity of 78% with a sensitivity of 40%, respectively. The Nagelkerke $R^2$ was .09, and the regression model showed sufficient goodness of fit ($\chi^2_{1} = 11.7$, $P = .17$). The area under the ROC curve revealed a discrimination of the model of 0.64 (95% CI 0.59–0.70). When the treatment readiness score increases by 1 point (range 1–5), the odds of completion increase 2.1-fold. If age increases by 5 years, the odds of completion increase 1.12-fold, and if baseline alcohol consumption increases by 10 standard units a week, the odds of completion decrease 0.87-fold.
Table 2. Differences between open-access completers and noncompleters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Completers (n = 273)</th>
<th>Noncompleters (n = 507)</th>
<th>Test result</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>170</td>
<td>62.3</td>
<td>251</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Higher education</td>
<td>163</td>
<td>59.7</td>
<td>224</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prior mental health treatment</td>
<td>175</td>
<td>64.1</td>
<td>280</td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Age (years)</td>
<td>Mean 47.8</td>
<td>10.4</td>
<td>Mean 44.5</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline alcohol consumption (standard units/week)</td>
<td>37.4</td>
<td>24.0</td>
<td>45.6</td>
<td>28.2</td>
<td>.01</td>
</tr>
<tr>
<td>MFT* Treatment Readiness</td>
<td>4.1</td>
<td>0.4</td>
<td>4.0</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RCQb action score</td>
<td>13.8</td>
<td>3.3</td>
<td>13.0</td>
<td></td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Multivariate logistic regression analysis without treatment readiness (n = 780) revealed a statistically significant contribution of age, gender, education level, baseline alcohol consumption, and readiness to change action score. Predicted probabilities of the model of x, y, and z led to a specificity of 85% with a sensitivity of 25%, a specificity of 80% with a sensitivity of 35%, and a specificity of 75% with a sensitivity of 43%, respectively. The Nagelkerke $R^2$ was .10, and the regression model showed sufficient goodness of fit ($\chi^2 = 7.1$, $P = .53$). The area under the ROC curve revealed a discrimination of the model of 0.63 (95% CI 0.59–0.67). The odds of treatment completion was 1.70-fold increased for women compared with men, and 1.79-fold increased for people with higher education compared with less-educated people. The odds ratios further indicated that if age increases by 5 years, the odds of completion increase 1.13-fold, and if baseline alcohol consumption increases by 10 standard units, the odds of completion decrease 0.93-fold. If the readiness to change action score increases by 1 point (range 4–20), the odds of completion increase 2.1-fold.

Early Versus Late Noncompleters

We divided noncompleters into early and late noncompleters to determine whether the two groups differed. We considered noncompleters who completed a maximum of 3 assignments to be early noncompleters and those who completed at least 4 assignments to be late noncompleters. We found no differences between both groups in the RCT sample (n = 144). However, in the open-access sample (n = 780) we found that, compared with those who completed fewer assignments, more noncompleters who completed at least 4 assignments had a high level of education (128/221, 57.9% vs 93/221, 42%, $\chi^2 = 6.1$, $P = .01$), had received prior mental health treatment (162/276, 58.7% vs 114/276, 41.3%, $\chi^2 = 12.0$, $P < .001$), and had a lower baseline alcohol consumption (43.2 vs 48.3 standard units a week, $t_{501} = 2.01$, $P = .045$).

Reasons for Noncompletion

Figure 1 shows the reasons for noncompletion (n = 79). Self-reported reasons for not completing treatment were collected only in the RCT sample, and were obtained from 61 of 79 participants (77%). We were not able to contact 18 participants because of nonresponse or an invalid phone number. The most common reason for not completing treatment consisted of personal reasons unrelated to the Web-based intervention (n = 22), followed by dissatisfaction with the intervention (n = 17), and satisfaction with the improvement in their condition (n = 11). On four occasions the therapist decided to terminate the treatment, because of insufficient response or information (n = 3) or due to an inability to set a realistic drinking goal (n = 1). Unfortunately, in three cases we had procedural problems during the trial, and those participants could not continue. Additionally, 2 participants moved on to face-to-face treatment and 2 participants experienced problems with the Internet during treatment participation.

Personal Reasons

A diversity of personal reasons were given as reason for noncompletion (n = 22), including being too busy with work, a seriously ill family member or bereavement, other priorities, a hospitalization, no Internet access, or moving house.

Dissatisfaction With Intervention

Participants who identified the Web-based alcohol intervention itself as a reason for discontinuation (n = 17) most commonly indicated that the program was too time consuming or too demanding. Some participants reported that the program could not meet their personal needs.

Improvement in Condition

Several participants reported that they no longer felt the need to continue the program, because of the progress they made (n = 11). They gained from the intervention what they needed and felt in control of their drinking behavior.
Other Reasons

For 2 participants the Web-based treatment program was only the first step in working on behavioral change, and they continued treatment in a face-to-face setting. Of the persons whose formal reason for dropout is unknown (n = 18), the messages in their personal records provide some information. Participants mentioned several times that working on their alcohol problem was quite confrontational and overwhelmed them too much. Some participants also reported more or less lack of motivation.

Suggestions to Enhance Treatment Completion

Several RCT participants gave suggestions as how to improve the Web-based treatment program. One of the suggestions was sending an email message to participants to notify them that they had received a new message or assignment from their therapist. This it was felt would act as a reminder and prevent unnecessary logging into the application. Another suggestion was to allow more flexibility in the treatment protocol, with the possibility of skipping sessions when required—for example, the possibility to start immediately with the goal-setting assignment or no longer mandating daily registration. In its current form it was not possible to move on to the next assignment without completing the previous one. Some participants also mentioned the need for additional contact: the choice to contact their therapist by phone or face-to-face and the chance to get in touch with fellow participants, with the suggestion to link each participant to his or her own buddy. Some participants made suggestions for improving the usability of the Web-based treatment program, including the speed of the intervention, layout characteristics, and button functions.

Discussion

Main Findings

The aim of this study was to explore the attrition data of an open-access and an RCT sample of a Web-based treatment program for problem drinkers. The study demonstrated high prevalence of attrition in both samples, with 10% less treatment completers in the open-access sample. Participants’ readiness for treatment, gender, education level, age, baseline alcohol consumption, and readiness to change score were shown to predict treatment completion. The key reasons for noncompletion were personal reasons, dissatisfaction with the intervention, and satisfaction with their own improvement. The main suggestions for boosting strategies involved email notification and more flexibility in the intervention.

Attrition

Attrition was high in both samples. Although our attrition rates of 65% in the open-access sample and 55% in the RCT sample are in line with those found in other Web-based alcohol intervention studies [12,13,22], the majority of alcohol intervention studies found lower attrition rates [4-6,8-11,17,21]. However, comparing attrition rates alone does not make sense. A clear description of the study characteristics together with nonusage and follow-up attrition is necessary to interpret attrition data properly. Our attrition rates need to be seen in the light of a strict definition of treatment completion including assessment completion, active usage of the intervention, a high intensity of the treatment program, and paying no incentive to participants. In comparison, Linke et al [18] used a similar definition of attrition in their cohort sample of the brief intervention Down Your Drink and found a completion rate of 16.5%. To the best of our knowledge, no online alcohol intervention studies have been published concerning comparable guided treatment with intensive therapist contact. We therefore can only compare our attrition rates with those of more or less intensive online alcohol self-help interventions. Although there is some evidence from computer-aided psychological treatment programs that participants receiving extra therapist contact (eg, phone support) drop out less often, no studies have explored the influence of therapist contact on dropout from Web-based treatments for psychological disorders [35]. Further investigation of the impact of therapist contact on attrition from online alcohol interventions is needed.

The variety of nonusage and dropout attrition rates in Web-based alcohol interventions is relatively similar to that found in Web-based treatments for psychological disorders, ranging from 2% to 83% [35]. A higher number of noncompleters in our open-access sample is consistent with earlier findings [14]. The fact that RCT participants were 1.5 times more likely to complete treatment might be the result of a selection bias, because of the prescreening of trial participants and the exclusion criteria. It leads to the suggestion that it might be wise to always link some kind of research to a Web-based intervention and to emphasize the importance of it at the start. Realizing that you are cooperating in a research project, for example to improve the intervention, can perhaps be inspiring.

We acknowledge that it is important to find a good balance between what is needed for attrition purposes and what is considered to be ethically appropriate. Finding the right tone seems to be important. Further research needs to investigate whether this strategy will be effective in reducing the number of dropouts, and whether this works for participants and for therapists. What is the impact of this for participants? Do therapists change the treatment or the communication with participants if they know that the data will be used for research purposes? Are therapists extra motivated to increase adherence to the treatment protocol?

In both study samples, the pattern of nonusage attrition was steady throughout the intervention period. This means that both groups showed the same trend of attrition; at each treatment session participants dropped out. The number of dropouts gradually decreased, regardless of whether participants participated in the RCT or in the open-access intervention. Although the gradual decrease is in contrast with the suggestion of Eysenbach [15] that, in the final stage of an intervention, a hardcore group of users remain who will continue using the intervention, it is identical to the attrition pattern found by Neve and colleagues [36] in their 12-week, Web-based weight-loss program.

The percentage of dropouts seems to be the highest after session 3, concerning the daily drinking diary assignment. A possible explanation might be the intensity of this assignment, as participants have to register their alcohol consumption every day. This might be quite confrontational and participants might
also feel uncomfortable or annoyed by daily registration of their drinking amount.

The differences we found between early and late noncompleters prove that noncompleters who completed at least 4 assignments were more similar to treatment completers than they were to those who completed fewer than 4 assignments.

**Predictors of Completion**

The only statistically significant predictor of treatment completion in the RCT sample was a higher treatment readiness score, measured by the Treatment Readiness subscale of the TCU MfT questionnaire. In the open-access sample, higher treatment readiness also was a significant predictor, as were higher age and lower baseline alcohol consumption when the treatment readiness variable was included (n = 425). In the open-access sample without the treatment readiness variable (n = 780), the statistically significant predictors were higher age, female gender, higher education level, lower baseline alcohol consumption, and higher readiness to change action score. Other factors were found to have no predictive value.

Based on our different findings in the three subsamples and in line with an analysis of the literature by Melville and colleagues [35], we have to conclude that the current evidence for predictors of attrition is ambiguous. Two other Web-based alcohol intervention studies previously found that study completers consumed less alcohol at baseline [20,22]. Earlier studies by Bewick et al [12] and Lange et al [37] also found that more men than women were noncompleters, although Riper et al [22] did not find a significant association between gender and dropout. Male gender was also found to be associated with noncompliance in face-to-face addiction treatment [19]. A higher education level as a predictor of completion was not confirmed by three studies that explored the influence of education level on dropout from Web-based interventions; they did not find a significant association [22,37,38]. However, the association between compliance and higher education level was confirmed in face-to-face addiction treatment [19]. With regard to age, previous evidence was contrary to our findings. Riper et al [22] found that noncompleters were more likely to be above the median age of 47 years, whereas we found that noncompleters were younger than completers. Previous Web-based intervention studies also did not confirm the differences in treatment readiness between completers and noncompleters and found no predictive value for readiness to change [12]. But lower intention to comply with treatment and weaker initial treatment motivation were found to be associated with noncompliance in face-to-face addiction treatment [19]. The relationship between the baseline variables and dropout might also be mediated by other variables. Older participants or more highly educated participants might, for example, use the Internet in a different manner from younger or less-educated participants. Women probably experience more support from their relatives, which might stimulate continuation of treatment. And participants with lower baseline alcohol consumption may have more confidence in their own effectiveness. It would be interesting to further investigate the relationship between baseline variables and dropout. Overall, our findings also raise the question of how useful this kind of prediction research is. Because of the considerable variation in findings, we would on the one hand suggest that further research is needed to confirm whether the same predictors exist in different Web-based alcohol interventions, but on the other hand we would also suggest not focusing too much on baseline predictors of online treatment completion. It might be more effective to focus on the therapist side and the effects of boosting strategies in online interventions. The clinical implications of this study can therefore only be given with caution. It would be interesting to investigate whether increasing treatment readiness and readiness to change immediately from the start of treatment would decrease the number of noncompleters. Additionally it might be interesting to find out whether it matters how fast participants reduce their alcohol consumption or become abstinent after the start of the treatment program. Another question could be whether the pace at which participants experience a positive relationship with their therapist also has an effect on treatment completion.

**Reasons for Noncompletion**

In addition to the quantitative data of the RCT and open-access sample, the qualitative data provided more insight into the reasons for noncompletion and the possibilities to reduce potential loss. The present more extensive findings confirm the earlier findings on dropout from our RCT study and, as discussed before [16], most reasons for noncompletion are in line with the potential factors for attrition as described in the law of attrition by Eysenbach [15], except for improvement in condition. Some participants significantly improved after just a few treatment sessions, and they were convinced that no additional sessions were needed. This confirms Christensen and Mackinnon’s statement that low usage and dropout do not necessarily coincide with failure [39]. Participants who do not complete the treatment program or follow-up assessments may still derive much benefit from the Web-based intervention. Continuous and frequent measurement, such as with diary surveys, can provide the necessary data [40]. Although a disadvantage of diary surveys is that the respondents themselves are responsible for completion, a Web-based intervention has the potential to easily prompt users by automatically sending reminders, motivational messages, or incentives. We also suggest investing in easy referral from Web-based treatment to face-to-face treatment with the possibility of integrated treatment (Web-based and face-to-face). Participants as well as their therapists expressed interest in this kind of integrated care. Professionals at the International Network on Brief Interventions for Alcohol Problems conference also expressed interest in this possibility [41].

**Boosting Strategies**

Boosting strategies are desirable to maximize the number of treatment completers in trial settings as well as in open-access interventions. Participants themselves suggested sending email reminders as an additional supportive resource. The use of push reminders, such as phone calls, postcards, and email messages, previously has shown improved treatment completion rates [42,43]. Although participants already received therapists’ messages in the Web-based application, they preferred receiving reminders in their private email account in order to be constantly reminded of their participation and to prevent unnecessary
logging into the application. Participants also suggested more flexibility in the Web-based treatment program. The most frequently mentioned response was that daily alcohol registration was somewhat annoying to participants. This might explain the more pronounced loss of participants (16%–17%) after the third session, as this assignment requested starting with daily alcohol registration. Another suggestion was to better adapt the pace of the treatment to the needs of the individual participant and not being too rigid in terms of the fixed treatment duration. Interestingly, none of the participants suggested incentives as a useful boosting strategy, possibly because they thought this was embarrassing to suggest. Contingency management interventions have been shown to increase desired behavior by offering valuable reinforcements contingent on behavioral change [44]. It would be an interesting direction for future research to apply the contingency management principles in Internet interventions and to investigate their effectiveness.

Methodological Considerations

This study has several limitations that are important to acknowledge. Due to the technical structure of our intervention, noncompletion included not just stopping using the intervention but also no longer receiving posttest and follow-up assessments. The therapists and participants could not move on to the next assignment or questionnaire without completing the previous one. We chose this linear model because of the protocolled treatment and the preference for completing treatment steps in strict order, to ensure best quality and that the questionnaires would be completed. However, a consequence that we have not sufficiently taken into account is that nonusage attrition also meant study attrition and that we unfortunately never obtained a lot of data from noncompleters. This is definitely not desirable and needs to be changed in future studies. One of the consequences is that we did not have data available to compare treatment outcome of completers versus noncompleters. Although our qualitative data indicated that completers had better treatment results, this assumption can be confirmed only with quantitative data. As far as we know, no previous online alcohol intervention study has investigated the difference in treatment outcome between completers and noncompleters. We therefore recommend investigating the impact of compliance on treatment outcome in future studies.

We also decided not to use push factors in our RCT to keep the trial setting as natural as possible. However, it is possible that, if we had used push factors, we could have raised the response rate to generate a more complete dataset.

Another limitation is that only baseline characteristics were considered as potential predictors of treatment completion. It is possible that other factors such as forum use or the therapeutic relationship also influenced attrition rate. However, we aimed to determine at baseline which participants would complete the whole treatment program. We were also limited to the baseline characteristics we measured and therefore not able to include some of the variables previously found to have predictive value.

Both study samples consisted largely of adults in their mid-40s. This can partly be explained because our samples consisted of problem drinkers from the general public. And although we previously found that the average age of face-to-face clients was slightly lower, face-to-face clients also have a mean age of around 43 years [1,45]. It often takes a long time before people experience excessive alcohol consumption as a problem. The physical and psychological damage will only be felt over time. People in their mid-40s often take responsibility for their own health and are looking for a healthier lifestyle, including drinking less. Web-based treatment is a pleasant option for them, because of the privacy and easy access to online help. Although they are an important target group for our intervention, it remains a challenge to reach younger and older problem drinkers via the Internet as well. Future research should focus on how these groups can be reached.

Future Directions and Implications

Nowadays, the challenge of Web-based alcohol treatment programs no longer seems to be their effectiveness but keeping participants involved until the end of the treatment program. Our study provided some points that therapists might focus on, including helping participants to be ready for treatment and for change. We should also investigate the effect of starting immediately with reduction of alcohol consumption. Boosting strategies such as email notification and more flexibility in the intervention might also help to improve adherence. Further research should investigate whether those changes lead to decreased attrition rates in Web-based interventions. If we can succeed in improving attrition rates, we assume that the success of Web-based alcohol interventions will further improve and, as a consequence, they will have a greater public health impact.

Acknowledgments

This study was funded by Tactus Addiction Treatment and the Nijmegen Institute of Scientist-Practitioners in Addiction.

Conflicts of Interest

None declared

References


Abbreviations

CI: confidence interval
DASS-21: Depression Anxiety Stress Scale
DSM-IV: Diagnostic and Statistical Manual of Mental Disorders, 4th revision
GHQ-28: 28-item General Health Questionnaire
MAP-HSS: Maudsley Addiction Profile-Health Symptom Scale  
MfT: TCU Motivation for Treatment scale  
RCQ: Readiness to Change Questionnaire  
RCT: randomized controlled trial  
ROC: receiver operating characteristic
Effect of Tailoring in an Internet-Based Intervention for Smoking Cessation: Randomized Controlled Trial

Silje C Wangberg¹,², CPsych, PhD; Olav Nilsen³, MSc; Konstantinos Antypas³, MSc; Inger Torhild Gram³,⁴, MD, PhD

¹Regional Centre on Substance Abuse, University Hospital of North Norway, Narvik, Norway
²Department of Clinical Medicine, University of Tromsø, Tromsø, Norway
³Norwegian Centre of Integrated Care and Telemedicine, University Hospital of North Norway, Tromsø, Norway
⁴Department of Community Medicine, University of Tromsø, Tromsø, Norway

Corresponding Author:
Silje C Wangberg, CPsych, PhD
Regional Centre on Substance Abuse
University Hospital of North Norway
PO Box 385
Narvik, NO-8505
Norway
Phone: 47 76 96 65 00
Fax: 47 76 96 68 79
Email: siljecw@gmail.com

Abstract

Background: Studies suggest that tailored materials are superior to nontailored materials in supporting health behavioral change. Several trials on tailored Internet-based interventions for smoking cessation have shown good effects. There have, however, been few attempts to isolate the effect of the tailoring component of an Internet-based intervention for smoking cessation and to compare it with the effectiveness of the other components.

Objective: The study aim was to isolate the effect of tailored emails in an Internet-based intervention for smoking cessation by comparing two versions of the intervention, with and without tailored content.

Methods: We conducted a two-arm, randomized controlled trial of the open and free Norwegian 12-month follow-up, fully automated Internet-based intervention for smoking cessation, slutta.no. We collected information online on demographics, smoking, self-efficacy, use of the website, and participant evaluation at enrollment and subsequently at 1, 3, and 12 months. Altogether, 2298 self-selected participants aged 16 years or older registered at the website between August 15, 2006 and December 7, 2007 and were randomly assigned to either a multicomponent, nontailed Internet-based intervention for smoking cessation (control) or a version of the same Internet-based intervention with tailored content delivered on the website and via email.

Results: Of the randomly assigned participants, 116 (of 419, response rate = 27.7%) in the intervention group and 128 (of 428, response rate = 29.9%) in the control group had participated over the 12 months and responded at the end of follow-up. The 7-day intention-to-treat abstinence rate at 1 month was 15.2% (149/982) among those receiving the tailored intervention, compared with 9.4% (94/999) among those who received the nontailed intervention (P < .001). The corresponding figures at 3 months were 13.5% (122/902) and 9.4% (84/896, P = .006) and at 12 months were 11.2% (47/419) and 11.7% (50/428, P = .91). Likewise, the intervention group had higher self-efficacy and perceived tailoring at 1 and 3 months. Self-efficacy was found to partially mediate the effect of the intervention.

Conclusion: Tailoring an Internet-based intervention for smoking cessation seems to increase the success rates in the short term, but not in the long term.

(J Med Internet Res 2011;13(4):e121) doi:10.2196/jmir.1605
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Introduction

The Internet seems to provide a promising setting for combining the ability to reach a lot of smokers with good effectiveness with a low cost per smoker. In a recent Cochrane review of 20 randomized and quasi-randomized trials on Internet-based interventions for smoking cessation, Civljak and colleagues [1] concluded that some Internet-based interventions can assist smoking cessation. Interventions appropriately tailored to the users and with frequent automated contact seemed most promising, although the results were inconsistent. Shahab and McEwen [2] concluded in their meta-analysis of Internet-based interventions for smoking cessation that the tailored interventions increased 6-month abstinence rates by 17% (95% confidence interval [CI], 12%–21%) compared with the nontailored intervention.

A tailored intervention is one that is adapted to the characteristics of the individual, and it is typically based on responses to a questionnaire. The main ways of tailoring can be classified into personalization, adaptation, and feedback [3]. Personalization refers to making references to the recipient in the text such as first name, age, gender, or hometown. Adaptation concerns the content of the text itself, which can be tailored according to a variety of theories. Health psychological models often form the core of adaptive tailored interventions. Self-efficacy is one of the theoretical constructs that have shown the most consistent effects as a result of tailoring [4].

The third method of tailoring, feedback, is a widely used feature of tailoring in which the recipient is informed about scores on a scale and how the score can be interpreted. In recent, more complex tailoring, these features are often combined, and the components of the Internet-based intervention may also be tailored.

Although the literature suggests that tailoring is an important part of Internet-based interventions for supporting health behavioral change, we do not know how important it is compared with other components, such as discussion forums, personal quitting plans, and diaries, or how these components might interact. One way of studying these relationships is to compare a full intervention with a version where one of the components, such as tailoring, has been removed. Strecher et al [5] compared a tailored Internet-based intervention for smoking cessation with a nontailored Internet-based intervention and found that after 12 weeks, continuous abstinence rates (using the number of users who had logged on at least once as the denominator) were 22.8% in the tailored group compared with 18.1% (odds ratio = 1.34) in the nontailored group. Etter [6] compared two versions of the smoking-cessation program Stop-Tabac.ch, where the control group received an online report tailored to a number of variables, whereas the intervention group received a similar report that was somewhat targeted to a reasonable stage of change according to their smoking status, but otherwise fixed in terms of the tailoring variables (eg, self-efficacy was set as low for all and attitude toward smoking was set as positive for all). The result was a report that might have actually been tailored for some by chance, but not for all the participants. At the immediate follow-up 48 hours later, it was found that 12% (intention-to-treat [ITT]) of the smokers in both groups had made a 24-hour quit attempt. Plausible explanations of this lack of increased effect in the tailored group include an unclear control condition with targeting to stage of change and the potential for both actual and pseudotailoring, in addition to the very short follow-up time period.

We aimed to isolate the effect of tailored feedback in a multicomponent Internet-based intervention for smoking cessation through randomly allocating participants to one of two versions of our Internet-based intervention: one with tailored feedback, or one that was otherwise similar but without the tailored feedback. The purpose of the study was to examine, in a 12-month randomized controlled trial, whether the 7-day abstinence rates would differ between those receiving the tailored intervention and those who did not. We also wanted to explore whether tailoring would result in improved self-efficacy and more use of the website.

Methods

Study Design and Participants

The study was a two-arm, 12-month, randomized controlled, Internet-based trial with continuous recruitment and data collection. The allocation ratio was 1:1. The intervention arm in the trial received tailored messages in addition to the basic functionality of the Internet-based intervention for smoking cessation, while the control arm did not. Enrollment started on August 15, 2006 and ended December 7, 2007. The study was approved by the Regional Ethics Committee for North Norway (REK-NORD) and the Norwegian Privacy Ombudsman for Research. The randomized controlled trial was initiated before trial registration became customary in Norway, and therefore does not have a trial identification number.

The Intervention website was announced as a new and free service to aid in smoking cessation in the local and national media. All participants agreeing to the informed consent form were subsequently automatically allocated through use of an online random number generator to the intervention or control arm (for the informed consent form, see Multimedia Appendix 1). Altogether 3054 visitors registered to use the Norwegian website slutta.no. The front page displayed the logos of the Norwegian Directorate of Health’s Quitline, the Norwegian Cancer Society, and the Norwegian Centre for Telemedicine (for a screenshot of the front page of the intervention, see Multimedia Appendix 2). Registration required providing a unique email address, so potentially, using several email addresses, a person could have registered more than once. Among registrants, 30 were excluded (20 because they were under age 16 years and 10 because of missing group allocation). Another 726 registrants had already quit smoking and were subsequently automatically allocated through use of an online random number generator to the intervention or control arm (for the informed consent form, see Multimedia Appendix 1). Altogether 3054 visitors registered to use the Norwegian website slutta.no. The front page displayed the logos of the Norwegian Directorate of Health’s Quitline, the Norwegian Cancer Society, and the Norwegian Centre for Telemedicine (for a screenshot of the front page of the intervention, see Multimedia Appendix 2). Registration required providing a unique email address, so potentially, using several email addresses, a person could have registered more than once. Among registrants, 30 were excluded (20 because they were under age 16 years and 10 because of missing group allocation). Among other 726 registrants had already quit smoking and were excluded from the current analyses. Among the 2298 participants who smoked at enrollment, 1029 were randomly assigned to the intervention and 1043 to the control arm (Figure 1).
The participants filled in an extensive questionnaire at the time of enrollment. This included information on such demographic variables as gender, age, education, and work situation. The participants also provided a quit date and an email address. Further, they completed a smoking-cessation maintenance self-efficacy questionnaire, reported on smoking behavior, and stated their motivation for cessation. The tailored messages were created on the basis of these questionnaires and were sent to the intervention group on their personal webpage and by email (for a screenshot of My Page, see Multimedia Appendix 2).
Participants in the control group did not get any messages on their webpage and only emails containing notifications and reminders for the follow-up questionnaires.

Both arms received an email message with a link to a questionnaire on self-efficacy and smoking behavior at 1, 3, and 12 months after the date of enrollment. On completion of the questionnaire, the participants could enter a draw to win prizes such as books and T-shirts. Nonresponders received up to three reminders.

### Internet-Based Intervention for Smoking Cessation (slutta.no): Basic Functionality

The intervention consisted of multiple intervention components and was intended for long-term follow-up. The website included static information on the dangers of smoking, general advice on smoking cessation, and information about the website. In addition there were interactive tests for nicotine addiction, type of smoker (stress smoker, comfort smoker, etc), and motivation level.

There was an emphasis on creating opportunities for social interaction using a discussion forum, a guestbook, and a personal diary (Multimedia Appendix 3). The participants could invite friends and other participants to support them by leaving messages in the guestbook, and to publish their own smoking-cessation diary. There were also some community features: participants could click on other participants’ nicknames in the forum and thereby get a specific profile with some information about the other participant, for example. The possibilities to interact were only as described above, as there were no opportunities for synchronous communication through chat or private messaging between the participants.

### Tailoring

During the 12-month intervention, the participants in the intervention group received up to 150 tailored messages. The first message was sent 14 days before, and the last, 12 months after, the quit date. The frequency of the messages varied over the course of the 12 months, as they were sent out on a defined number of days before or after the quit date. In the beginning messages were sent daily, then the frequency was decreasing slowly during the first 3 months with a substantial drop-off 3 months after the quit date.

The tailoring was set up on the basis of several different types of variables. Personalization-, adaption-, and feedback-type tailoring were all used to varying degrees. Table 1 lists examples of variables for tailoring. The self-efficacy messages were more specifically about confidence in refraining from relapsing in different situations, also known as maintenance self-efficacy [7]. In concordance with several stage and process models of health behavioral change, such as the Health Action Process Approach [7], we aimed at providing these as preparation to transition from conscious behavioral change (action) to lifestyle integration (maintenance). In this intervention we did not assess where participants were in their process through a questionnaire, but we did send maintenance self-efficacy messages to those with a low maintenance self-efficacy at 3 months past their quit date. There was no other tailoring based on a health psychological stage or process approach in the current intervention. Besides the messages concerning addiction, the rest concerning benefits of quitting smoking, social support, etc, were evenly distributed over the year, with decreasing frequency.

The tailored messages could also be retrieved from a calendar on the participant’s My Page. Other tailoring features on this page included a personalized greeting, feedback on number of smoke-free days and the amount of money saved, and a list of the reasons the participant had entered for wanting to quit smoking.

### Table 1: Examples of the tailoring the participants in the intervention group received

<table>
<thead>
<tr>
<th>Variable</th>
<th>Question</th>
<th>Answer example</th>
<th>Message example (sent relative to quit date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalization</td>
<td>What would you like us to call you?</td>
<td>Jane</td>
<td>+365 days: Congratulations, Jane! Today you have been smoke-free for a year!</td>
</tr>
<tr>
<td>Quit date</td>
<td>When do you intend to quit?</td>
<td>[Date]</td>
<td>+5 days: There is no longer nicotine present in your body.</td>
</tr>
<tr>
<td>Step-down</td>
<td>Would you like to do a step-down of your smoking?</td>
<td>Yes, through smoke-free zones</td>
<td>–10 days: Create a smoke-free room in your home.</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>How confident do you feel about refraining from smoking when angry or upset?</td>
<td>1 = Not confident at all</td>
<td>Immediately on screen: Try to calm down instead of smoking when angry or upset. Relaxation techniques are one effective way to do it, and can be done quickly and discreetly, wherever and whenever, once you have practiced them. Another method is distraction. You can take a walk, read the paper, or play a game.</td>
</tr>
<tr>
<td>Main occupation</td>
<td>Are you currently working?</td>
<td>Yes, Working full time</td>
<td>–2 days: Consider which situations at work tempt you to smoke.</td>
</tr>
<tr>
<td>Social pressure</td>
<td>Do your friends smoke?</td>
<td>Yes, all of them</td>
<td>+58 days: Watch out! Some might like it if you fail. It could make them feel better.</td>
</tr>
<tr>
<td>Motivation</td>
<td>What is your most important reason for quitting?</td>
<td>I want to save money</td>
<td>+71 days: Try to calculate how much money you have saved. It might make you proud!</td>
</tr>
<tr>
<td>Social support</td>
<td>Would you like to tell others that you are quitting smoking?</td>
<td>Yes</td>
<td>–13 days: Tell your friends and family that you plan to quit.</td>
</tr>
</tbody>
</table>
Measures

Data were gathered on age, gender, education, perceived tailoring, perceived usefulness of the website, self-efficacy, and smoking. Education was rated on a 5-point scale: 1, ≤9 years of total education; 2, 10–11 years; 3, 12 years; 4, 13–16 years; and 5, ≥17 years. Motivation was assessed with a single question, “How strong is your motivation for quitting smoking?” The participant answered on a 4-point scale ranging from “very weak” to “very strong.” Previous research has found that a similar single-item measure for motivation had comparable predictive validity to a multi-item instrument [8].

Data on the use of the interventions were gathered through Web logging. The number of log-ins and time spent at the site (in minutes) per user were registered. At the 1-month follow-up, the participants were asked whether they would recommend the site to a friend and to rate from a list of intervention components the one that they found the most useful.

Smoking behavior was assessed at the baseline and at 1-, 3-, and 12-month follow-ups as 7-day abstinence rates through the question “Have you during the last 7 days had a smoke, even just a single puff?”

Data on smoking-cessation maintenance self-efficacy were gathered at baseline and after use of the site for 1 month and 3 months, using the 12-item Smoking Self-Efficacy Questionnaire [9,10]. The 12 items consist of 6 items addressing perceived ability to refrain from smoking in the face of internal stimuli such as when nervous, and another 6 items addressing external stimuli such as when with other smokers. The scale has previously been shown to predict smoking cessation, to be negatively related to number of cigarettes smoked, and to have the ability to discriminate between stages of change [10]. The same study [10] found that the internal consistency was alpha = .94 for the internal subscale and alpha = .89 for the external.

At baseline the items were rated on a 5-point scale that was later recoded into a 6-point scale (2 = 2.25, 3 = 3.5, 4 = 4.75, 5 = 6, ELSE = Copy), and on a 6-point scale at 1- and 3-month follow-up (1 = not confident at all, to 6 = completely confident). This recoding was necessary because in the tailoring questionnaires, which provided the baseline data, we used the original 5-point response format of the SEQ-12 [9] while, for purposes of conformity of response format in the evaluation questionnaires, we used a 6-point scale here.

Perceived tailoring was assessed with 4 items from Dijkstra [3] evaluating to what extent the user feels that the information is adapted to his or her personal situation. Agreement with these 4 items was rated on a 6-point scale ranging from 1, completely disagree, to 6, totally agree.

Statistical Analyses

We based our a priori sample size estimation on a paper by Strecher [11], pointing out that previous computer-based smoking-cessation intervention studies have found group differences in abstinence rates of about 2%. Using abstinence rates at 12 months that only slightly exceeded no intervention (6% and 8%) and a 1-sided test without continuity correction at a .05 alpha level and with 90% power, we needed a total sample of 2787. Also, we expected to have to raise the number of participants recruited further by 40%–60%, that is, to around 4000, because of the high dropout often observed in Internet-based interventions [12].

No items had more than 5% missing data at the baseline; we therefore assumed missing data to be missing completely at random. On the variables self-efficacy and perceived tailoring, we replaced the missing data with values imputed by the expectation maximum likelihood algorithm in SPSS version 16.0 (IBM Corporation, Somers, NY, USA) before analysis of variance. Internal consistency was measured by Cronbach alpha. Nonresponse on 7-day abstinence was dealt with by counting all participants with missing data as smokers (ITT). We compared the ITT quit rates with the quit rates for responders only.

Differences in dichotomous baseline characteristics and in abstinence rates between groups at all time points were analyzed with a regular chi-square test. Group differences in continuous variables were analyzed with t test. The Mann-Whitney U test was used for comparing the usage of the intervention between groups, as these distributions were nonnormal. Effect sizes for group differences at the different time points were calculated as relative risk.

Mediation was tested using an approach developed by Preacher and Hayes [13] using their SPSS macro [14]. Bootstrapping (5000 samples) with bias correction and acceleration was used to create a 95% CI around the point estimate of the indirect effect, with an interval not including zero indicating a significant indirect effect.

Results

Participant Characteristics and Response Rates

Both recruitment and data collection were continuous, and were maintained right until the point of data extraction. This implies that at the time of data extraction, some users of the intervention had been followed up for a few days and others for the full 12 months. In Figure 1 those participants not having had the possibility to reach the next follow-up time point are indicated as “Not yet reached follow-up time point,” while the true nonresponders are indicated by “Nonresponse”. The overall response rate was 36.8% (728/1981) after 1 month, 28.1% (506/1798) after 3 months, and 28.8% (244/847) after 12 months. There were no significant differences in response rates between the two groups at any time point (1 month: χ² = .51, P = .48; 3 months: χ² = 0.58, P = .45; 3 months: χ² = 0.58, P = .45; 3 months: χ² = 0.51, P = .48).

Overall among the participants, 72.26% (1497/2072) were female, mean age was 37 years, 17.1% (353/2072) had 17 or more years of education, mean motivation score was 3 (range 1–4), mean self-efficacy score was 34 (range 0–60), mean number of cigarettes smoked per day was 16.

As can be seen in Table 2, there were no significant differences between the intervention and the control group at baseline. Furthermore, no group differences in demographics were found at the follow-up time points.
<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n = 1029)</th>
<th>Control group (n = 1043)</th>
<th>Test statistic</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>732 (71.1%)</td>
<td>766 (73.4%)</td>
<td>( \chi^2_1 = 1.37 )</td>
<td>.24</td>
</tr>
<tr>
<td>95% CI (^a)</td>
<td>68.3%–73.8%</td>
<td>70.8%–76.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>37.3</td>
<td>36.9</td>
<td>( t_{2013} = 0.94 )</td>
<td>.35</td>
</tr>
<tr>
<td>95% CI</td>
<td>36.7–38.0</td>
<td>36.2–37.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>16–71</td>
<td>16–68</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \leq 9 ), n (%)</td>
<td>51 (5%)</td>
<td>54 (5.2%)</td>
<td>( \chi^2_4 = 3.22 )</td>
<td>.52</td>
</tr>
<tr>
<td>95% CI</td>
<td>3.6%–6.4%</td>
<td>3.2%–6.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10–11, n (%)</td>
<td>157 (15.3%)</td>
<td>188 (18%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>13.2%–17.5%</td>
<td>15.5%–20.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12, n (%)</td>
<td>188 (18.3%)</td>
<td>190 (18.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>15.9%–20.7%</td>
<td>15.9%–20.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13–16, n (%)</td>
<td>455 (44.2%)</td>
<td>436 (41.8%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>41.3%–47.2%</td>
<td>39%–44.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \geq 17 ), n (%)</td>
<td>178 (17.3%)</td>
<td>175 (16.8%)</td>
<td>( \chi^2_5 = 1.78 )</td>
<td>.88</td>
</tr>
<tr>
<td>95% CI</td>
<td>14.9%–19.8%</td>
<td>14.5%–19%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Occupational status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employment, n (%)</td>
<td>610 (59.3%)</td>
<td>634 (60.8%)</td>
<td>( \chi^2_5 = 1.78 )</td>
<td>.88</td>
</tr>
<tr>
<td>95% CI</td>
<td>56.4%–62.2%</td>
<td>57.8%–63.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time employment, n (%)</td>
<td>135 (13.1%)</td>
<td>130 (12.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>11.2%–15.4%</td>
<td>10.5%–14.4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed, n (%)</td>
<td>36 (3.5%)</td>
<td>28 (2.7%)</td>
<td>( t_{2064} = −0.29 )</td>
<td>.77</td>
</tr>
<tr>
<td>95% CI</td>
<td>2.4%–4.7%</td>
<td>1.7%–3.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student, n (%)</td>
<td>149 (14.5%)</td>
<td>148 (14.2%)</td>
<td>( t_{2069} = 0.87 )</td>
<td>.38</td>
</tr>
<tr>
<td>95% CI</td>
<td>12.3%–16.6%</td>
<td>12.1%–16.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired, n (%)</td>
<td>27 (2.6%)</td>
<td>25 (2.4%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>1.7%–3.7%</td>
<td>1.5%–3.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cigarettes per day</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>16.1</td>
<td>16.2</td>
<td>( t_{2064} = −0.29 )</td>
<td>.77</td>
</tr>
<tr>
<td>95% CI</td>
<td>15.6–16.5</td>
<td>15.7–16.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Living with someone</strong></td>
<td></td>
<td></td>
<td>( \chi^2_1 = 4.22 )</td>
<td>.04</td>
</tr>
<tr>
<td>n (%)</td>
<td>797 (77.5%)</td>
<td>846 (81.1%)</td>
<td>( t_{2069} = 0.87 )</td>
<td>.38</td>
</tr>
<tr>
<td>95% CI</td>
<td>74.9%–80.1%</td>
<td>78.8%–83.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Motivation score</strong></td>
<td></td>
<td></td>
<td>( t_{2069} = 0.87 )</td>
<td>.38</td>
</tr>
<tr>
<td>Mean</td>
<td>2.96</td>
<td>2.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>2.91–3.00</td>
<td>2.89–2.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy score</strong></td>
<td></td>
<td></td>
<td>( t_{2069} = 1.36 )</td>
<td>.17</td>
</tr>
<tr>
<td>Mean</td>
<td>32.6</td>
<td>32</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Use of the Intervention

Table 3 displays the time spent on different activities at the website according to study arm. The intervention group had logged on more times ($P = .03$) and had used the site more overall ($P = .02$). In more detail, the intervention group had used My Page more ($P = .03$) than the control group had. The most used component of the intervention was the discussion forum, followed by My Page, while the Facts section was used much less. More detailed analyses on the use of the intervention over time can be found in Wangberg et al [15].

Table 3. Number of log-ins and minutes of use overall for some of the core components of the intervention by group

<table>
<thead>
<tr>
<th>Group</th>
<th>Median</th>
<th>IQR*</th>
<th>Z score</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of log-ins overall</td>
<td>Intervention (n = 1029)</td>
<td>3</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control (n = 1043)</td>
<td>2</td>
<td>4</td>
<td>4.54</td>
</tr>
<tr>
<td>Minutes spent at site overall</td>
<td>Intervention</td>
<td>93</td>
<td>159</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>68</td>
<td>107</td>
<td>5.46</td>
</tr>
<tr>
<td>Minutes spent in discussion forum</td>
<td>Intervention</td>
<td>6</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>6</td>
<td>29</td>
<td>0.92</td>
</tr>
<tr>
<td>Minutes spent at My Page</td>
<td>Intervention</td>
<td>7</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>6</td>
<td>9</td>
<td>2.21</td>
</tr>
<tr>
<td>Minutes spent reading Facts</td>
<td>Intervention</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>0</td>
<td>1</td>
<td>3.33</td>
</tr>
</tbody>
</table>

* Interquartile range is a measure of variation for the median, which equals the difference between the third and the first quartile.

User Evaluation

In the intervention group, 88.4% (320/362, 95% CI, 84.7–91.3) of the users stated that they would recommend the site to a friend, compared with 71.8% (255/355, 95% CI, 66.9–76.3, $P < .001$) in the control group. Further, in the intervention group, 34.0% (123/362, 95% CI, 29.3–39.0) of the users ranked the tailored emails as the most useful intervention component, compared with 6% (21/355, 95% CI, 3.9–8.9, $P < .001$) in the control group (who did not receive any emails besides one with username and password upon registration and emails with links to follow-up questionnaires). In the intervention group, 10% (37/362, 95% CI, 7.5–13.8) of the users ranked general information as the most useful component, compared with 22% (79/355, 95% CI, 18.2–26.9, $P < .001$) in the control group, while 15% (55/362, 95% CI, 11.9–19.3) of the users in the intervention group ranked the discussion forum as the most useful component, compared with 21% (73/355, 95% CI, 16.7–25.1, $P = .06$) in the control group. The remaining nominations were evenly spread over the 10 other functions the user could choose as the most useful.

Manipulation Check: Perceived Tailoring

The perceived tailoring scale was found to have good internal consistency at 1-month (alpha = .92) and 3-month (alpha = .94) follow-up. Table 4 shows mean scores on perceived tailoring by group at 1- and 3-month follow-ups. The intervention group had higher perceived tailoring scores at both time points ($Ps < .001$).
Table 4. Perceived tailoring scores by group at follow-up

<table>
<thead>
<tr>
<th>Time point</th>
<th>Intervention group</th>
<th>Control group</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 month</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>15.91</td>
<td>14.22</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>95% CIa</td>
<td>15.45–16.40</td>
<td>13.68–14.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>369</td>
<td>359</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>15.45</td>
<td>13.37</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>95% CIa</td>
<td>14.85–16.09</td>
<td>12.72–14.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>254</td>
<td>252</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Confidence interval.

Table 5. Group 7-day abstinence rates

<table>
<thead>
<tr>
<th>Analytic strategy</th>
<th>Time point</th>
<th>Intervention group</th>
<th>Control group</th>
<th>χ²</th>
<th>P value</th>
<th>RRb (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All nonresponders counted as smokers</td>
<td>1 month</td>
<td>15.2% (149/982)</td>
<td>13.1–17.6</td>
<td>7.8–11.4</td>
<td>15.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>13.5% (122/902)</td>
<td>11.5–15.9</td>
<td>7.6–11.5</td>
<td>7.6</td>
<td>.006</td>
</tr>
<tr>
<td></td>
<td>12 months</td>
<td>11% (47/419)</td>
<td>8.5–14.6</td>
<td>9.0–15.1</td>
<td>0.05</td>
<td>.91</td>
</tr>
<tr>
<td>Responders only</td>
<td>1 month</td>
<td>40.4% (149/369)</td>
<td>35.4–45.4</td>
<td>26% (94/359)</td>
<td>21.6–30.8</td>
<td>16.5</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>48.0% (122/254)</td>
<td>41.9–54.2</td>
<td>33% (84/252)</td>
<td>27.5–39.2</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td>12 months</td>
<td>41% (47/116)</td>
<td>31.5–49.6</td>
<td>39% (50/128)</td>
<td>30.5–47.6</td>
<td>0.1</td>
</tr>
</tbody>
</table>

a Confidence interval.
b Relative risk.

Smoking Cessation

Table 5 shows that the ITT 7-day abstinence rate at 1 month was 15.2% (149/982) among those receiving the tailored intervention, compared with 9% (94/999) among those who did not (P < .001). The corresponding figures at 3 months were 13.5% (122/902) and 9% (84/896, P = .006) and at 12 months were 11% (47/419) and 12% (50/428, P = .91). The same group differences were found looking at responders only (Table 5).

Secondary Outcome: Self-efficacy

Both the internal (alpha = .93) and the external (alpha = .86) self-efficacy subscales were found to have good internal consistency at 1-month follow-up. Table 6 shows the mean scores for self-efficacy at all follow-up time points. Self-efficacy was higher for the intervention group at 1- (P = .01) and 3-month (P = .002) follow-ups, but not after 1 year (P = .58), paralleling the results for the main outcome.
Table 6. Self-efficacy score by group at follow-up

<table>
<thead>
<tr>
<th>Time point</th>
<th>Intervention group</th>
<th>Control group</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 month</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>41.57</td>
<td>38.36</td>
<td>t_{626} = 3.60</td>
<td>.01</td>
</tr>
<tr>
<td>95% CI*</td>
<td>40.42–42.71</td>
<td>37.03–39.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>369</td>
<td>359</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>42.45</td>
<td>38.69</td>
<td>t_{336} = 3.15</td>
<td>.002</td>
</tr>
<tr>
<td>95% CI*</td>
<td>40.82–43.98</td>
<td>36.98–40.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>254</td>
<td>252</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>39.59</td>
<td>38.60</td>
<td>t_{211} = 0.51</td>
<td>.58</td>
</tr>
<tr>
<td>95% CI*</td>
<td>36.96–42.24</td>
<td>35.79–41.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>116</td>
<td>128</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Confidence interval.

Test of Mediation: Self-efficacy and Perceived Tailoring

We performed a mediational analysis (n = 386) with group as the independent variable, 7-day abstinence at 3 months as the dependent variable, and self-efficacy and perceived tailoring at 1 month as the proposed mediators. The total effect of group on abstinence rates at 3-month follow-up was 0.66 (Wald χ^2_1 = 9.82, P = .002). Self-efficacy accounted for an indirect effect of 0.33 (95% CI, 0.08–0.60), while perceived tailoring did not have a significant indirect effect (point estimate = 0.003, 95% CI, −0.09 to 0.10). The remaining direct effect of group on abstinence rates was 0.58 (Wald χ^2_1 = 5.82, P = .02).

Discussion

The results show that both 7-day abstinence rates and self-efficacy for smoking cessation were higher among those in the tailored intervention group at 1- and 3-month follow-ups, but not at the 12-month follow-up. The short-term results are consistent with previous studies [2].

We found that the intervention group had used the intervention more. One of the ways that tailoring may lead to higher smoking-cessation success is through providing a higher dose of the intervention. A previous study has shown that tailored emails increased adherence to the same Internet-based smoking-cessation intervention, but only up until 5 months [15]. Simple dose–response relationships have been found previously [16–18], but Danaher and colleagues [19] did not find a mediational effect of program exposure when controlling for self-efficacy, suggesting that the issue is not as simple as mere quantity of exposure to the intervention. Like Danaher and colleagues [19], we also found that self-efficacy partially mediated the effect of the intervention.

More participants in the intervention group than in the control group would recommend the intervention to a friend, with the tailored emails being ranked as the most useful feature of the intervention. In comparison, the participants in the control group (who did not receive the tailored emails) found the generic information and the discussion forum to be the most useful features.

The intervention group, which was the only one receiving tailored content, reported higher scores on perceived tailoring at 1- and 3-month follow-ups. We did not find that perceived tailoring mediated the effect of the intervention. Perceived program relevance (and amount of the materials read) have previously been found to mediate the effect of a tailored Internet-based smoking-cessation program [20], and an experimental study has even shown that perceived tailoring can account for the effect in a placebo tailored condition [21]. This was further supported by a later study where Webb and colleagues [22] were able to increase the effect of tailoring further by using expectancy (that tailored content is superior to generic) priming.

The main strengths of the current Internet-based smoking-cessation trial were a high sample size and repeated measurement. As this was an effectiveness trial, the results have higher external validity. Only age, access to the Internet, and willingness to set a quit date during the next 3 months were inclusion criteria for the present study, thus providing more relevant information for implementation in a real-world setting outside of strongly controlled clinical trials. At the same time, however, the representativeness of the study was compromised by the fact that the sample was self-selected. The results, thus, cannot be generalized to all people pursuing smoking cessation. Especially, the findings are less generalizable to men, since women in this study, as in previous ones [2], were overrepresented. Women generally tend to use the Internet more for health purposes than men do, and possible reasons for this include women’s traditional caretaking role and greater preferences for social support [23]. Our sample also had a relatively high educational attainment, and we are currently
running a trial (clinical trial #NCT011030427) on whether the use of short message service (SMS) can increase use of the intervention by those with lower educational attainment. A study we did on delivering diabetes information via SMS suggested that the short format and push delivery might increase attention to and comprehension of the information [24].

A limitation of our study was that we were not able to separate receiving tailored content from receiving emails per se. Another limitation that this study shares with many other Internet-based interventions [14,25] is a high attrition and, thus, low response rate at follow-up assessments. It is likely that some of the participants through interactions in the discussion forum noted that they had not received the “full” version—for example, did not receive any advice by email. Despite this, we did not find differential attrition, and reached similar conclusions concerning the main outcome whether we used the ITT strategy of counting all nonresponders as smoking or analyzed just the responders. A follow-up study of nonresponders to a quitline study indicates that the ITT yields too low actual quit rates, as many of the people they followed up were (still) abstinent [26]. Furthermore, as seen from the records of website use in this study, and in Internet-based interventions generally, the consistency of delivery is often high, although the amount of time spent with the intervention can vary greatly between participants, with some of them barely visiting the site at all, as also seen in previous research [25,27-29].

Conclusions
This randomized controlled trial found that tailoring an Internet-based intervention for smoking cessation increases success rates in the short term, but not in the long term.
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Abstract

Background: Patient self-management interventions for smoking cessation are effective but underused. Health care providers do not routinely refer smokers to these interventions.

Objective: The objective of our study was to uncover barriers and facilitators to the use of an e-referral system that will be evaluated in a community-based randomized trial. The e-referral system will allow providers to refer smokers to an online smoking intervention during routine clinical care.

Methods: We devised a four-step development and pilot testing process: (1) system conceptualization using Delphi to identify key functionalities that would overcome barriers in provider referrals for smoking cessation, (2) Web system programming using agile software development and best programming practices with usability refinement using think-aloud testing, (3) implementation planning using the nominal group technique for the effective integration of the system into the workflow of practices, and (4) pilot testing to identify practice recruitment and system-use barriers in real-world settings.

Results: Our Delphi process (step 1) conceptualized three key e-referral functions: (1) Refer Your Smokers, allowing providers to e-refer patients at the point of care by entering their emails directly into the system, (2) practice reports, providing feedback regarding referrals and impact of smoking-cessation counseling, and (3) secure messaging, facilitating provider–patient communication. Usability testing (step 2) suggested the system was easy to use, but implementation planning (step 3) suggested several important approaches to encourage use (eg, proactive email cues to encourage practices to participate). Pilot testing (step 4) in 5 practices had limited success, with only 2 patients referred; we uncovered important recruitment and system-use barriers (eg, lack of study champion, training, and motivation, registration difficulties, and forgetting to refer).
Conclusions: Implementing a system to be used in a clinical setting is complex, as several issues can affect system use. In our ongoing large randomized trial, preliminary analysis with the first 50 practices using the system for 3 months demonstrated that our rigorous preimplementation evaluation helped us successfully identify and overcome these barriers before the main trial.


Methods
ReferASmoker.org is a point-of-care e-referral portal that allows providers to e-refer smoking patients to an online smoking-cessation portal. The ReferASmoker.org system (http://www.ReferASmoker.org) can be accessed using the email address reviewer@nih.grant and the password “review”.

This paper describes the preimplementation evaluation of a provider e-referral system (ReferASmoker.org). ReferASmoker.org will be used in a nationwide randomized trial that will recruit 160 primary care physician practices and test the e-referral functions [24]. A system intended to be used in a clinical setting must overcome the barriers that may impede its success. These barriers may be software usability issues or problems integrating with the standard processes of care. Our “how-to” report demonstrates how small, rigorously conducted, multistep preimplementation evaluation can positively affect the success of the larger study. Our preliminary analysis in the main trial shows that our evaluation approach successfully identified many barriers in the study’s formative stages, and we were able to overcome them before the main study trial.

Introduction
Smoking is the number 1 behavioral health problem and preventable cause of death in the United States [1-5]. Among its innumerable morbidities, smoking is responsible for approximately one-third of all cancer deaths [6]. Patient self-management interventions that can easily be disseminated, such as self-help materials, computer-tailored printouts, interactive voice-response systems, quitlines, and, more recently, smoking-cessation websites [4,7-14] can potentially engage much greater numbers of smokers [15]. Unfortunately, these interventions are underused [16]. For example, as few as 3.5% of adult smokers access quitlines per year [17]. These patient self-management interventions are often deployed as public health interventions and are not well connected to clinical medicine.

Because the majority of smokers (70%) see a provider at least once per year [18], point-of-care referrals could greatly increase use of publicly available self-management smoking-cessation interventions. A recent study using proactive fax referrals to quitlines demonstrated an increased number of patients using these services [19]. Although clinical providers report limited time and competing demands as barriers to referring patients to smoking-cessation resources, they also acknowledge the role of a single source of referral, additional support, referral coordinators, and reimbursement for tobacco counseling in aiding the intervention process [20]. A system seamlessly linking the physicians, nurses, and patients within a clinical microsystem may be more effective in reducing barriers to physician referrals. Further, increasing standard protocols, data collection, and feedback between individuals in the microsystem can maximize patient-centered care [21-23].

Study Design
Our four-step usability and pilot testing approach consisted of (1) system conceptualization using the Delphi technique to identify key functionalities that would overcome barriers in provider referrals for smoking cessation, (2) Web system programming and refinement using agile methodology and think-aloud usability testing, (3) implementation planning using the nominal group technique (NGT) for the effective deployment of the system in practices, and (4) pilot testing to identify practice recruitment and system-use barriers (Figure 1).
Setting and Sample
For system conceptualization, we recruited experts (clinical, informatics, and tobacco control) from multiple academic institutions. For usability and pilot testing, we selected practices that would represent the sample in our planned randomized trial. Thus, physicians and nurses from community-based practices across several states in the United States were recruited. For our implementation planning sessions, we recruited physicians from a university setting. Our study was approved by the institutional review boards at the University of Alabama at Birmingham, the Johns Hopkins University School of Medicine, and the University of Massachusetts Medical School.

Phase 1: System Conceptualization
To conceptualize the system, we used a modified Delphi process [25,26], a systematic forecasting method for reaching consensus regarding prediction of usability and feasibility. It is a useful communication strategy that provides a structured process for the reliable and creative exploration of ideas suitable for decision making. Controlled opinion feedback sessions are used to establish expert consensus without certain social interactive behaviors that can hinder opinion forming in a typical group discussion [25].

A panel of 8 experts that included physicians and psychologists with expertise in health services, tobacco control, and informatics participated in the Delphi process. Our goals were to identify the major limitations of current smoking-cessation systems, along with identifying areas to refine in order to maximize physician engagement in the referral of patients to smoking-cessation resources within our system. We conducted three face-to-face discussions over a period of 3 weeks, and in-between email discussions augmented the process. One investigator (TKH) was responsible for synthesizing a literature review and presenting to the panel in the first face-to-face meeting. The same investigator was responsible for summarizing meeting minutes, distributing them by email, and then organizing the email discussions for the next round of the face-to-face discussions in the Delphi process.

Phase 2: Programming and Usability testing

Agile Software Development
Agile software development was used to iteratively strategize and plan the programming of the ReferASmoker.org e-referral system. Unlike the traditional approach of specifying system requirements fully at the outset of development and then undertaking programming, the system is developed in units after an overall strategy is formulated. In each agile phase, a short-term goal is set for developing a unit of the system, followed by team development of the unit, including requirements, design, programming, and testing. Agile software development is advantageous because developers can adapt to changing requirements based on the short-term goal setting and collaboration. This approach has also been demonstrated to reduce development time and risk [27].

Web System Programming
The ReferASmoker.org Web-based system was programmed using Microsoft’s ASP.NET version 3.5 (Microsoft Corporation, Redmond, WA, USA) and C# technology. Microsoft SQL Server version 2000 was used as the database. We used programming best practices in the form of design patterns and modular architecture. Design patterns have been used over the years to solve software development problems. Originally introduced by the Gang of Four [28], these design patterns have evolved, and many are being used in developing Web systems.

Frameworks make it easier to use patterns. Specifically, we used the Web Client Software Factory (WCSF) version February 2008 [29], which is a .Net-based framework introduced by Microsoft. In the WCSF, the Web user interface is programmed using the model-view-presenter (MVP) design pattern [30]. The MVP pattern splits the Web interface into three layers: (1) a **model** that defines the data to be displayed or acted upon in the user interface, (2) a **view** that displays the model and routes user commands (events) to the presenter, and (3) a **presenter** that acts upon the model and the view such as formatting the data for display in the view. The modular approach of MVP makes it easier to modify the Web layer without affecting other areas of the system and to unit test the system for programming errors. In addition to the use of MVP in the Web layer, WCSF divides the rest of the system into business modules and foundational...
modules. Business modules guide the programming of the business logic of the system. The foundational modules are used to program the data access and reusable functions of the system. The modular approach of WCSF makes it easier to make programming changes to the system, as each layer is only loosely connected to the others. This approach also makes it easier to independently test each layer for programming errors using mock data.

To implement data access, we used the combination of NHibernate and Castle ActiveRecord frameworks (version Release Candidate 1) [31,32]. These frameworks guide consistent and structured data access from the database using object-relational mapping (ORM). ORM is a technique that maps the relational data structure of the database into an object-oriented structure [33]. Castle ActiveRecord leverages NHibernate functions and implements the active-record pattern [34,35], a database-related design pattern in which a database table is modeled in terms of a class and a row of the database table is modeled by an instance of the class. The properties of the class correspond to the columns of the table. The ORM and the active-record pattern provide a consistent model and make it easier to access and manipulate the database from within the programming language. Another advantage of this approach is that programming time can be reduced by reusing many of the Castle ActiveRecord and NHibernate methods such as FindAll (find all records) or FindByProperty (find records related to a property such as all activities of a patient) to query for data without having to write Structured Query Language (SQL) queries.

Usability Testing
Usability of the system was assessed using the “think-aloud” approach [36-38]. In this approach, while participants are reviewing the system’s content and interacting with the program, they are asked to vocalize thoughts, feelings, and opinions. The think-aloud approach gives an insight into how the user approaches the interface and what considerations the user keeps in mind when using the interface.

Think-aloud interviews were conducted with community providers (physicians and nurses, n = 3). A semistructured interview was used to collect input, and optional prompts were used if a provider did not continue to vocalize during the usability interview. The interview was conducted over the phone by study staff trained in the think-aloud protocols. Each interview was recorded and transcribed. Providers were asked to sign onto the ReferASmoker.org system, go through the registration process, and navigate through the site while making comments about their perceptions of the visual layout, as well as the location of options and functions within the system.

Phase 3: Implementation Planning
Once the primary processes were identified, we conducted an NGT session to collect feedback on the referral system and plan for implementation in practices. NGT is a highly structured, multistep, consensus-building procedure often used in formative research to elicit and prioritize group responses to a specific question. It is a consumer-oriented formal brainstorming or idea-generating technique used to foster creativity and to effectively prompt group members to articulate meaningful disclosures [39,40].

The study was conducted with a panel of experts (n = 9) that included health services researchers, and internal medicine and family practice providers. Using case scenarios, we introduced the goals of the study to the panel, as well as the proposed key components of the Web-based system identified in the process-mapping Delphi. The NGT sessions followed a standard protocol of solicitation of comments, discussion, and ranking of comments by level of importance. Questions posed were as follows: (1) What can we do to help you integrate ReferASmoker into your work clinic?, and (2) What would help you remember to use ReferASmoker?

Phase 4: Pilot Implementation and Evaluation
We tested implementation of the system to identify recruitment barriers and areas of refinement in the system. We recruited providers from family practice clinics to participate in the pilot study. Practices in the pilot were representative of participants in our planned larger trial. Using methods from a previously published randomized trial [41], we mailed 400 interest surveys that included a brief letter of introduction and a 1-page survey to determine a provider’s interest and eligibility to participate in the project. Providers could respond to the interest survey online, by fax, or by mail using a prepaid, self-addressed envelope. If chosen for inclusion, providers were mailed a practice survey with a $150 incentive for completion.

Once the practice survey was completed, participants were mailed instructions on how to access and register on the website. We then measured the participant’s usage of the system by tracking their interactions with the website. These data included the pages visited as well as the number of patient referrals on the system. After a period of use, each enrolled practice was contacted by telephone for follow-up; we assessed potential barriers and facilitators to future implementation at that time.

Results
Phase 1: System Conceptualization
We presented results of the literature review to our multidisciplinary research panel with expertise in health services, tobacco control, and informatics. Through the Delphi, our panel identified three key functional areas that would serve to overcome gaps in smoking-cessation referrals in clinical practices.

First, the research panel identified the importance of passive referrals such as information prescriptions in cessation efforts [42]. The panel recommended that providers use an information prescription approach with the ability to refer patients directly into an electronic system at the point of care. This Refer Your Smokers functionality would require a patient identifier, such as an email address, to be entered into a secure Web form or desktop client. Then, the system would automatically send active email reminders to patients encouraging participation.

Second, sustained cessation is difficult, and providers do not always have the benefit of observing the positive impact of increased counseling and referral activities. Their attention to smoking cessation has little short-term positive reinforcement.
In other referral processes for preventive care, there is often a proximal outcome—a report of the result of screening. These reports (eg, results of a Pap test) produce a feedback loop and allow for an observable impact. Thus, our panel recommended creating practice reports that detail (1) the number of patients referred, and (2) the number of referred patients actually participating. These rates could be compared with other participating providers and potentially increase referrals.

Third, although many clinic-based interventions refer patients to public health services, such as quitlines, we noted almost no literature on referrals from public health interventions back into clinical care. Recent advances in prescription pharmacotherapy to aid smoking cessation make referral back to the provider for pharmacotherapy even more important. Thus, public health interventions should include content emphasizing the importance of seeking clinical treatment when a patient is ready to quit. The patient website should provide information about how to talk to your doctor about quitting and information about medications. For facilitating linkage back to clinical services, the panel recommended that patient and provider be connected via a secure messaging system. Thus, patients would be supported in the follow-up process, and providers could more easily assist with treatment and arrange follow-up.

In summary, based on the findings of the Delphi process, we conceptualized the following: (1) the system should support direct referral at point of care, (2) the system should provide continuous reports on patient activities to encourage continued participation of the providers, and (3) the system should support linkage of patients back to clinical services.

Additional functionalities were conceptualized to support the core functionalities noted above, including (1) a “quick-start” guide to train providers to use the system, (2) educational cases and materials to enhance provider knowledge about smoking cessation, (3) downloadable tools to support practice workflow (eg, posters to be used as cues for referral), and (4) methods for engaging providers longitudinally in the system (eg, a “headlines” section with evolving content, continuing education credit for educational cases, and an email reminder system to encourage referrals).

**Phase 2: Programming and Usability testing**

**Website Functions**

The ReferASmoker.org Web-based system was programmed using ASP.Net and C# technology (Figure 2). The following functions were developed: Refer Your Smokers, practice reports, secure messaging, and registration.

The core Refer Your Smokers function allows providers to proactively refer and enroll patients in the smoking-cessation system during the clinical encounter. To refer a patient, the provider logs into the ReferASmoker.org system and enters a willing patient’s email address. Patients can be referred in multiples or one at a time. The patient referral triggers several automated processes: (1) the patient’s email is entered into the database of the patient online smoking-cessation system, enabling the patient to register and login to the patient system, (2) the system links the patient with the appropriate practice and provider, enabling the practice reports and secure messaging functions, and (3) a series of automated emails is sent to encourage the patient to login to the smoking-cessation system.

The practice reports feature was specifically designed to increase observability of provider impact in supporting patients who smoke to take steps to improve their health by quitting (Figure 3). This function allows providers to monitor their patient smoking-cessation activities in real time. Several components of activity for providers are detailed, including (1) the numbers of patients referred, (2) the number of referred patients actually participating in the program, and (3) a comparison of these rates with other participating providers from practices across the country.

The secure messaging function was designed to enhance provider–patient communication. Providers can send messages to their patients to encourage use of the patient portal in their smoking-cessation efforts. For convenience, the system provides message templates, but providers have the option to customize them during their registration into the ReferASmoker.org system. A link to the secure messaging function is located within the ReferASmoker.org system so that providers have enhanced communication capabilities with their patients, who also receive this benefit on the portal. Providers can also initiate message threads within the secure messaging system.

In addition, we developed a toolbox of educational materials, interactive cases, and news headlines on the website. These materials were developed to supply providers with more general resources and materials to aid in the implementation of smoking-cessation strategies. The interactive cases were followed by questions testing comprehension of the information. Links were embedded in the interactive feedback to redirect the provider to different sections of the education materials to obtain additional information. On completion, providers earned 1 American Medical Association Physician’s Recognition Award category 1 continuing medical education credit for each case. A registration process was created for a provider to register to the system using an email and password combination. The registration process included online consent, a survey, and two customizable email messages to the patient. Once the registration was completed, the provider could login to the system on the home page using the email password combination.
Web System Programming

Guided by the WCSF, we programmed the system using a modular and flexible architecture. We further divided the modules of the WCSF into the data access layer that enabled structured database access, the service layer that provided a collection of reusable functions, and the business process layer that orchestrated the functionality of system.

In the data access layer, using Castle ActiveRecord and NHibernate tools, we created ORM mappings between database tables in the SQL database to C# classes. The ORM mappings also included the relationships that exist between tables in the...
Regarding the overall layout of the system, the providers indicated that the website was user-friendly and the various components self-explanatory. Providers expressed particular interest in the news headlines and education components of the system. Providers commented positively on the simplicity and ease of the Refer Your Smokers function. Providers were also pleased that once a referral was made, the system automatically emailed patients to remind them to visit the site. However, concern was expressed regarding the usefulness of the system for patients without email.

The practice reports were also believed to be of great utility. Providers remarked that the nationwide comparison of referrals and the real-time activity of their patient panel could serve as motivation to improve. The suggestions for improvement included adding an attention-getting visual to draw the eye to the status column, listing the most active patients at the top of the status report, and adding a mechanism that would announce a patient’s first visit to the website or when a particular patient was doing very well or very poorly.

Providers were enthusiastic about the secure messaging function’s potential to engage patients in their own care but provided several thoughts. First, the providers indicated value in the ability to print, download to an electronic medical record, or otherwise archive the messages sent for the medical records. Documenting these communications without additional work was seen as very important for proper follow-up and for possible reuse or modification in the future. Next, providers appreciated both the opportunity to use a preestablished message template that tailored content based on where the patient is in the quit process and the ability to make the messages more personal. Finally, providers commented that it might be beneficial for patients to have the ability to respond to the provider messages to engage them more in their care and in their quit processes, but they also acknowledged that a two-way communication path within the system could prove burdensome for many providers.

With regard to the educational toolbox, providers suggested that the various products should be labeled separately for convenience of location on the website. No matter how useful the information, busy clinicians would not spend precious time searching for the information. Further, more information for providers was suggested, including a quick-facts sheet with the latest statistics about smoking and links to the most relevant and recent evidence. Print options for all materials, including other treatment information (for patients), were also suggested.

Based on the feedback from the usability results, we made several changes to the system. An easily visible button with the text “NEW USERS! Please click this button to register” was created on the home page to clarify new-user registration instructions. The instructions on the survey page were also clarified. We removed the password strength feature on the username and password creation page. To reduce the additional step of logging in the system after registration, users were redirected to the home page after completing registration. In response to the comments on the practice reports, we created a practice report summary on the home page that contained the following information: (1) a count of the numbers of smokers referred using the system by all practices and the number of

SQL databases. For example, both a table for the list of providers and another table for the list of practices were developed. A many-to-one relationship exists between these tables (ie, a provider can belong to many practices and a practice can have many providers). The relationship was replicated in the ORM mappings using the BelongsTo and HasMany attributes of Castle ActiveRecord. The provider class possessed a property indicating that the provider BelongsTo the practice class and the practice class had a property indicating it HasMany providers.

In the services layer, we programmed “reusable” data query functions and common utilities that are used throughout the application. The reusable data query functions leverage the data access layer to perform query functions such as select, insert, and update. For example, the system contained provider functions that perform such operations as select all providers belonging to a practice, find the practice of the provider, or find the randomization of a particular practice. The utility functions included methods to send emails and encrypt and decrypt data. A SendEmails function was used throughout the system to send emails to patients, including transmission of secure emails when a provider uses the secure messaging function on the website or transmission of automated emails to encourage registration from the system. The provider and patient identifiers were stored in encrypted form in the database. For this, algorithms to encrypt and decrypt the provider and patients identifiers appropriately were programmed in the DataEncryption function.

In the business process layer, we programmed the business logic of the system—that is, a series of tasks that orchestrated the services to realize the functionality of the ReferASmoker.org processes, such as Refer Your Smokers, provider feedback, and secure messaging. For example, the Refer Your Smokers process performed several tasks that need to occur when a provider refers a patient, including (1) determining whether the patient was already referred in the database, (2) if a patient was already in the database, informing the provider that the patient was already referred, and (3) if it was a new patient, adding the patient’s information (email, referring provider and referring practice information, referral date, and emails assigned for transmission from the provider to the patient) and informing the provider that the referral process was successful.

Useability Testing

Feedback acquired through the think-aloud usability testing was categorized into three themes: (1) registration and login process, (2) general layout, and (3) specific features. As the providers went through the registration process, several issues were identified. First, the instructions indicating that a new user must register and choose a password before using the system were not altogether clear. Second, the providers expressed displeasure with the system automatically assessing the strength of the password provided. Third, instructions for completing the registration survey and particular questions within the instrument were not clearly understood. Finally, the length of the registration process prevented completion of the usability testing process and was seen as a potential barrier to use of the system in practice.
smokers referred by the current practice, (2) emails of the last 3 patients of the current practice who were active on the patient site, and (3) the number of smokers of the current practice who have not visited the patient website. We did not create two-way secure messaging between the provider and patient because we felt that this will add additional burden to the providers. To improve the educational materials section, we further classified the materials into three sections: practice forms, interactive cases, and patient education. The first two sections grouped materials for increasing the knowledge and awareness of the provider. The latter sections, though delivered to the provider, contained materials for the provider to use for educating patients.

**Phase 3: Implementation Planning**

From the NGT session, we identified that several cues to action would be needed to implement ReferASmoker.org in practices, including workflow items and continuous reminders. First, NGT participants emphasized the importance of communicating with the practice through a contact person. This person would serve as the liaison with the practice over a set period of time to inquire about patient recruitment or any other questions or concerns with the system. Second, incentives for participation (e-referrals) were recommended. Third, a continuous communication plan, including both mail and email campaigns, was suggested for ongoing practice engagement. Participants indicated that regular emails would update participants about study progress and provide other information relevant to smoking cessation. Emails with embedded weblinks would provide convenient access back to the system. Fourth, in addressing practice workflow issues, it was recommended that hardcopy materials be sent to the practice to facilitate collection of patient email addresses and website instructions. Finally, NGT participants suggested that successes be appropriately celebrated, perhaps with emails of congratulations and gratitude to practices that logged into the study.

**Phase 4: Pilot Implementation and Evaluation**

In the pilot implementation, 25 practices out of 400 responded to a mailed survey indicating that they were interested in the study. Of these 25 practices, 8 returned the consent form and were then mailed a practice survey. Of these 8 practices, 7 returned the survey and were given access to the ReferASmoker.org system. Out of those, 6 providers from 5 practices registered with the system, and 5 of them logged into the system. Initially, no providers referred patients. The principal investigator of the study contacted each of the practices by phone to encourage them to use the website. After the call, 1 provider used the referral function to refer 2 patients. Among these, 1 patient visited the patient website.

Telephone calls from the principal investigator to enrolled practices were not included in the original pilot implementation and evaluation protocol. However, it became important to elicit information from providers at this stage that could prove helpful in the main trial. We attempted phone contact with all 6 enrolled providers and succeeded in talking with 4. The providers reported barriers and facilitators to practice implementation. Overall, the providers liked the system and thought the intervention was a good idea, but had trouble implementing the system. The staff in the practices constantly changed and newer staff members were unaware of the study. Practices also did not remember whether they had registered with the system. Practices also forgot to e-refer because of lack of visual cues to the intervention. One provider summarized this succinctly, stating “I guess it’s out of sight, out of mind.” Providers encouraged cues to action, with suggestions for a waiting or examination room display that would serve as reminders to refer or to activate patients to talk to them about smoking cessation. Providers were not sure whether the system would be applicable to all patients. All providers agreed that an implementation budget would provide incentives for use of the system.

**Discussion**

In the preimplementation stage of a nationwide study of an interactive, Web-delivered system to increase provider and patient engagement in smoking cessation, we conducted a rigorous planning and evaluation of the system. The primary purpose of our preimplementation evaluation was to identify the strengths that might be used to promote the program, and weaknesses that might be mitigated prior to initiating the main study. We conceptualized and developed e-referral functions in Web-based form. We report the functions we developed and the results of our usability testing in the Results section. We evaluated the Web system and the implementation plan rigorously with community-based providers. Our approach involved four phases: (1) system conceptualization, (2) agile programming and think-aloud usability testing, (3) implementation planning (using the NGT), and (4) lessons learned from pilot implementation in 7 physician practices. Table 1 summarizes the identified barriers and facilitators to practice implementation based on our evaluation work. In the section below, we focus on the implementation protocol changes that will be used in the main trial to address the four primary barriers we uncovered in the pilot testing.
The first barrier was the difficulty contacting the practice and lack of study champion. With no champion identified at each practice, we were constantly speaking with or leaving messages for different staff members, who had little sense of ownership of or urgency in the process. This breakdown in communication was made more complicated with staff turnover, a reality in most medical offices. In order to overcome this particular barrier, we modified the study protocol to include a request for each practice to identify two staff members to serve as implementation coordinators. These implementation coordinators will be the primary contacts for the practice and will work closely with our study personnel. Their responsibility will be to implement and promote the study intervention in the practice. Two implementation coordinators will allow for backup in the event that one individual is unavailable or leaves the practice. Our study personnel will communicate with these implementation coordinators to confirm practice information, hold training sessions, answer any questions, and provide feedback.

Second, we identified that successful implementation required training and assistance with registration in the system. Pilot practices reported that the system was easy to use, but with no one trained at the practice to complete the registration process and refer patients and to champion others through the process, the task went undone. Consequently, we increased study personnel and created a proactive helpdesk to provide training and help with registration. In the main study, our staff will initiate contact with each practice within 2 weeks of receiving the returned consent form. Study personnel will verify practice information and schedule a training and registration call for each of the implementation coordinators. During this call, our staff will walk the implementation coordinators through the actual registration process. The study personnel will be on hand to answer any questions. Following registration, study personnel will review the process for referring patients, getting the implementation coordinators to enter a dummy referral to have the full experience of the ease of referral. Each implementation coordinator will be encouraged and provided information to train others in the office to also register and refer patients. Following the training call, study personnel have planned a booster call to verify receipt of printed materials sent and answer any questions that may have arisen in the first few attempts to refer. If no referrals have been made yet, our staff will assess any reasons for no referrals and encourage implementation coordinators to use the system.

The third barrier was a lack of motivation and start-up incentives. It became abundantly clear that motivation to participate was low. We focused on increasing both extrinsic and intrinsic motivation. Pilot data immediately indicated that financial incentives would spur participation. Additional funds from the American Recovery and Reinvestment Act has enabled us to provide honoraria to participating practices and individual staff members who complete training and surveys.

Finally, we learned that clinicians within participating practices simply forgot about the study and the need to refer patients through the system. We believe that with convenient reminders we will be able to activate them to use the system. In addition to calling the implementation coordinators to aid them in the registration process and answer any questions, we will increase the work-flow support. We also improved the printed information prescription pads sent to practices for distribution to their patients simultaneously with their online referral. The “Information Rx” that was used in the pilot was small, about the size of a regular prescription pad, and simply provided an optional patient handout. The new and improved pad is spiral bound and has easy check-off boxes with duplicate pages. The bottom half of the first page will be given to the patient. The top half will be returned to study personnel, and the duplicate copy will be ready to place in a patient medical record file. Further, the information prescriptions for the intervention arm have a space for the providers to write the patient’s email address. Additionally, posters to serve as visual stimulation to use the system, posters to encourage patients to talk with their provider about quitting, and 1-page instruction sheets outlining the steps for referring patients will be sent to participating practices.

To increase intrinsic motivation and to maximize the brief phone contact with practices, study personnel will incorporate a concept called motivational interviewing into each interaction. Miller and Rollnick define motivational interviewing as a client-centered, directive method for enhancing intrinsic

Table 1. Identified issues related to e-referral system implementation

<table>
<thead>
<tr>
<th>Issue</th>
<th>Barrier</th>
<th>Facilitator</th>
<th>Identified by</th>
<th>Identification stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulty contacting the practice and lack of study champion</td>
<td>X</td>
<td>Study team</td>
<td>Study team</td>
<td>Pilot</td>
</tr>
<tr>
<td>Lack of training</td>
<td>X</td>
<td>Study users (providers)</td>
<td>Study users (providers)</td>
<td>Pilot</td>
</tr>
<tr>
<td>Registration difficulties</td>
<td>X</td>
<td>Study team and study users (providers)</td>
<td>Study team and study users (providers)</td>
<td>Think-aloud usability</td>
</tr>
<tr>
<td>Lack of motivation and start-up incentives</td>
<td>X</td>
<td>Study users (providers)</td>
<td>Study users (providers)</td>
<td>Think-aloud usability and pilot</td>
</tr>
<tr>
<td>Forgetting to refer</td>
<td>X</td>
<td>Study users (providers)</td>
<td>Study users (providers)</td>
<td>Think-aloud usability and pilot</td>
</tr>
<tr>
<td>Ease of system use</td>
<td>X</td>
<td>Study users (providers)</td>
<td>Study users (providers)</td>
<td>Think-aloud usability and pilot</td>
</tr>
<tr>
<td>Perceived potential to affect care</td>
<td>X</td>
<td>Study users (providers)</td>
<td>Study users (providers)</td>
<td>Think-aloud usability and pilot</td>
</tr>
</tbody>
</table>
motivation to change by exploring and resolving ambivalence [43]. Key concepts involved in motivational interviewing are accurate empathy, reflective listening, and overcoming ambivalence, with the ultimate goal of facilitating some changed behavior. From our pilot study, we learned that implementation coordinators must face an increased workload because of their participation in the study enrollment, training, and implementation, especially in system registration and patient referral. Using motivational interviewing techniques, our staff will be better able to communicate effectively with implementation coordinators by identifying and overcoming their ambivalence. As an example, if a study staff member has attempted to contact a particular implementation coordinator on multiple times and failed, it may be a natural inclination to reflect negatively on that statement, which can be highly detrimental to the relationship with that particular office. Focusing on a positive reflective statement might increase the likelihood of the practice either becoming or continuing to be a happy participant in the study and increase positive feedback, which will, in turn, facilitate study task completion.

Results of Implementation Protocol Changes

Because of our implementation protocol changes, we were successful in engaging practices and improving participation in the nationwide trial. We measured rates of referral and patient participation in the first 3 months of practice engagement. To date, we have analyzed data from the first 50 e-referral practices. Practices’ mean e-referral rate was 14 (SD 13.63). In the first 3 months, the maximum number of referrals by a practice was 62, and 3 practices did not refer. Per practice, the patients mean registration rate was 3.4 (SD 5.09). The maximum number of patients registered with a practice was 28, and 13 practices did not yet have any patients registering.

Strengths and Limitations

In preparation for a nationwide randomization trial testing an e-referral process for referring patients to a smoking-cessation system by providers, we detail the rigorous steps taken to develop the Web-based e-referral system. At each step of the development process, we applied user input to conceptualize and refine the system. Although the numbers of users are low, the multiple and comprehensive nature of the interactions and data collected provided significant information on which to improve the system’s usability. The results of the mini pilot study gave us critical insight into the recruitment and use barriers that our randomized trial must overcome to succeed.

Conclusion

Our how-to report demonstrates how a small, rigorously conducted, multistep preimplementation evaluation can affect the success of a larger study. To gain valuable information regarding potential improvements to an interactive, Web-delivered provider–patient system to increase engagement in smoking cessation, we used a multidimensional approach to conceptualize, develop, implement, and test the product and process. The results of this rigorous process led us to make significant changes to the practice implementation approach study, prior to its nationwide randomized, controlled trial. After refining our information system with usability testing, we further uncovered serious barriers to implementation: lack of study champions within the practice, lack of training and assistance in use of the system, and lack of motivation to participate. We identified several improvements to address and made changes to the main study protocol before trial implementation. Our preliminary analysis with the first 50 practices using the system for 3 months demonstrates the preimplementation evaluation was successful in overcoming the barriers to recruiting and retain study participants.
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Abstract

Background: Chronic noncommunicable conditions, particularly cardiovascular and metabolic diseases, are the major causes of death and morbidity in both industrialized and low- to middle-income countries. Recent epidemiological investigations suggest that management of lifestyle factors, such as stress and lack of physical activity, could have an important value in cardiometabolic conditions, while information technology tools could play a significant facilitatory role.

Objectives: The objective of our study was to verify the feasibility of using a private website, directed to the workers of a major Italian company, to describe their health profile and lifestyle and work habits using an ad hoc self-administered questionnaire.

Methods: We administered anonymous multiple choice Web-based questionnaires to 945 participants (683 completed the task) as part of an ongoing health promotion program in a multinational company. Qualitative and quantitative data were synthesized with nonlinear principal component analysis to construct indicators (ie, variables) for stress, control, and lifestyle domains. Considering in addition absenteeism, the Calinski-Harabasz statistic and cluster analysis jointly differentiated seven clusters, which displayed different distributions of standardized classification variables. The final step consisted in assessing the relationship of the resulting seven subject typologies with personal data, illnesses, and metabolic syndrome status, carried out for the most part with descriptive methods.

Results: Statistical analyses singled out two not-overlapping domains of stress and control, as well as three not-overlapping domains of physical activity, smoking, and alcohol habits. The centroids of the seven clusters generated by the procedure were significantly (P < .001) different considering all possible 21 comparisons between couples of groups. Percentage distributions of variables describing personal information (gender, age group, work category, illness status, or metabolic syndrome) within participant typologies show some noteworthy findings: females, workers aged 35–44 years, junior white collar workers, and respondents reporting illness were more prevalent in the stress group than in the overall studied population; preclinical metabolic syndrome status was more prevalent in the group with higher alcohol consumption. Absentees reported more illness.

Conclusions: The present Intranet-based study shows the potential of applying diverse statistical techniques to deal jointly with qualitative and quantitative self-reported data. The resulting formal description of subject typologies and their relationship with personal characteristics might provide a convenient tool for supporting health promotion in the work environment.

(J Med Internet Res 2011;13(4):e88) doi:10.2196/jmir.1798

Introduction

Background

Chronic noncommunicable conditions, particularly cardiovascular and metabolic diseases, are the major causes of death and morbidity around the world, affecting both industrialized and low- to middle-income countries. Recent epidemiological investigations [1,2] showed that lifestyle factors, such as stress and lack of physical activity, provide additional prognostic information to that furnished by usual coronary risk factors, suggesting that their management might have clinical value [3-5]. Behavioral components of risk are, in addition, difficult to handle because they cannot be treated by traditional pharmacological means and require the active collaboration of patients, who must change their attitudes and habits [6-9]. Lifestyle components, such as stress and exercise, have the advantage of being assessable individually with information technology (IT)-administered questionnaires [10], although their self-reported nature mandates additional caution in interpreting findings [11]. Stress can be described by various personal (symptom profile, psychological distress, and fatigue perception), social (family and work environment) [12], and functional domains (autonomic and hormonal regulation) [12-16]. Physical exercise can be defined in terms of intensity, modality (strength or aerobic training), and duration, leading to an algorithmic evaluation of workout level in a given time period [9,17,18].

Maintaining an ideal health risk profile in middle age might have important implications for greater longevity, compression of disease, increased quality of life, and reduced costs [19]. Because only a very limited fraction of the population (about 5%) fits into the ideal risk limits, new techniques must be tested to reach these new goals; these techniques might encompass the introduction of Web applications [20] with a focus on lifestyle [21]. We have been testing a behavioral approach to cardiovascular prevention, focusing on stress and inactivity in addition to usual risk factors, in various settings ranging from the outpatient clinic [15] to the workplace [13]. We also tested the feasibility of simple IT applications for technician-mediated [22] or self-reported [10] data entry. The use of Web- (or Intranet-) based approaches might also be suitable to deliver essential training with digital techniques and minimal cost [22-26], accommodating any personal preference for site, time, or pace, possibly also furnishing useful clinical feedback, whereby congruent multiparameter models, such as metabolic syndrome (MeS) [27], might be easier to handle [22].

Aims

With this in mind we designed this exploratory investigation to verify the feasibility of using an Intranet-based tool in the workplace [10] intended to assist employees of an Italian company to optimize lifestyle and cardiometabolic risk, as part of a company’s health promotion initiative. Specific constraints were strict anonymity, minimal investments, and specific targets of physical activity, eating habits, and stress, with adherence to the company’s privacy policy. In this report we present a methodology to describe the baseline status of a group of employees who agreed to participate in this initial exploratory phase of the study. Metabolic risk was approximated by using the MeS model, according to the Adult Treatment Panel III (ATP III) definition [27].

Methods

This study is part of an ongoing Web-based health promotion initiative of a major Italian multinational company. At this initial stage of the project, through the company Intranet, workers were offered an information service on health promotion, focusing on various work- and non-work-related issues, ranging from influenza epidemics to healthy lifestyle. In addition, as a company benefit, workers could log on to the health portal and enroll in an educational project based on a self-administered Web questionnaire [10], eventually aiming at optimizing lifestyle and minimizing cardiometabolic risk. According to the company’s policy, the project required strict anonymity that was guaranteed by the use of name and password protection chosen by participants and maintained secret.

The Health Questionnaire

The anonymous questionnaire, which is an extended project-tailored version of the Subjective Stress Symptoms Scores Questionnaire (4SQ; previously described [13-16]), contains 50 multiple choice questions, addressing various domains related to working conditions (job level and absenteeism), living and exercise habits, and perceived stress and control. In addition, participants were asked to gather (if available) their most recent (<3 months old) reports on blood chemistry (total and high-density lipoprotein cholesterol, triglycerides, glucose), blood pressure, heart rate, and anthropometrics (including waist circumference), and to enter these numerical values. Detailed instructions about compilation were given through a short movie tutorial available through the company’s portal.

The number of questions was a balance between the time required to fill out the questionnaire and the detail of the inferences that could be drawn.

Weekly activity levels were estimated from the approximate daily amount (in minutes) and nominal intensity, and expressed in (estimated) metabolic equivalents (METs), using a validated approach [17,18].

Psychological distress was estimated from the following items: bodily symptom perception, stress perception, fatigue perception, and control perception, as in our previous studies on this topic [13-16]. After answering the questionnaire, participants were provided with a graphical answer that illustrated potential areas of lifestyle improvement [10]. If participants subsequently wished to verify any changes possibly related to effects of lifestyle interventions, they were allowed to use the questionnaire again. The present study addressed only the initial descriptive part.
Participants

Participation in the study was under the guarantee of strict anonymity, and the questionnaire was made available for a month, from October to November 2008. At the time of the study about 24,000 workers of the Italian branch of the company had access to the Intranet as a fundamental instrument for everyday work. About 9970 workers accessed the complementary health portal every month; of these 4877 read information regarding the ongoing preventive campaign, 1380 saw the detailed instructions to fill out the questionnaire, and 945 employees elected to actively participate in the survey, on a completely voluntary basis. Employees were motivated to accurately fill out the questionnaire by the possibility of immediately obtaining an individual map of their risk factor profile and areas for improvement based on input data [10].

To optimize data quality, we excluded those participants who did not complete their reports or who provided unrealistic data, particularly regarding biochemistry, blood pressure, or anthropometrics. The final data set comprised 683 participants.

The protocol of the study was approved by the Institutional Ethics Committee, as part of an ongoing investigation on lifestyle-based prevention.

Statistics and Data Handling

The main goal of disclosing and assessing possible relations linking cardiometabolic risk factors with perceived stress and control and with lifestyle is accomplished in four key steps (Figure 1): (1) synthesizing the information collected by the health questionnaire with summary descriptive statistics, (2) setting up quantitative indicators for perceived stress and control and for lifestyles, (3) building respondents’ typologies with respect to perceived stress and control, lifestyles, and reported absenteeism, (4) assessing the presence of relationships between respondents’ typologies and their personal data, illness status, and the MeS [27]. We mostly performed statistical analyses according to a data-driven approach by using exploratory multivariate data analysis techniques—that is, the nonlinear principal component analysis (PRINCALS) method [28] and k-means clustering algorithm [29]. We also performed statistical tests, although in this investigation inferences should have a minor role. The target population, to which inferences should be referred, was not clearly identified due to respondents’ self-selection, thus suggesting some caution in our interpretations. We applied both parametric and nonparametric testing procedures [29,30] to take advantage of their specific potentials and to overcome their specific limits. We considered a test result to be “sufficiently revealing” if it was borne out as significant by both procedures.

With specific reference to the first step of analysis, summary descriptive statistics are presented in Table 1 and Table 2. The fourth column in Table 1 reports percentage distributions of personal data, lifestyle, and illness variables for the 683 participants in the study. To show the extent of gender differences, within-gender percentage distributions—percentages computed for each variable given (or conditionally to) the gender—are also provided in different columns. We performed a chi-square test to verify whether the above variables and gender could be assumed to be statistically independent (last column of Table 1).

Table 2 presents means and standard deviations of variables pertaining to reported biochemistry and anthropometrics, estimated weekly activity, reported absenteeism, and perceived stress and control scales. We also computed summary statistics for males and females separately. The presence of significant gender effects was assessed through both parametric univariate analysis of variance (ANOVA) and nonparametric Mann-Whitney and 2-sample Kolmogorov-Smirnov testing procedures. The (null) hypotheses to check for each variable were the equality of within-gender means (ANOVA) and the equality of the two within-gender distributions (Mann-Whitney and Kolmogorov-Smirnov).
Figure 1. Schematic outline of the phases of data analysis (ALS = alternating least squares, PRINCALS = nonlinear principal component analysis).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
<th><em>P value</em></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>495/683, 72.5%</td>
<td>188/683, 27.5%</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Work category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blue collar</td>
<td>24/495, 4.8%</td>
<td>1/188, 0.5%</td>
<td>25/683, 3.7%</td>
<td></td>
</tr>
<tr>
<td>Junior white collar</td>
<td>249/495, 50.3%</td>
<td>124/188, 66.0%</td>
<td>373/683, 54.6%</td>
<td></td>
</tr>
<tr>
<td>Senior white collar</td>
<td>197/495, 39.8%</td>
<td>59/188, 31.4%</td>
<td>256/683, 37.5%</td>
<td></td>
</tr>
<tr>
<td>Manager</td>
<td>25/495, 5.1%</td>
<td>4/188, 2.1%</td>
<td>29/683, 4.2%</td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>ns b</td>
</tr>
<tr>
<td>&lt;35</td>
<td>55/495, 11.1%</td>
<td>26/188, 13.8%</td>
<td>81/683, 11.9%</td>
<td></td>
</tr>
<tr>
<td>35–44</td>
<td>133/495, 26.9%</td>
<td>58/188, 30.9%</td>
<td>191/683, 28.0%</td>
<td></td>
</tr>
<tr>
<td>45–54</td>
<td>234/495, 47.3%</td>
<td>87/188, 46.3%</td>
<td>321/683, 47.0%</td>
<td></td>
</tr>
<tr>
<td>&gt;54</td>
<td>73/495, 14.7%</td>
<td>17/188, 9.0%</td>
<td>90/683, 13.2%</td>
<td></td>
</tr>
<tr>
<td><strong>Lifestyle</strong></td>
<td></td>
<td></td>
<td></td>
<td>ns b</td>
</tr>
<tr>
<td>Smoking habit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>341/495, 68.9%</td>
<td>140/188, 74.5%</td>
<td>481/683, 70.4%</td>
<td></td>
</tr>
<tr>
<td>Quit &gt;1 year</td>
<td>58/495, 11.7%</td>
<td>20/188, 10.6%</td>
<td>78/683, 11.4%</td>
<td></td>
</tr>
<tr>
<td>Quit &lt;1 year</td>
<td>10/495, 2.0%</td>
<td>5/188, 2.7%</td>
<td>15/683, 2.2%</td>
<td></td>
</tr>
<tr>
<td>≤5 cigarettes/day</td>
<td>22/495, 4.4%</td>
<td>8/188, 4.3%</td>
<td>30/683, 4.4%</td>
<td></td>
</tr>
<tr>
<td>&gt;5 and ≤10/day</td>
<td>26/495, 5.3%</td>
<td>9/188, 4.8%</td>
<td>35/683, 5.1%</td>
<td></td>
</tr>
<tr>
<td>&gt;10 and ≤20/day</td>
<td>29/495, 5.9%</td>
<td>5/188, 2.7%</td>
<td>34/683, 5.0%</td>
<td></td>
</tr>
<tr>
<td>&gt;20/day</td>
<td>9/495, 1.8%</td>
<td>1/188, 0.5%</td>
<td>10/683, 1.5%</td>
<td></td>
</tr>
<tr>
<td>Intend to quit</td>
<td></td>
<td></td>
<td></td>
<td>ns b</td>
</tr>
<tr>
<td>Yes, now</td>
<td>40/495, 8.1%</td>
<td>7/188, 3.7%</td>
<td>47/683, 6.9%</td>
<td></td>
</tr>
<tr>
<td>Yes, in 6 months</td>
<td>24/495, 4.8%</td>
<td>8/188, 4.3%</td>
<td>32/683, 4.7%</td>
<td></td>
</tr>
<tr>
<td>Does not intend to quit</td>
<td>30/495, 6.1%</td>
<td>8/188, 4.3%</td>
<td>38/683, 5.6%</td>
<td></td>
</tr>
<tr>
<td>Structured physical activity</td>
<td></td>
<td></td>
<td></td>
<td>ns b</td>
</tr>
<tr>
<td>None</td>
<td>70/495, 14.1%</td>
<td>24/188, 12.8%</td>
<td>94/683, 13.8%</td>
<td></td>
</tr>
<tr>
<td>No, but would like to</td>
<td>133/495, 26.9%</td>
<td>43/188, 22.9%</td>
<td>176/683, 25.8%</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>51/495, 10.3%</td>
<td>21/188, 11.2%</td>
<td>72/683, 10.5%</td>
<td></td>
</tr>
<tr>
<td>About 1 hour/week</td>
<td>64/495, 12.9%</td>
<td>32/188, 17.0%</td>
<td>96/683, 14.1%</td>
<td></td>
</tr>
<tr>
<td>≤30 minutes/day, 3 times/week</td>
<td>81/495, 16.4%</td>
<td>42/188, 22.3%</td>
<td>123/683, 18%</td>
<td></td>
</tr>
<tr>
<td>≤30 minutes/day, 5 times/week</td>
<td>60/495, 12.1%</td>
<td>16/188, 8.5%</td>
<td>76/683, 11.1%</td>
<td></td>
</tr>
<tr>
<td>≤30 minutes/day, 7 days</td>
<td>36/495, 7.3%</td>
<td>10/188, 5.3%</td>
<td>46/683, 6.7%</td>
<td></td>
</tr>
<tr>
<td>Wine or beer (glasses/week)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>72/495, 14.5%</td>
<td>78/188, 41.5%</td>
<td>150/683, 22%</td>
<td></td>
</tr>
<tr>
<td>1–2</td>
<td>147/495, 29.7%</td>
<td>77/188, 41.7%</td>
<td>224/683, 32.8%</td>
<td></td>
</tr>
<tr>
<td>3–7</td>
<td>169/495, 34.1%</td>
<td>21/188, 11.2%</td>
<td>190/683, 27.8%</td>
<td></td>
</tr>
<tr>
<td>8–14</td>
<td>77/495, 15.6%</td>
<td>8/188, 4.3%</td>
<td>85/683, 12.4%</td>
<td></td>
</tr>
<tr>
<td>15–21</td>
<td>20/495, 4.0%</td>
<td>3/188, 1.6%</td>
<td>23/683, 3.4%</td>
<td></td>
</tr>
<tr>
<td>22–30</td>
<td>7/495, 1.4%</td>
<td>0/188, 0%</td>
<td>7/683, 1.0%</td>
<td></td>
</tr>
</tbody>
</table>
### Alcohol (glasses/week)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;30</td>
<td>3/495, 0.6%</td>
<td>1/188, 0.5%</td>
<td>4/683, 0.6%</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>361/495, 72.9%</td>
<td>178/188, 94.7%</td>
<td>539/683, 78.9%</td>
<td></td>
</tr>
<tr>
<td>1–2</td>
<td>118/495, 23.8%</td>
<td>9/188, 4.8%</td>
<td>127/683, 18.6%</td>
<td></td>
</tr>
<tr>
<td>3–7</td>
<td>15/495, 3.0%</td>
<td>0/188, 0.0%</td>
<td>15/683, 2.2%</td>
<td></td>
</tr>
<tr>
<td>8–14</td>
<td>1/495, 0.2%</td>
<td>1/188, 0.5%</td>
<td>2/683, 0.3%</td>
<td></td>
</tr>
</tbody>
</table>

### Illnesses

<table>
<thead>
<tr>
<th>Variable</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>316/495, 63.8%</td>
<td>116/188, 61.7%</td>
<td>432/683, 63.3%</td>
<td></td>
</tr>
<tr>
<td>Functional illness</td>
<td>51/495, 10.3%</td>
<td>31/188, 16.5%</td>
<td>82/683, 12%</td>
<td></td>
</tr>
<tr>
<td>Organic illness</td>
<td>128/495, 25.9%</td>
<td>41/188, 21.8%</td>
<td>169/683, 24.7%</td>
<td></td>
</tr>
</tbody>
</table>

### Metabolic syndrome status<sup>c</sup>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>55/495, 11.1%</td>
<td>140/188, 74.5%</td>
<td>195/683, 28.6%</td>
<td></td>
</tr>
<tr>
<td>Preclinical</td>
<td>285/495, 57.6%</td>
<td>46/188, 24.5%</td>
<td>331/683, 48.5%</td>
<td></td>
</tr>
<tr>
<td>Metabolic syndrome</td>
<td>155/495, 31.3%</td>
<td>2/188, 1.1%</td>
<td>157/683, 23.0%</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Significance level in the chi-square test for testing the null hypothesis of independence of variables and gender.

<sup>b</sup> Not significant (P > .05).

<sup>c</sup> Metabolic syndrome is inferred from data presented in Table 2.
Table 2. Descriptive data (N = 683 participants)\textsuperscript{a}

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total Mean</th>
<th>SD</th>
<th>Male Mean</th>
<th>SD</th>
<th>Female Mean</th>
<th>SD</th>
<th>Reference values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reported biochemistry, blood pressure, and anthropometrics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>203.23</td>
<td>38.03</td>
<td>203.92</td>
<td>38.76</td>
<td>201.43</td>
<td>36.07</td>
<td>&lt;200</td>
</tr>
<tr>
<td>HDL\textsuperscript{b} cholesterol (mg/dL)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>60.01</td>
<td>23.37</td>
<td>56.68</td>
<td>23.13</td>
<td>68.79</td>
<td>21.70</td>
<td>Male: &gt;29, female: &gt;35</td>
</tr>
<tr>
<td>LDL\textsuperscript{c} cholesterol (mg/dL)\textsuperscript{*,††,‡‡} (Friedewald formula)</td>
<td>120.48</td>
<td>40.08</td>
<td>122.61</td>
<td>41.49</td>
<td>114.86</td>
<td>35.59</td>
<td>&lt;100</td>
</tr>
<tr>
<td>Triglycerides (mg/dL)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>113.72</td>
<td>71.03</td>
<td>123.16</td>
<td>74.44</td>
<td>88.88</td>
<td>53.91</td>
<td>&lt;150</td>
</tr>
<tr>
<td>Glucose (mg/dL)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>90.09</td>
<td>16.63</td>
<td>91.89</td>
<td>17.79</td>
<td>85.34</td>
<td>11.90</td>
<td>74–106</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>122.73</td>
<td>11.23</td>
<td>124.51</td>
<td>10.17</td>
<td>118.06</td>
<td>12.50</td>
<td>&lt;120</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>78.54</td>
<td>7.91</td>
<td>79.44</td>
<td>7.20</td>
<td>76.15</td>
<td>9.12</td>
<td>&lt;80</td>
</tr>
<tr>
<td>Heart rate (beats/minute)\textsuperscript{<strong>,</strong>††,‡}</td>
<td>70.09</td>
<td>10.12</td>
<td>69.22</td>
<td>10.15</td>
<td>72.37</td>
<td>9.70</td>
<td>60–90</td>
</tr>
<tr>
<td>Weight (kg)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>75.27</td>
<td>13.60</td>
<td>79.72</td>
<td>11.57</td>
<td>63.55</td>
<td>11.43</td>
<td>NA\textsuperscript{d}</td>
</tr>
<tr>
<td>Height (cm)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>172.93</td>
<td>7.86</td>
<td>176.02</td>
<td>6.00</td>
<td>164.78</td>
<td>6.18</td>
<td>NA</td>
</tr>
<tr>
<td>Body mass index (kg/m\textsuperscript{2})\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>25.06</td>
<td>3.61</td>
<td>25.71</td>
<td>3.39</td>
<td>23.35</td>
<td>3.62</td>
<td>&lt;25</td>
</tr>
<tr>
<td>Waist circumference (cm)\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>90.42</td>
<td>12.06</td>
<td>93.76</td>
<td>10.30</td>
<td>81.63</td>
<td>11.98</td>
<td>Male: &lt;102, female: &lt;88</td>
</tr>
<tr>
<td><strong>Estimated weekly activity (metabolic equivalents, minutes/week)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>436.17</td>
<td>451.37</td>
<td>455.98</td>
<td>469.64</td>
<td>384.03</td>
<td>395.75</td>
<td></td>
</tr>
<tr>
<td>Moderate activity</td>
<td>378.38</td>
<td>445.24</td>
<td>370.26</td>
<td>449.14</td>
<td>399.73</td>
<td>435.27</td>
<td></td>
</tr>
<tr>
<td>Vigorous activity\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>551.59</td>
<td>822.88</td>
<td>630.80</td>
<td>857.98</td>
<td>343.02</td>
<td>681.59</td>
<td></td>
</tr>
<tr>
<td>Total activity\textsuperscript{<strong>,</strong>†}</td>
<td>1366.14</td>
<td>1239.34</td>
<td>1457.05</td>
<td>1275.36</td>
<td>1126.78</td>
<td>1106.97</td>
<td></td>
</tr>
<tr>
<td><strong>Reported absenteeism</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lost working days (in previous 12 months)\textsuperscript{††,‡‡}</td>
<td>5.87</td>
<td>14.80</td>
<td>5.34</td>
<td>16.29</td>
<td>7.25</td>
<td>9.74</td>
<td></td>
</tr>
<tr>
<td><strong>Stress and control perception scales (AU)\textsuperscript{e}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4SQ\textsuperscript{Q}\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>16.86</td>
<td>20.11</td>
<td>14.75</td>
<td>18.53</td>
<td>22.41</td>
<td>22.91</td>
<td></td>
</tr>
<tr>
<td>Stress\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>2.64</td>
<td>2.70</td>
<td>2.53</td>
<td>2.72</td>
<td>3.67</td>
<td>3.05</td>
<td></td>
</tr>
<tr>
<td>Fatigue\textsuperscript{<strong>,</strong>††,‡‡}</td>
<td>2.84</td>
<td>2.86</td>
<td>2.28</td>
<td>2.54</td>
<td>3.60</td>
<td>2.88</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>4.11</td>
<td>3.16</td>
<td>4.17</td>
<td>3.27</td>
<td>3.95</td>
<td>2.83</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Although in the subsequent steps of analysis statistical evaluation of perceived stress and control scales is performed in nonmetric terms, in this table, for practical reasons, they are presented as means and SD.

\textsuperscript{b} High-density lipoprotein.

\textsuperscript{c} Low-density lipoprotein.

\textsuperscript{d} Not applicable.

\textsuperscript{e} Arbitrary units.

\textsuperscript{f} Subjective Stress Symptoms Score Questionnaire.

Significance level in the univariate analysis of variance (the null hypothesis is the equality of within-gender means): \textsuperscript{*}significant at the .05 level, \textsuperscript{**}significant at the .001 level. Actual \textit{P} value for LDL cholesterol is \textit{P} = .02.

Significance level in Mann-Whitney test (the null hypothesis is the equality of within-gender distributions): \textsuperscript{†}significant at the .05 level, \textsuperscript{††}significant at the .001 level. Actual \textit{P} value for LDL cholesterol is \textit{P} = .01.

Significance level in Kolmogorov-Smirnov test (the null hypothesis is the equality of within-gender distributions): \textsuperscript{‡}significant at the .05 level, \textsuperscript{‡‡}significant at the .001 level. Actual \textit{P} value for LDL cholesterol is \textit{P} = .03; for heart rate is \textit{P} = .01; for total activity is \textit{P} = .01.

Regarding step (2), we set up numeric indicators to represent the underlying domains of stress, control, and lifestyles, with the categorical principal component analysis method (CATPCA, SPSS version 18; IBM Corporation, Somers, NY, USA), also
known in the statistical literature as nonlinear principal component analysis, or PRINCALS [28]. PRINCALS is an advanced multivariate statistical analysis technique addressed to data dimensionality reduction problems. It is still relatively little used in many fields of application, probably due to its intrinsic complexity, but it offers potentials in data analysis not shared by ordinary methods. Since it is not so well known yet, we provide a brief description of its main characteristics.

Unlike other methods such as principal component analysis (PCA) or factor analysis, PRINCALS can jointly handle qualitative and quantitative variables to convey their informational content in a small, a priori fixed number of dimensions (ie, unobservable variables), thus synthesizing data with the least possible loss of information. PRINCALS constructs dimensions that have zero mean and are pairwise uncorrelated by minimizing a loss function under several restrictions [28]. The minimization is made with respect to a set of unknown quantities, namely object (or dimension) scores (ie, values of dimensions) and category quantifications (ie, values that are attributed to categories of the original qualitative variables). Unlike PCA, the minimization problem does not admit a closed-form solution. It requires iterative procedures (Figure 1), specifically the alternating least squares algorithm. This is essentially a 2-step process that alternates updated solutions over object scores and category quantifications. Within the PRINCALS routine, qualitative variables are quantified, or optimally scaled, in the sense that their categories are replaced by metric values. So, optimal scaling transformations account for the different measurement level of variables. Nominal variables are quantified through application of the so-called centroid principle [28]. Ordinal variables are quantified through the weighted monotonic regression transformation, which allows the rank order to be preserved among ordinal categories. Numerical variables, being already metric, are generally simply standardized. More complex transformations can also be involved—for example, spline functions could be applied to nominal and ordinal variables [28]. Summing up, PRINCALS reaches two goals simultaneously: quantifying where necessary, and reducing the number of original variables (both qualitative and quantitative) by extracting dimensions. In addition, the PRINCALS routine automatically rotates the extracted dimensions to refer them to their principal axes in analogy with PCA. Accordingly, the computed dimensions reproduce the maximum possible variation in data or, more precisely, in optimally scaled variables. After extraction, dimensions, being unobservable variables, require interpretation in order to establish which semantic fields or domains of original variables they account for. Interpretation is mainly based on the so-called component loadings, which are linear correlation coefficients of dimensions and optimally scaled variables. Dimensions assume the meaning from the variables with which they are more highly correlated, in a negative or positive sense. Usually, a threshold (absolute) value of 0.4 is introduced to distinguish negligible (<0.4) from essential (≥0.4) component loadings. Once their meaning is assessed, dimensions are likely to be treated as indicators of the specific semantic fields they represent.

Another aspect of concern regards the choice of the “ideal” number of dimensions to be extracted. Such a number has to be fixed before the PRINCALS routine starts. In this study we tackled this problem by relying on a combination of several criteria: parsimony (few dimensions give a simpler description of data), accuracy (many dimensions fit data better), and interpretability (dimensions accounting for smaller proportions of variance tend to explain noise in data, rather than a systematic tendency). Accuracy is assessed through total and per-variable variance accounted for (VAF) indices, which provide the percentage of variance relating to the set of optimally scaled variables that is accounted for by the whole set of extracted dimensions (total VAF) and the single dimensions taken one at a time (per-variable VAF). The Cronbach alpha index [31] is also provided. It assesses the degree of internal consistency of (optimally scaled) variables and their relating indicator, to verify whether they jointly measure the same construct. This further supports the interpretations.

In this way, by applying PRINCALS to the set formed by the 4SQ scale and the perceived stress, control, and fatigue scales (ordinal data) [13-16], we obtained stress and control (numeric) indicators. As for lifestyle components, we obtained activity, smoking, and alcohol (numeric) indicators by applying PRINCALS to the whole set formed by the lifestyle qualitative variables (Table 1) and the quantitative estimation in METs of activity (Table 2).

Subsequently, with regard to step (3) (Figure 1), we employed the k-means clustering method [29] to construct subject typologies with respect to the following six components used as classification variables: stress and control indicators, lifestyle indicators (ie, activity, smoking, alcohol), and reported absenteeism (Table 2). The k-means clustering method is a nonhierarchical, iterative algorithm of classification that forms clusters (or groups) by minimizing the (squared) Euclidean distance between subjects and cluster centroids—that is, within-cluster vectors containing the means of variables. This is the same as forming clusters by minimizing the within-cluster deviance (ie, sum of squares).

This method has some well-known weaknesses: (1) final classification may depend on the order in which subjects appear in the data matrix, and (2) the number of groups has to be fixed a priori. We addressed the problem of order dependency (problem 1) by employing a k-means cluster with random starts. A random start implies that the algorithm is initialized by choosing the k subjects, which have to represent the initial k clusters (so-called seeds), at random and without replacement. Then, the procedure iteratively attributes the remaining subjects to the nearest cluster on the basis of the squared Euclidean distance computed after updating the cluster centroids. Usually, it is advisable to adopt a great amount of random starts, and choose the partition that guarantees the minimum within-cluster deviance, so as to form groups that are as homogeneous as possible. Regarding problem (2), how to choose the ideal number of groups, we compute the Calinski-Harabasz (CH) statistic [32], which is given by the ratio of between-cluster variance to within-cluster variance. Both these variances derive from the division of the corresponding deviances by degrees of freedom equal to k in between-cluster variance and N–k in
within-cluster variance, where \( N \) is the total number of subjects. Such a statistic is thus adjusted for the number of groups, and results derived from different classification schemes can be directly compared. The larger the statistic value, the greater the separation between groups, and the better the classification scheme pertaining to that specific partition in \( k \) groups.

An interesting feature of \( k \)-means clustering is its capacity to detect outliers—subjects with anomalous features with respect to the majority of data. If the algorithm is carried out as the number of groups increases, it may reveal small groups of isolated subjects that stably remain the same from a specific \( k \) onward. These small clusters can then be regarded as individuals or groups of outlying units, which can be removed and handled separately if proven to strongly affect results.

In this study, we performed \( k \)-means clustering (Figure 1) with 1000 random starts with the number of groups varying from \( k = 2 \) to \( k = 15 \) in two different phases. In the first phase, the algorithm was run with the specific goal of detecting potential outliers. To guarantee the same weight in the classification process, all six classification variables were standardized (z score) to have a mean of 0 (SD 1) before entering the clustering procedure. This shows the presence of six outliers (0.9% of the population), five falling in the same cluster plus one being isolated, which we therefore discarded in subsequent analyses. In the second phase, after removal of outliers, classification variables were standardized again. The algorithm was then performed as before on the remaining 677 participants. According to the CH statistic, seven is the optimal number of groups. Interpretation of clusters as subject typologies was carried out by means of boxplots of the within-clusters distribution of the classification variables. Typologies were labeled by the prevailing aspects that distinguished them from each other. In the absence of benchmarking and within the constraints of the present preliminary study, validation of groups was appraised with inferential procedures. Significance of differences between clusters was assessed with both parametric (univariate and multivariate ANOVA [MANOVA], and squared Mahalanobis distance test) and nonparametric (Kruskal-Wallis test) testing procedures [29,30], thus allowing for evaluation of the importance of all classification variables simultaneously, as well as one variable at a time. In particular, parametric procedures verified the hypotheses of equality of all cluster means for each single variable (ANOVA), equality of all cluster centroids (MANOVA), and equality of cluster centroids compared pairwise (squared Mahalanobis distance test). Kruskal-Wallis test, the nonparametric version of ANOVA, allows the equality of all cluster medians for each single variable to be checked.

Regarding step (4) (Figure 1), we first inferred the MeS status by the presence of at least three of the following ATR III criteria: (1) blood pressure \( \geq 130/85 \text{ mmHg} \), (2) triglyceride levels \( \geq 150 \text{ mg/dL} \), (3) high-density lipoprotein cholesterol \( < 40 \text{ mg/dL} \) for males and \( < 50 \text{ mg/dL} \) for females, (4) fasting glycemia \( > 100 \text{ mg/dL} \), and (5) waist circumference \( > 102 \text{ cm} \) for males and \( > 88 \text{ cm} \) for females. Participants with fewer than three factors were classed as preclinical, and those with no factors were classed as normal (Table 1).

Subsequently, we studied personal data (gender, work categories, and age group), illness, and MeS status with respect to subject typologies by computing within-typology and total percentages. Total percentages are computed for each variable on the whole set of participants without considering their aggregation in typologies. They can also be viewed as weighted arithmetic means of their corresponding within-typology percentages, where weights are given by the number of participants falling in the corresponding categories of the variables. Comparisons between total and within-typology percentages therefore reveal whether certain participants’ characteristics tend to concentrate more highly (or more mildly) in specific groups than in the population. This analysis is mostly carried out in descriptive terms, by means of barcharts of within-typology and total percentage distributions computed for each variable. An overall chi-square test is first performed to verify whether subject typologies and those variables, considered one at a time, are statistically independent.

Subsequently, to learn more about the nature of associations between subject typologies and the various categories on personal data, illnesses, and MeS status, as revealed by chi-square tests, we computed standardized (or adjusted) Pearson residuals (APRs) [33]. For each 2-way contingency table obtained by cross-classifying subjects with respect to typologies and the above variables, APRs are given by the differences between corresponding observed and expected (ie, under the independence hypothesis) frequencies of subjects, which are then divided by their standard errors [33]. Given that APRs are asymptotically standard normal, inferences can be drawn, and significant single associations between typologies and categories of the above variables can be detected. Usually, an APR is considered “too great” to be consistent with a no-association hypothesis if it exceeds 2 or 3 in absolute value. Expressed in terms of (2-tailed) \( P \) values (taken from the standard normal), the two thresholds correspond, respectively, to \( P = .046 \) and \( P = .003 \). In this study, we introduced the value of 3.5 as well, which allows significant results to be detected at the level of \( P < .001 \).

Unless otherwise indicated, throughout this study the significance level was set at the .05 level. PRINCALYS analysis, ANOVA, MANOVA, Kruskal-Wallis, Mann-Whitney, Kolmogorov-Smirnov, chi-square test, and APR were performed with SPSS version 18 (IBM Corporation, Somers, NY, USA); \( k \)-means clustering with random starts and graphics appearing next were carried out in the R environment, version 2.13.0 (R Foundation, Vienna, Austria); the squared Mahalanobis distance test was computed with SAS version 9.1 (SAS Institute, Cary, NC, USA).

**Results**

Below we present results of analyses following the four steps schematized in the Statistics section (Figure 1).

**Summary Descriptive Statistics**

Descriptive personal and lifestyle data of 683 participants are presented in Table 1.
Their modal age was 45–54 years, and gender was 72.5% (495/683) male and 27.5% (188/683) female. They were in a large majority (629/683, 92.1%) white collar workers (only 3.7%, 25/683, blue collar workers and 4.2%, 29/683, managers) and were almost solely from one country (Italy). The majority of females (124/188, 66% females) were junior white collar workers, while a higher proportion of males than females occupied blue collar (24/495, 4.8% males vs 1/188, 0.5% females), senior white collar (197/495, 39.8% males, vs 59/188, 31.4% females), and management positions (25/495, 5.1% males, vs 4/188, 2.1% females).

Data show that age was unevenly distributed, although the distributions of males and females over age groups are similar. More than 70% (481/683) participants were nonsmokers, in accord with the smoking ban of the company. Almost 40% (270/683) declared an absence of physical activity; the majority (374/683, 54.8%) did not drink or remained within 1 to 2 glasses of wine or beer per week. Almost 80% (539/683) did not drink any alcohol, especially females (178/188, 94.7% females).

About 12% (82/683) of respondents said they had functional disturbances, and almost 25% (169/683) reported some form of chronic disease; the majority, however (432/683, 63%), said they had no active diseases. There were no apparent differences between males and females.

Almost 49% (331/683) of participants (preclinical) reported one or two risk factors for MeS, and 23% (157/683) had MeS status. Most females (140/188, 74.5%) declared no risk factors, while the majority of males appeared preclinical (285/495, 57.6%) or within MeS (155/495, 31.3%). Chi-square test showed significant differences between males and females as regards work categories, alcohol habit (wine or beer, and alcohol in glasses per week), and MeS status (see Table 1).

Table 2 summarizes statistics on reported biochemical and anthropometric data, corroborating that, as expected from a working population prevalently comprising middle-aged workers, mean population values are reasonably within or near normal limits. Estimated weekly METs of activity were quite low owing to substantial lack of moderate or vigorous activity in a large fraction (about 25%, first quartile) of the study population. Regarding reported absenteeism, yearly lost days were overall very low (mean 5.87 days/year) with a single notable exception (300 days). Average indices of perceived bodily symptoms, stress, fatigue, and control were all within the range that can be observed in normal individuals in our laboratory.

Parametric and nonparametric testing procedures (see Table 2) agree on supporting significant differences between males and females in all reported biochemistry (except total cholesterol), as well as blood pressure and anthropometrics. Vigorous and total activity, reported absenteeism, and 4SQ, perceived stress, and fatigue scales were also significantly different.

**Setting Up of Stress, Control, and Lifestyle Indicators**

To account for the multivariate nature of domains under study, we applied the PRINCALS method to the two sets formed by (1) the four stress and control perception scales, and (2) lifestyle variables, thus obtaining, respectively (1) two dimensions, which can be interpreted as indicators of stress and control (total VAF: 84.2% of variance of the four optimally transformed scales of self-reported stress and control; total Cronbach alpha = .937) and (2) three dimensions interpreting lifestyles, which can be regarded as indicators of activity, smoking, and alcohol habit (total VAF: 70.1% of all optimally transformed lifestyle variables; total Cronbach alpha = .947).

These interpretations of the indicators derive from the analysis of component loadings. In particular, component loadings for the stress indicator are .885 with the 4SQ scale, .885 with the perceived fatigue scale, .870 with the perceived stress scale, and .310 with the perceived control scale. This denotes a strong linear relationship of the stress indicator with the first three scales, while the link with the control domain turns out to be negligible. Notably, the stress indicator accounts for 60.5% of the total variance. Moreover, Cronbach alpha computed for the (optimally transformed) 4SQ, perceived stress, and fatigue scales is equal to .934 if the stress indicator is involved in computations, but .865 if the stress indicator is disregarded. The three scales and their indicators are therefore characterized by a high internal consistency.

On the other hand, the component loadings for the control indicator are equal to −.030 with the 4SQ scale, −.172 with the perceived fatigue scale, −.129 with the perceived stress scale, and .949 with the perceived control scale. This suggests interpreting the second dimension in terms of the control indicator, which accounts for 23.7% of the total variance.

Interpretation of lifestyle dimensions as indicators is based on the component loadings reported in Table 3. It is apparent that dimension 1 is highly positively correlated with activity variables (VAF: 32.4%), dimension 2 with smoking variables (VAF: 21.9%), and dimension 3 with alcohol variables (VAF: 15.8%). Moreover, Cronbach alpha values computed for each subset of the lifestyle variables (denoted with a, b, and c in Table 3) and the corresponding indicator are high (Table 3, next to last row), thus proving high internal consistency in all cases.
Table 3. Component loadings for lifestyle indicators

| Lifestyle (quantified) variables | Lifestyle indicators
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dimension 1&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Smoking habit</td>
<td>–.067</td>
</tr>
<tr>
<td>Intend to quit</td>
<td>–.079</td>
</tr>
<tr>
<td><strong>Estimated metabolic equivalents of activity</strong></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>.571&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Moderate activity</td>
<td>.710&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Vigorous activity</td>
<td>.773&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total activity</td>
<td>.975&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Frequency of structured physical activity</td>
<td>.716&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Wine or beer (glasses/week)</td>
<td>.094</td>
</tr>
<tr>
<td>Alcohol (glasses/week)</td>
<td>.065</td>
</tr>
<tr>
<td>Variance accounted for</td>
<td>32.4%</td>
</tr>
<tr>
<td><strong>Cronbach alpha</strong></td>
<td></td>
</tr>
<tr>
<td>With dimension</td>
<td>.882</td>
</tr>
<tr>
<td>Without dimension</td>
<td>.808</td>
</tr>
</tbody>
</table>

<sup>a,b,c</sup> Component loadings with absolute value >0.4. a: dimension 1 = activity indicator, b: dimension 2 = smoking indicator, c: dimension 3 = alcohol indicator.

**Construction of Subject Typologies**

The k-means clustering method with 1000 random starts was employed to form clusters of participants according to their scores on the indicators of stress, control, activity, smoking, and alcohol, and their reported absenteeism, all used as classification variables in standardized form. Table 4 reports their minimum and maximum values and quartiles. By comparing the maximum value with the third quartile, it is apparent that outlying participants (in a univariate sense) are present in the dataset. For instance, regarding reported absenteeism, 75% of participants had z scores equal at most to 0.0091, while the maximum value is 19.88. This clearly denotes the presence of at least one outlier. A similar argument can be advanced for the alcohol indicator and, though less apparently, also for the stress, activity, and smoking indicators.

Table 4. Descriptive data of classification variables (N = 683 participants)

<table>
<thead>
<tr>
<th>Indicators (z score)</th>
<th>Minimum</th>
<th>Maximum</th>
<th>1st quartile</th>
<th>2nd quartile</th>
<th>3rd quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress</td>
<td>–1.2404</td>
<td>3.3452</td>
<td>–0.7531</td>
<td>–0.3071</td>
<td>0.5719</td>
</tr>
<tr>
<td>Control</td>
<td>–2.1358</td>
<td>1.4964</td>
<td>–1.0103</td>
<td>0.0668</td>
<td>1.0068</td>
</tr>
<tr>
<td>Activity</td>
<td>–1.3373</td>
<td>4.6326</td>
<td>–0.7692</td>
<td>–0.2112</td>
<td>0.5596</td>
</tr>
<tr>
<td>Smoking</td>
<td>–0.6954</td>
<td>4.5797</td>
<td>–0.5658</td>
<td>–0.4533</td>
<td>–0.1202</td>
</tr>
<tr>
<td>Alcohol</td>
<td>–1.7381</td>
<td>10.6010</td>
<td>–0.5668</td>
<td>–0.2588</td>
<td>0.4445</td>
</tr>
<tr>
<td>Reported absenteeism</td>
<td>–0.3964</td>
<td>19.8797</td>
<td>–0.3964</td>
<td>–0.1937</td>
<td>0.0091</td>
</tr>
</tbody>
</table>

Moreover, standardized classification variables (Table 4) proved overall to have very low linear correlations (table omitted for simplicity), so no multicollinearity problem arose. This excludes the drawback of more highly correlated variables exerting higher weights on the classification procedure. By construction the three indicators of lifestyles are uncorrelated with each other, as well as the two indicators of stress and control. With regard to cross-comparisons between different sets of variables, the two highest observed correlations, in absolute value, concern reported absenteeism and stress indicator (0.24), and activity indicator and stress indicator (–0.17). The other correlations, being close to zero, are negligible.

Figure 2 shows values of the CH statistic obtained by repeatedly applying the k-means algorithm with the number of groups increasing from k = 2 to k = 15. A first run (Figure 2, circles) of this procedure revealed that the partition guaranteeing the maximal separation of groups is that formed by seven clusters (CH = 154.93). Two among these, however, were very small groups, which involved 6 participants in all (6/683, 0.9%), 5 falling in the same cluster plus 1 being isolated. In particular,
this latter participant (male) was featured by a very high absenteeism score (300 lost working days, which corresponds to a $z$ score of 19.88), a very high stress score (3.27), and a very low activity score (−1.14). Moreover, he was in the 45–54 year age group, was a junior white collar worker, and reported having an organic illness. The other 5 participants (4 males, 1 female) were characterized by the highest scores on alcohol and smoking indicators. In addition, they had the highest scores for stress and absenteeism; 4 of these participants reported a functional illness and the other an organic illness; 3 were in the 45–54 year age group and the other 2 were more than 54 years old; 1 was a blue collar worker, 2 were junior white collar workers, and 2 were senior white collar workers.

As these two small groups constantly kept the same structure while the number of groups increased, we consider them to be formed by outliers, and accordingly we removed them from subsequent analyses. We then restandardized the classification variables on the remaining 677 participants. After outlier removal, correlations between classification variables were practically unchanged. A reduced correlation of reported absenteeism and stress indicator (0.19) is the unique appreciable variation.

The k-means clustering procedure with 1000 random starts, performed under these new circumstances, produced a new set of values on the CH statistic, which we computed, once again, as the number of groups varied from $k = 2$ to $k = 15$ (Figure 2, diamonds). This figure clearly illustrates that the CH statistic assumes the highest values at five clusters (CH = 149.28) and seven clusters (CH = 149.49). After careful consideration we opted for seven clusters, as compared with five (data not shown for simplicity), because this classification better represents the main differences, as well as similarities, between participants.

The first three columns of Table 5 show information about cluster sizes. Numeric cluster labels (first column) are automatically assigned by the clustering procedure, without any specific meaning. The biggest cluster (cluster 5) contains 194 participants (194/677, 28.7%), while the smallest (cluster 7) consists of 20 (20/677, 3%).

Figure 2. Calinski-Harabasz statistic in k-means clustering with 1000 random starts. First phase (line with circles): detection of outliers; second phase, after outlier removal (line with diamonds): search for optimal number of clusters.
Table 5. Cluster size and description of subject typologies

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Count</th>
<th>Percentage</th>
<th>Description of typology</th>
<th>Typology label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>13.3</td>
<td>Highest levels of alcohol habit; mostly nonabsentees, nonsmokers; control indicator highly variable</td>
<td>Alcohol</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>14.5</td>
<td>Highest levels of smoking habit; mostly non-physically active, nondrinkers, nonabsentees; control indicator highly variable</td>
<td>Smoking</td>
</tr>
<tr>
<td>3</td>
<td>88</td>
<td>13.0</td>
<td>Highest levels of stress; mostly lower levels of control, non-physically active, nonsmokers</td>
<td>High stress</td>
</tr>
<tr>
<td>4</td>
<td>57</td>
<td>8.4</td>
<td>Highest levels of physical activity; mostly lower levels of stress, nonsmokers, nondrinkers, nonabsentees</td>
<td>Physical activity</td>
</tr>
<tr>
<td>5</td>
<td>194</td>
<td>28.7</td>
<td>Highest levels of control; mostly lower levels of stress, nonsmokers, nonabsentees</td>
<td>High control</td>
</tr>
<tr>
<td>6</td>
<td>130</td>
<td>19.2</td>
<td>Lowest levels of stress and control; mostly nonsmokers, nonabsentees</td>
<td>Low stress and control</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>3.0</td>
<td>Highest levels of absenteeism; mostly nonsmokers, nondrinkers; stress and control indicators highly variable</td>
<td>Absenteeism</td>
</tr>
<tr>
<td>Total</td>
<td>677</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Interpretation of clusters in terms of subject typologies is derived from the analysis of boxplots of within-cluster distributions (Figure 3) of the standardized classification variables. In particular, remarkable associations with specific groups can be observed, such as cluster 3, in which high stress might be associated with low activity, and conversely, a high level of physical activity might be associated with low level of stress in cluster 4. However, similar patterns may not be apparent across the entire survey population, thus suggesting that the relationship between stress and physical activity can assume various forms, especially if considered in the presence of other participants’ characteristics—for example, work category, age, or presence of illnesses.

Differences in absenteeism across clusters are limited, with the exception of cluster 7, which contains all the participants with the greatest number of lost working days. As for stress, nearly 50% of participants in the cluster with the highest levels of stress (cluster 3) reported some absenteeism. The other clusters, including the one with the highest reported activity (cluster 4), show very low levels of absenteeism.

Finally, hypothesis testing procedures, carried out with both parametric and nonparametric methods, empirically supported significant differences between the seven clusters. In detail, the MANOVA procedure led us to reject the null hypothesis of equal cluster centroids with all six classification variables considered simultaneously (Wilks’ lambda: $P < .001$; Hotelling-Lawley trace: $P < .001$). Also, the squared Mahalanobis distance test led us to reject the hypothesis of equality between cluster centroids in all 21 possible comparisons between couples of groups ($P < .001$). Finally, for each variable, univariate ANOVA led us to reject ($P < .001$) the hypothesis of equal cluster means, and Kruskal-Wallis test led us to reject the hypothesis of equal cluster medians ($P < .001$).

The last two columns in Table 5 summarize the findings of cluster characterization in terms of subject typologies. They contain a summary description of specific characteristics of these clusters and the labels of the typologies they represent.
Relationships Between Subject Typologies and Personal Data, Illness, and Metabolic Syndrome

The final step of our study consisted of assessing potential relationships between subject typologies and each of personal data, illness status, and MeS. This analysis was mostly carried out in descriptive terms through computation and then comparison of within-typology and total percentage distributions.

Figure 4 presents panels of barcharts of within-typology and total percentages, the latter of which were computed for each variable on the set of 677 participants remaining after outlier deletion, without considering classification. Several worthwhile aspects are detailed in Multimedia Appendix 1, and schematically indicated below. Table 6 summarizes the main features that distinguish the subject typologies in terms of the major (or minor) concentration of participants with certain characteristics as compared with the survey population.

Chi-square test empirically supported significant associations between subject typologies and personal data, illness status, and MeS condition. Specifically, overall associations between subject typologies and either gender, work categories, illness, or MeS status were all significant at the .001 level; association with age group was significant at the .05 level ($P = .02$). The more thorough analysis subsequently carried out with APR (Figure 4, boxed symbols – and +) highlighted that specific associations between single typologies and categories of variables were stronger than expected under statistical independence. In particular, the overall significant relationship between gender and subject typologies appeared to substantially arise from the significant associations involving the alcohol cluster (more males than expected) and the high stress cluster (more females than expected). Moreover, the alcohol cluster included fewer participants without risk factors for MeS and more with preclinical MeS than expected. The high stress cluster turned out to be significantly positively associated with workers aged 35–44 years, junior white collar workers, respondents reporting functional or organic illnesses, and those without MeS. Conversely, the high stress cluster was significantly negatively associated with senior white collar workers. The physical activity cluster was significantly positively associated with participants without illness or without risk factor for MeS. It was significantly negatively associated with senior white collar workers and participants with MeS. The absenteeism cluster proved to be significantly positively associated with older participants (>54 years), blue and junior white collar workers, and participants with organic illnesses. Conversely, it was significantly negatively associated with senior white collar workers and those without illnesses. Finally, the low stress and control cluster was significantly positively associated with participants without illnesses and negatively with those reporting functional illnesses.
Figure 4. Barcharts of within-typology percentage distributions of personal data (gender, work categories, age group), illness status, and metabolic syndrome (MeS). Details regarding statistical symbols and significance are reported in Multimedia Appendix 1. (Phys = physical, Strs&Ctrl = stress and control; Tot. perc. = total percentage).

Table 6. Composition of subject typologies with respect to personal data, illnesses, and metabolic syndrome condition, and prevailing characteristics with respect to the distribution (more or less) of the considered characteristic in the survey population (descriptive analysis)

<table>
<thead>
<tr>
<th>Typology</th>
<th>Label</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alcohol</td>
<td>More males, senior white collar workers, managers, with preclinical MeS or MeS, &gt;54 years old</td>
</tr>
<tr>
<td>2</td>
<td>Smoking</td>
<td>More &lt;35 years old</td>
</tr>
<tr>
<td>3</td>
<td>High stress</td>
<td>More females, junior white collar workers, 35–44 years old, with functional or organic illnesses, without MeS; less blue collar workers, &gt;54 years old, preclinical MeS</td>
</tr>
<tr>
<td>4</td>
<td>Physical activity</td>
<td>More blue collar and junior white collar workers, &lt;35 years old, healthy, without MeS; less with functional or organic illnesses, with MeS</td>
</tr>
<tr>
<td>5</td>
<td>High control</td>
<td>More senior white collar workers and managers, 45–54 years old</td>
</tr>
<tr>
<td>6</td>
<td>Low stress and control</td>
<td>More healthy, 35–54 years old; less &lt;35 years old, with functional or organic illnesses</td>
</tr>
<tr>
<td>7</td>
<td>Absenteeism</td>
<td>More females, blue collar and junior white collar workers, &gt;54 years old, with functional or organic illnesses, with MeS; less 35–54 years old; no managers</td>
</tr>
</tbody>
</table>

Discussion

This study shows the feasibility of assessing health profile, lifestyles, and work habits using an ad hoc self-administered questionnaire via an Intranet application of a large company. The basic ingredients of such an assessment consist in constructing numeric indicators, whichever is the nature of the available information (qualitative and/or quantitative), forming subject typologies from how the indicators combine, and investigating the composition of subject typologies with respect to external variables (ie, variables not involved as classification variables). The main potential of this approach is that it does not require imposing any functional form to relationships between variables, given that, if present, these relationships are learned directly from the data.

Statistics
A strength of our study is that the use of advanced multivariate statistical methods (ie, PRINCALS [28] and k-means clustering [29] methods) allows the derivation from self-reported data of a series of numeric indicators describing several unobservable variables [34], such as perceived stress and control, and lifestyle domains, as well as the construction of subject typologies and examination of their possible relationship with personal data, illness, and MeS status.

Regarding the specific potentials, unlike statistical–probabilistic modeling, our data-driven approach did not require us to specify functional forms for the relationships between variables, which would have been inappropriate in this context due to the exploratory purposes of the study. In addition, this approach allowed us to get around possible limitations inherent in the available information, especially participants’ self-selection. Being exploratory, these methods do not aspire to generalize findings to sets of subjects not expressly involved in the survey. Their descriptive range is confined within “what is actually observed,” so it does not really matter whether subjects are self-selected or not. Collected data are treated as the unique reference population, whose characteristics are then synthesized, described, and interpreted.

However, in the study we did not completely discard statistical testing procedures. Undoubtedly, the nonidentifiability of the target population implies that test results should be interpreted with some caution, since it is not clear to which population the drawn inferences have to be referred. This is a critical point shared by most surveys, especially Web surveys. Even if the reference population should be a priori well defined (such as in our case, where the reference population is given by the 24,000 workers of the Italian branch of the company), a large number of nonrespondents, typically occurring in these kinds of surveys, would make the set of respondents not representative of the entire population. Nonetheless, statistical tests may help reveal crucial relationships deserving more careful consideration, as well as give rise to new research conjectures which ad hoc studies should address in future investigations. This is the main reason why we have performed inferential analyses as well.

As we claimed, we have performed both parametric and nonparametric testing procedures to take advantage of their specific potentials [29,30]. As it is known in statistical literature, parametric tests may lead to unbiased conclusions, either if data are far from being normally distributed or if any other basic assumption fails to hold, such as the requirement of homogeneity of within-group variances in univariate ANOVA. In most situations the distribution of quantitative data can be rendered approximately normal, or within-group variances can be made homogeneous, by appropriate transformations—for example, by computing the logarithm of values of each variable. However, this procedure may complicate interpretations of results, since these latter have to be referred to transformed, instead of original, data. Conversely, nonparametric procedures, being distribution-free, are not sensitive to departures from normality. They are recognized, however, to be generally less powerful than parametric procedures, in the sense that, for a fixed nominal significance level, nonparametric tests lead to acceptance of the alternative hypothesis when it is true with a lower probability than a parametric test. For these reasons, we have decided to rely on both parametric and nonparametric methods, and then we have considered a test result as “sufficiently revealing” if borne out as significant by both procedures.

Assessing Stress at Work
Stress is a ubiquitous component of everyday activities, affecting both work and private life. Interest in its assessment has recently increased in view of the tight relationship with a number of negative consequences, either in the subjective domain, such as perceived quality of work and absenteeism, or in the clinical domain, impairing risk profile particularly in the cardiometabolic area [8,35,36]. The majority of stress tools provide metrics that are based on self-reports with standardized questionnaires that are intrinsically prone to bias. These tools are being modified to better focus on stress at work, also in view of the recent policies that, in many countries, mandate stress assessment at work. Usually this approach focuses more on organizational aspects (following motivational models such as the demand-reward [37] or job strain [38]) than on individual physiopathological consequences, such as the increase in sympathetic drive or in hormonal burden (eg, increased cortisol secretion [12]). This selective window might only slightly impair the determination of organizational stress at companywide levels, but may be suboptimal for gathering information useful to designing and planning individualized strategies to tame stress and its health consequences, such as hypertension or worsening metabolic risk. These tools, although simultaneously addressing various aspects of people’s behavior, usually do not employ multivariate statistical techniques, jointly combining ordinal and quantitative data. In previous studies [13-16] we combined information from self-reports focusing on symptom profile and simple indicators of perception of stress, fatigue, and control, with physiopathological data consisting of simple hemodynamics (heart rate and blood pressure) and autonomic indices from heart rate variability. This approach proved valuable to appraise the elevated stress attending a companywide reorganization and to demonstrate the effectiveness of lifestyle strategies to manage stress [13]. In a different study regarding stress management in a clinical setting, in order to curtail the error bias resulting from the inherent imprecision of the subjective measures, we employed a modified approach based on the computation of hidden factors, improving the accuracy of metrics describing a combined stress dimension from multiple indicators [16]. The approach presented in the present study, based on an IT instrument, and on multivariate statistics might prove more robust as a tool to assist individual adherence to self-managed programs for lifestyle improvement and risk reduction, as mandated by several recent guidelines in the hypertension [21] or cardiology area [19].

Stress and Lifestyle
Because of the large error expected to potentially affect single variables pertaining to ill-defined concepts such as stress, to make allowance for the possible bias of the technique employed (self-reports and unsupervised questionnaire), and to address the multivariate nature of the domains under study (eg, 4SQ, and perceived stress and fatigue scales are expected to be linked...
together by inextricable interrelationships), we set up indicators of stress, control, and lifestyles, considering in particular activity, smoking, and alcohol habit. In this way it was possible to enhance the information extracted from the data set by synthesizing them in an optimal sense and limiting potentially redundant semantic overlaps. The use of the CH statistic allowed us to select the optimum number of subject typologies that emerged from the analysis and that revolved around few key indicators: alcohol and smoking habits, stress, activity, control, and absenteeism. This approach might thus extend the stress model, which we used for several years in multiple studies involving volunteers or patients [14-16], as well as workers [13], and which provided consistent results, to Web-based self-administered applications.

The present approach evaluates the relationship between typologies and personal data, allowing exploration of key aspects of health promotion and prevention strategies in a normal working population.

For example, stress has been hypothesized as a component or modulator in MeS [36]. In this study, high stress was more prevalent in females, and was observed slightly more in younger participants and junior white collar workers. Thus, stress in this specific population might promote unhealthy behavior, not so much through smoking and poor nutrition, but through inactivity, particularly in the female population [8,39,40]. High stress is also observed more easily in respondents reporting the presence of illness.

Conversely, in the MeS profile, stress unexpectedly showed an elevated percentage of normal. We might interpret this finding to indicate that in the initial phases stress may be perceived subjectively by younger workers, but metabolic implications might require the influence of additional factors over time, such as inactivity favoring the occurrence of obesity, but which cannot be observed in this exploratory investigation. Alcohol abuse could instead play a significant role in facilitating the preclinical condition of MeS. As a final consideration regarding potential validity of the present data, the MeS prevalence in the examined population is similar to that reported for general populations (eg, in the United States [41]).

Limitations

Because some investigators cast doubts on the validity of self-reported, as compared with non-self-reported, data [11], a few comments seem warranted, particularly considering the specific condition of Web-based applications designed as a part of personalized preventive strategies in the workplace [13]. First, let us consider that every kind of data (Y), either non-self-reported or self-reported, can be conceptualized [11] as the sum of the following factors: “true” data (TD), plus systematic bias (SB) and random error (RE), according to the formula $Y = \lambda_{TD}TD + \lambda_{SB}SB + RE$, where $\lambda$ denotes factor loadings.

It should also be noted that even non-self-reported data are not equivalent to error-free data: even simple transcription from paper forms may lead to about a 3% to 26% error rate [42]. Regarding bias, we should consider that it may differ according to the specific context or variable involved—for example, behavioral multicomponent constructs (exercise, stress, etc) may counterintuitively be more accurately represented by self-reports because of the lack of (potentially greater interpretative) bias introduced by a third party (physician, nurse, or technician) [11] and because subjects are likely to better interpret questions about their own behavioral conditions.

Regarding biochemical data, blood pressure, or anthropometrics, we feel confident that only a relative small bias could characterize the self-reported data of this Web-based study, considering that participants were digitally competent and highly motivated to follow the instructions accurately because the usefulness of the final report was contingent on the quality of input data. In this sense, in certain cases when self-reports are the sole source of information, they have been considered “invaluable”, as in the case of the National Health Interview Survey [43]. Moreover, it has been said that Internet-based studies, with a particular focus on self-selection, are of at least as good a quality as those provided by traditional paper-and-pencil methods [44]. For these reasons we avoided putting too much emphasis on single biochemical data, but we combined them with anthropometrics and blood pressure to estimate, as a synthetic descriptor, the MeS status, which, also in our hands [22,27], proved very useful in exploratory population studies.

In short, we are confident that possible errors, if present, are unsystematic, in the sense that they are not in the same direction or with the same magnitude, or else we should suppose that respondents agreed on hindering the survey. For the goal of this study, we therefore considered the constructed indicators and the derived subject typologies to be reliable.

Tools to assess general health and cardiovascular risk, based on a multivariate algorithm, are widely used [45,46], and their main goal is to guessestimate the probability of developing an event in a given time window (usually 5 or 10 years). Conversely, the declared goal of this Web-based questionnaire was to indicate to participants the presence or absence of areas of potential cardiometabolic risk, which could merit a focused improvement, even if the computed global risk was low (as is easily the case for young participants with just one or two usual risk factors). The same applies to those with initial levels of established risk factors, such as prehypertension or nonoptimal lipid profile, frequently combined as forerunners of MeS [46-48]. In this case the use of lifestyle-based interventions could be particularly beneficial, with very low cost and no unwanted effects [19]. The present Internet instrument, although probably suboptimal in providing “hard” health information, might instead be very useful in assisting “soft” lifestyle changes by evoking in participants the awareness and motivation [49] needed to obtain a long-term change in behavior, thus adding an educational flavor to the effectiveness of professional help. Finally, although providing intervention scores to respondents might facilitate compliance, it could also bias the overall data base. Very low occurrence of duplicate responses, however, suggests that this bias was probably minimal.

Additional caution should finally be used in evaluating quantitatively presented data, as other factors, such as the
nonsmoking policy of the company, might bias findings, particularly in regard to their external validity.

**Implications for Prevention**

In the field of early primary prevention the active role of the individual and the coaching role of the employer have been amply discussed [50]. While the current standard of medical practice for acute conditions relies heavily on institutional resources, prevention must face the challenge of long-term, patient-driven behavioral modifications, based on an agreement on lifestyle determinants. In this model, digital techniques are useful to obtain a streamlined flow of information between patients (or rather people) and the various stakeholders, having employers in the front line of investment. The present investigation showing the feasibility of assessing subject typologies and their relationship with personal characteristics at a workplace with a simple Intranet application might suggest that the time is ripe to test large-scale applications of information and computer technology for better detection and treatment of cardiometabolic risk at the population level, as a complementary benefit offered at the employer’s cost. Studies such as the present one might provide additional momentum to further IT applications as tools for health promotion in the workplace.

**Acknowledgments**

We would like to acknowledge the expert secretarial help of Giovanna Maccio’. Supported by ASI contract DCMC, PRIN 2007.

**Conflicts of Interest**

None declared

**Multimedia Appendix 1**

More detailed description of data in Figure 4.

[PDF File (Adobe PDF File), 52KB - jmir_v13i4e88_app1.pdf ]

**References**


Abbreviations

4SQ: Somatic Stress Symptoms Score Questionnaire
ANOVA: analysis of variance
APR: adjusted Pearson residual
ATP III: Adult Treatment Panel III
CH: Calinski-Harabasz
IT: information technology
MANOVA: multivariate analysis of variance
MeS: metabolic syndrome
MeTs: metabolic equivalents
PCA: principal component analysis
PRINCALS: nonlinear principal component analysis
VAF: variance accounted for
Improvement of Physical Activity by a Kiosk-based Electronic Screening and Brief Intervention in Routine Primary Health Care: Patient-Initiated Versus Staff-Referred

Matti Leijon\textsuperscript{1,2,*}, MPH, PhD; Daniel Arvidsson\textsuperscript{1,*}, MSc, PhD; Per Nilsen\textsuperscript{3}, PhD; Diana Stark Ekman\textsuperscript{1}, PhD; Siw Carljford\textsuperscript{2}, MPH; Agneta Andersson\textsuperscript{4}, PhD; Anne Lie Johansson\textsuperscript{2}, BS; Preben Bendtsen\textsuperscript{2,5}, MD, PhD

\textsuperscript{1}Center for Primary Health Care Research, Lund University/Region Skåne, Malmö, Sweden
\textsuperscript{2}Department of Medical and Health Sciences, Division of Community Medicine, Linköping University, Linköping, Sweden
\textsuperscript{3}Department of Nursing, Health and Culture, University West, Trollhättan, Sweden
\textsuperscript{4}County Council of Östergötland, R&D Department of Local Health Care, Linköping University, Linköping, Sweden
\textsuperscript{5}Motala Hospital, Department of Medicine, Motala, Sweden

*these authors contributed equally

Corresponding Author:
Matti Leijon, MPH, PhD
Center for Primary Health Care Research
Lund University/Region Skåne
CRC, building 28, floor 11, entrance 72, SUS Malmö
Malmö, 205 02
Sweden
Phone: 46 40 391 379
Fax: 46 40 391 370
Email: matti.leijon@med.lu.se

Abstract

Background: Interactive behavior change technology (eg, computer programs, Internet websites, and mobile phones) may facilitate the implementation of lifestyle behavior interventions in routine primary health care. Effective, fully automated solutions not involving primary health care staff may offer low-cost support for behavior change.

Objectives: We explored the effectiveness of an electronic screening and brief intervention (e-SBI) deployed through a stand-alone information kiosk for promoting physical activity among sedentary patients in routine primary health care. We further tested whether its effectiveness differed between patients performing the e-SBI on their own initiative and those referred to it by primary health care staff.

Methods: The e-SBI screens for the physical activity level, motivation to change, attitudes toward performing the test, and physical characteristics and provides tailored feedback supporting behavior change. A total of 7863 patients performed the e-SBI from 2007 through 2009 in routine primary health care in Östergötland County, Sweden. Of these, 2509 were considered not sufficiently physically active, and 311 of these 2509 patients agreed to participate in an optional 3-month follow-up. These 311 patients were included in the analysis and were further divided into two groups based on whether the e-SBI was performed on the patient’s own initiative (informed by posters in the waiting room) or if the patient was referred to it by staff. A physical activity score representing the number of days being physically active was compared between baseline e-SBI and the 3-month follow-up. Based on physical activity recommendations, a score of 5 was considered the cutoff for being sufficiently physically active.

Results: In all, 137 of 311 patients (44%) were sufficiently physically active at the 3-month follow-up. The proportion becoming sufficiently physically active was 16/55 (29%), 40/101 (40%), and 81/155 (52%) for patients with a physical activity score at baseline of 0, 1 to 2, and 3 to 4, respectively. The patient-initiated group and staff-referred group had similar mean physical activity scores at baseline (2.1, 95% confidence interval [CI] 1.8-2.3, versus 2.3, 95% CI 2.1-2.5) and at follow-up, (4.1, 95% CI 3.4-4.7, vs 4.2, 95% CI 3.7-4.8).

Conclusions: Among the sedentary patients in primary health care who participated in the follow-up, the e-SBI appeared effective at promoting short-term improvement of physical activity for about half of them. The results were similar when the e-SBI was...
patient-initiated or staff-referred. The e-SBI may be a low-cost complement to lifestyle behavior interventions in routine primary health care and could work as a stand-alone technique not requiring the involvement of primary health care staff.
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**Introduction**

Physical inactivity is acknowledged to be the fourth leading risk factor for global mortality [1]. In Sweden, it has been estimated that physical inactivity contributes to 3.5% of the burden of disease [2]. Hence, effective intervention methods are needed to promote a physically active lifestyle in the population.

Primary health care has been acknowledged as a strategic setting for lifestyle behavior interventions, as indicated by the rapid increase in the number of studies in this field during the last decade [3-6]. There is evidence of both short-term [3-5] and long-term [6] increases in physical activity following counseling provided in primary health care. However, most of these studies were not performed as part of routine care, and they often involved additional personnel and/or patient contacts to those that are usually available. Several barriers to the implementation of lifestyle behavior interventions in routine care have been discussed in the literature, such as insufficient time, high costs, lack of financial reimbursement, perceptions of poor patient adherence to the interventions, limited confidence in providing counseling on lifestyle behaviors, insufficient knowledge about the benefits of physical activity, and lack of appropriate tools to assess and prescribe physical activity [7].

In the light of these implementation challenges, researchers have suggested that the use of interactive behavior change technology (eg, computer programs, Internet websites, and mobile phones) could facilitate the implementation of lifestyle behaviors interventions in primary health care [3,8]. Such technology may address at least some of the barriers to offering face-to-face lifestyle behavior interventions, such as high intervention costs, lack of time, and lack of knowledge. Although there are numerous studies investigating the effectiveness of computer-based and Web-based interventions, they are rarely performed as part of routine care [9,10].

Acceptability of computer-based interventions has been reported to be high among patients in primary health care [11,12] and to be highest among those who were referred by staff to perform the intervention [11] and whose doctor examined the results [12]. Hence, implementation of computer-based interventions as an integrated part of patient counseling may facilitate the use of such interventions in lifestyle behavior change. On the other hand, involvement of primary health care staff in computer-based interventions increases intervention costs, which is important because one of the concepts behind these techniques is to provide automated, stand-alone support to lifestyle behavior change at a low cost. Hence, we are interested in whether computer-based interventions are effective as stand-alone intervention methods in routine primary health care.

An electronic screening and brief intervention (e-SBI) system has been developed by a research team at Linköping University, Sweden. The system consists of a screening questionnaire collecting lifestyle data and an immediate feedback system that reports patient risk level and provides tailored advice for lifestyle behavior change. The e-SBI can be set up to be performed as part of ordinary patient counseling in primary health care or as stand-alone computer stations with touch screens without staff referral. Since it was started in the fall of 2006, the e-SBI has been successively implemented in primary health care in Östergötland County, Sweden. Results describing different aspects of the implementation phase have been reported previously [11,13-15]. We have since begun to evaluate the effectiveness of the e-SBI. We started by focusing on differences between patient-initiated and staff-referred e-SBIs. The initial results of this evaluation for behavior change concerning alcohol intake have recently been published [16]. They showed that the e-SBI had a positive influence on alcohol consumption that did not differ according to whether it was patient-initiated or staff-referred. In the present study, we explored the effectiveness of the physical activity module of the e-SBI and whether it differed between patients who performed the e-SBI on their own initiative and those who were referred to it by primary health care staff.

**Methods**

**Study Location and Patients**

The study was conducted in Östergötland County, Sweden, which had approximately 420,000 inhabitants during the study period (2007-2009). There were 42 operating primary health care units within the county when the study was performed. The units differed with regard to number of listed patients aged 18 years and over (average 9500, range 4200 to 16,500) and the number of general practitioners (GPs), nurses, and other staff members employed.

The number of primary health care units offering patients the e-SBI was successively extended during the study period from 10 units in 2007 to 28 units in 2009. The included units were situated in both urban and rural areas. The e-SBI was performed anonymously as part of routine health care. Patients performing the e-SBI during a two-year period, from September 2007 to August 2009 and who were not considered to be sufficiently physically active according to the results of the physical activity screening (see the physical activity section below) were included in the study. The patients were further divided into two groups. The first group consisted of patients who performed the e-SBI on their own initiative, hereafter referred to as the patient-initiated group. In the second group, hereafter referred to as the staff-referred group, the patients were invited to perform the e-SBI after their appointments with primary health care.
care staff. Referrals were made by GPs, nurses, physiotherapists, or other staff members responsible for consultations involving lifestyle behaviors. Each primary health care unit was allowed to decide who should make the referrals.

**The Electronic Screening and Brief Intervention Concept**

Primary health care units participating in the study were provided with one or two sets of computers, monitors, and printers depending on enrolled patient population size; all were included in stand-alone, touch-screen information technology (IT) kiosks (Figure 1). The same equipment was used for both patient-initiated and staff-referred tests. It was placed in or close to a waiting room in which a poster providing information about the test was displayed. The e-SBI concept was based on previous findings of using e-SBI in student health care and emergency department settings [17-21]. The e-SBI included health-related questions regarding alcohol consumption, physical activity, motivation to change, and attitudes toward performing the test. A personalized written feedback was received, including summaries on the current physical activity level, and printed out at the kiosk after patients completed the tests. In the present study, only physical activity-related data are presented. A question was included in the e-SBI concerning whether the patient was referred to the test by staff or performed it on his/her own initiative.

**Figure 1.** The e-SBI touch screen IT kiosk.
Physical Activity

The physical activity measure in the e-SBI concept included two separate questions based on the American College of Sports Medicine/American Heart Association recommendation from 2007 [22]. This recommendations says that adults should reach 5 days of 30 minutes of moderate activity, 3 days of 20 minutes of vigorous activity, or a combination of both (eg, walking briskly for 30 minutes on 2 days during a week and jogging for 20 minutes on 2 other days). Hence, the first question in the e-SBI asked the participants the number of days in a usual week they performed at least 30 minutes (in bouts of at least 10 minutes each) of moderate physical activity, and the second asked the participants the number of days in a usual week they performed at least 20 minutes of vigorous physical activity. A physical activity score was calculated by summing the number of days during which the required amount of moderate or vigorous physical activity was performed. On occasions of combinations of days of moderate and vigorous physical activity, the number of days of moderate physical activity was weighted by 1 and vigorous physical activity by 1.7 (5 days/3 days = 1.7) when calculating the physical activity score. The physical activity score could have a value between 0 and 18.9, and the cutoff for sufficient physical activity set to 5 (fulfilling the American College of Sports Medicine/American Heart Association recommendation).

Follow-up at 3 Months

After completing an e-SBI but before receiving a personalized printout, each patient was invited to participate in an optional follow-up mail survey 3 months later. Those who accepted this invitation were asked to register their national identification number at the end of the test, and they received a questionnaire by mail 3 months later. Mail addresses were retrieved from the Swedish population register. The mailed questionnaire included the same questions about moderate and vigorous physical activity as used at baseline. A reminder was sent 2 weeks after the follow-up questionnaire to those who had not returned the questionnaire.

Based on their response to the invitation to participate in the follow-up mail survey and completion of the follow-up questionnaire, patients were further categorized into three groups: nonparticipants completed the e-SBI but did not agree to participate in the follow-up survey, nonresponders completed the e-SBI and agreed to participate in the follow-up survey but did not respond to the follow-up questionnaire, and responders provided information at both baseline and follow-up.

Ethics

Since the data collection was performed as part of routine health care and the data consisted only of responses to a written questionnaire provided by patients who had given informed consent, there was, according to Swedish law, no need for formal ethical approval at the time at which the data collection was started. However, since then—in June 2008—the regulations were changed due to uncertainty about how to distinguish between routine and research data collection. For new studies involving similar data collection methods, ethical approval would now be required.

Statistics

Baseline data from nonparticipants, nonresponders, and responders were compared to determine the representativeness of participants in the follow-up (responders). Pearson’s chi-square test was used to analyze differences in terms of sociodemographic characteristics. Also, mean (95% confidence interval [CI]) and median (interquartile range [IQR]) physical activity scores were compared (Tables 1).

Among responders, physical activity score and physical activity score category at baseline and 3-month follow-up were compared between patients who performed the e-SBI on their own initiative and those who were referred to it by primary health care staff. Created were four physical activity score categories: 0, 1 to 2, 3 to 4, and greater than or equal to 5. Pearson’s chi-square test was used to analyze differences in physical activity score category at baseline and at 3-month follow-up, together with comparison of mean (95% CI) and median (IQR) physical activity scores (Table 3). Improvement in physical activity by the e-SBI was assessed from the physical activity score and physical activity score category at follow-up compared with baseline. All statistical analyses were performed using SPSS 18.0 (SPSS Inc, Chicago, IL, USA).

Results

Participation

A total of 7863 patients completed the e-SBI during the two-year sampling period (Figure 2). Of these, 2509 were categorized as not being sufficiently physically active (physical activity score < 5) and were included in the study. Among the included patients, more performed the e-SBIs on their own initiative (1602/2509 or 64%) than were referred to it by primary health care staff (907/2509 or 36%). However, the proportion of patients agreeing to participate in the follow-up was larger in the staff-referred group than in the patient-initiated group at 34% (305/907) versus 13% (208/1602). The final proportion of patients who completed the follow-up (responders) was 20% and 8% in the staff-referred and patient-initiated groups, respectively.

In the patient-initiated group, the proportion of older patients at baseline was significantly higher among responders compared with nonresponders and nonparticipants. However, there were no significant differences in gender distribution or physical activity score among the three groups (Table 1).

In the staff-referred group, the proportion of men was significantly higher among nonresponders compared with the other groups (Table 2). Also, the proportion of older patients was significantly higher among responders compared with nonparticipants. There was, however, no difference in physical activity score among the three groups.
Table 1. Patient-initiated e-SBI: baseline characteristics of nonparticipants, nonresponders, and responders

<table>
<thead>
<tr>
<th></th>
<th>Nonparticipants</th>
<th>P Value, Nonparticipants vs Nonresponders</th>
<th>Nonresponders</th>
<th>P Value, Nonresponders vs Responders</th>
<th>Responders</th>
<th>P Value, Nonparticipants vs Responders</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>716 (51)</td>
<td></td>
<td>35 (44)</td>
<td></td>
<td>55 (43)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>678 (49)</td>
<td></td>
<td>44 (56)</td>
<td></td>
<td>74 (57)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1394 (100)</td>
<td>.25</td>
<td>79 (100)</td>
<td>.89</td>
<td>129 (100)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Age, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>125 (9)</td>
<td></td>
<td>10 (13)</td>
<td></td>
<td>3 (2)</td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>233 (17)</td>
<td></td>
<td>19 (24)</td>
<td></td>
<td>18 (14)</td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td>360 (26)</td>
<td></td>
<td>23 (29)</td>
<td></td>
<td>22 (17)</td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>237 (17)</td>
<td></td>
<td>6 (8)</td>
<td></td>
<td>12 (9)</td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>216 (16)</td>
<td></td>
<td>10 (13)</td>
<td></td>
<td>31 (24)</td>
<td></td>
</tr>
<tr>
<td>≥ 61</td>
<td>211 (15)</td>
<td></td>
<td>11 (14)</td>
<td></td>
<td>42 (33)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1382 (100)</td>
<td>.15</td>
<td>79 (100)</td>
<td>&lt;.001</td>
<td>128 (100)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physical activity score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (95% CI)</td>
<td>1.9 (1.8-2.0)</td>
<td></td>
<td>1.8 (1.5-2.2)</td>
<td></td>
<td>2.1 (1.8-2.3)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2 (0-3)</td>
<td></td>
<td>2 (0-3)</td>
<td></td>
<td>2 (1-3)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Staff-referred e-SBI: baseline characteristics of nonparticipants, nonresponders and responders

<table>
<thead>
<tr>
<th></th>
<th>Nonparticipants</th>
<th>P Value, Nonparticipants vs Nonresponders</th>
<th>Nonresponders</th>
<th>P Value, Nonresponders vs Responders</th>
<th>Responders</th>
<th>P Value, Nonparticipants vs Responders</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>319 (53)</td>
<td></td>
<td>78 (63)</td>
<td></td>
<td>92 (51)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>283 (47)</td>
<td></td>
<td>45 (37)</td>
<td></td>
<td>90 (50)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>602 (100)</td>
<td>.04</td>
<td>123 (100)</td>
<td>.03</td>
<td>182 (100)</td>
<td>.61</td>
</tr>
<tr>
<td><strong>Age, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>54 (9)</td>
<td></td>
<td>4 (3)</td>
<td></td>
<td>5 (3)</td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>72 (12)</td>
<td></td>
<td>12 (10)</td>
<td></td>
<td>11 (6)</td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td>82 (14)</td>
<td></td>
<td>16 (13)</td>
<td></td>
<td>21 (12)</td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>108 (18)</td>
<td></td>
<td>27 (22)</td>
<td></td>
<td>26 (14)</td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>123 (21)</td>
<td></td>
<td>35 (29)</td>
<td></td>
<td>56 (31)</td>
<td></td>
</tr>
<tr>
<td>≥ 61</td>
<td>156 (26)</td>
<td></td>
<td>28 (23)</td>
<td></td>
<td>63 (35)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>595 (100)</td>
<td>.11</td>
<td>122 (100)</td>
<td>.18</td>
<td>182 (100)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Physical activity score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (95% CI)</td>
<td>2.0 (1.9-2.2)</td>
<td></td>
<td>2.1 (1.8-2.3)</td>
<td></td>
<td>2.3 (2.1-2.5)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2 (1-3)</td>
<td></td>
<td>2 (1-3)</td>
<td></td>
<td>3 (1-3)</td>
<td></td>
</tr>
</tbody>
</table>
Improvement in Physical Activity (Responders Only)

There was no statistically significant difference in physical activity score or physical activity score category between the patient-initiated and staff-referred groups at baseline or at the 3-month follow-up (Table 3). For all responders together, mean physical activity score was significantly higher at 3-month follow-up (4.2, 95% CI 3.8-4.6) compared with baseline (2.2, 95% CI 2.0-2.3). The median (IQR) score increased only slightly, from 2.5 (1-3) to 3 (1-6). However, 44% (136/311) of the patients succeeded in becoming sufficiently physically active at the 3-month follow-up.
Table 3. Physical activity score and category distribution at baseline and follow-up

<table>
<thead>
<tr>
<th>Physical Activity Score&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Patient-Initiated n = 129</th>
<th>Staff-Refereed n = 182</th>
<th>All Responders n = 311</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (95% CI)</td>
<td>2.1 (1.8-2.3)</td>
<td>2.3 (2.1-2.5)</td>
<td>2.2 (2.0-2.3)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>2 (1-3)</td>
<td>3 (1-3)</td>
<td>2.5 (1-3)</td>
</tr>
<tr>
<td><strong>Physical activity score category, n (%)&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>24 (19)</td>
<td>31 (17)</td>
<td>55 (18)</td>
</tr>
<tr>
<td>1-2</td>
<td>49 (38)</td>
<td>52 (29)</td>
<td>101 (32)</td>
</tr>
<tr>
<td>3-4</td>
<td>56 (43)</td>
<td>99 (54)</td>
<td>155 (50)</td>
</tr>
<tr>
<td>≥5</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>3 month follow-up</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (95% CI)</td>
<td>4.1 (3.4-4.7)</td>
<td>4.2 (3.7-4.8)</td>
<td>4.2 (3.8-4.6)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>3 (1-6)</td>
<td>3 (2-6)</td>
<td>3 (1-6)</td>
</tr>
<tr>
<td><strong>Physical activity score category, n (%)&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>20 (16)</td>
<td>21 (12)</td>
<td>41 (13)</td>
</tr>
<tr>
<td>1-2</td>
<td>26 (20)</td>
<td>37 (20)</td>
<td>63 (20)</td>
</tr>
<tr>
<td>3-4</td>
<td>31 (24)</td>
<td>40 (22)</td>
<td>71 (23)</td>
</tr>
<tr>
<td>≥5</td>
<td>52 (40)</td>
<td>84 (46)</td>
<td>136 (44)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The physical activity score ranged between 0 and 18.9, and the cutoff for being sufficiently physically active was 5. No patients were categorized as sufficiently physically active at baseline according to inclusion criteria.

<sup>b</sup>χ<sup>2</sup> = 3.99 (P = .14), patient-initiated versus staff-refereed for categories 0, 1-2 and 3-4 at baseline

<sup>c</sup>χ<sup>2</sup> = 1.63 (P = .65), patient-initiated versus staff-refereed for categories 0, 1-2, 3-4 and ≥ 5 at follow-up

Table 4 shows descriptive data of the change in physical activity score category from baseline to follow-up according to physical activity score category at baseline. Of patients with a physical activity score of zero at baseline, 29% (16/55) became sufficiently physically active at the 3-month follow-up. The corresponding proportions for those with physical activity scores of 1 to 2 and 3 to 4 at baseline were 40% (40/101) and 52% (81/155), respectively.

Table 4. Change in physical activity score category from baseline to 3-month follow-up in all responders (n = 311)

<table>
<thead>
<tr>
<th>Physical Activity Score Category at Baseline</th>
<th>n</th>
<th>0</th>
<th>1-2</th>
<th>3-4</th>
<th>≥5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>55</td>
<td>35</td>
<td>20</td>
<td>16</td>
<td>29</td>
</tr>
<tr>
<td>1-2</td>
<td>101</td>
<td>13</td>
<td>26</td>
<td>22</td>
<td>40</td>
</tr>
<tr>
<td>3-4</td>
<td>155</td>
<td>6</td>
<td>17</td>
<td>26</td>
<td>52</td>
</tr>
</tbody>
</table>

Discussion

In this study, previously sedentary patients in primary health care improved their physical activity 3 months after performing an electronic screening and brief intervention (e-SBI). Overall, 44% of the patients became sufficiently physically active and the improvement in physical activity was similar when the e-SBI was patient-initiated or staff-refereed.

These results suggest that the e-SBI is an effective method for promoting a short-term increase in physical activity in patients in primary health care. The e-SBI may be employed as a part of routine care, but there are several factors that need to be taken into account for implementation to be effective. These include staff expectations, perceived need for the innovation to be implemented, compatibility with existing routines, and implementation strategy [11,13-15]. The e-SBI may be used as an integrated part of lifestyle behavior counseling, which may promote greater patient acceptability [11,12] and adherence to the intervention. Patients can be referred by their physician, nurse, or physiotherapist to perform the e-SBI during a visit to the primary health care center. Together, they can then examine the results as part of the consultation, providing background information for physical activity referrals. Alternatively, patients could choose to just bring the printed feedback home for their own use or reference.
The e-SBI could also be used as a stand-alone technique for promoting lifestyle behavior change, as it produces similar results without the involvement of primary health care staff. Posters informing the patients about the e-SBI can be placed in the waiting rooms. This would be an attractive, low-cost option for primary health care. Both patient-initiated and staff-referred e-SBIs may represent cost-effective complements to ordinary face-to-face interventions and may provide sufficient support to those patients who show better acceptance of this kind of technique. This may free up time for patients requiring face-to-face interventions. Although the initial costs of implementing the e-SBI might be high, the running costs, including technical support, would be far less than face-to-face counseling. The e-SBI would, therefore, deliver cost savings in the long run. Besides, the implementation costs for face-to-face interventions, including staff training, may also be high.

In the present study, there was a lower attrition rate at follow-up in the staff-referred group compared with the patient-initiated group. The extra attention/support experienced by the staff-referred group may have promoted continued participation in the study. However, this does not mean that all patients in the staff-referred group had sufficient motivation to improve their physical activity on their own. In the patient-initiated group, patients who remained in the study may have been those with higher internal motivation for behavior change. Hence, the extra attention/support provided to the staff-referred group versus the motivational characteristics of the remaining participants in the patient-initiated group may explain similarities in improvement in physical activity between the groups. The e-SBI (patient-initiated or staff-referred) may be adapted to meet the support needs of individual patients.

The results of the present study can be compared with those of our previous study of the effect of physical activity referral in routine primary health care in Östergötland County [23]. A typical physical activity referral was performed as a face-to-face counseling session by a physician, nurse, or physiotherapist and resulted in a physical activity prescription. Physical activity was followed up after 3 months through a telephone interview, a postal questionnaire, or during a normal return visit. Participants were asked to give the number of days of at least 30 minutes of physical activity at least moderate intensity during a week [23]. In the present study, 44% of the patients were sufficiently physically active at follow-up. The proportions for patients who were physically active on 0, 1 to 2, and 3 to 4 days per week at baseline were 29%, 40%, and 52%, respectively. The corresponding proportions in our previous study were 29% for all patients, and 26%, 25%, and 40% for patients who were physically active on 0, 1 to 2, and 3 to 4 days per week at baseline, respectively [23]. The differences in proportions between the studies may partly be explained by the different questions used, although both question formats aimed to separate those who reached the recommended activity level from those who did not. In the present study, the number of days of moderate and vigorous physical activity was assessed by two separate questions, which may have promoted reporting of a higher number of days of physical activity compared with the previous study, in which only one question was used [23]. Also, in the study by Leijon et al, all patients were included in the follow-up [23]. In the present study, the follow-up was optional, which may have caused selection bias through inclusion of the more motivated patients. Considering these methodological differences, one may conclude that the e-SBI promotes short-term improvement in physical activity, similar to physical activity referrals. A study in which the e-SBI and physical activity referrals are directly compared would provide valuable information concerning their complementary roles in routine primary health care.

We are not aware of any comparable e-SBI physical activity study. Carroll et al performed a randomized controlled trial of a theory-based, computerized physical activity intervention in primary health care [24]. However, in their study, physical activity and psychosocial mediators were investigated through mailed surveys, and the responses from the participants were entered into a computer program by research staff. A tailored report generated and designed to motivate and support behavioral change was then mailed back to the participants. There was no significant difference in moderate-to-vigorous physical activity between the intervention group (139 minutes/week) and control group (109 minutes/week) after 6 months of follow-up. The authors reasoned that performing multiple surveys may have caused reactivity to the research protocol, thereby enhancing physical activity. It is known that assessment reactivity can influence intervention outcomes. For instance, Maisto et al showed that less frequent and less comprehensive assessment yielded lower assessment reactivity in a study of alcohol use and alcohol-related consequences [25].

In the first phase of evaluating the effectiveness of the e-SBI in promoting improved behavior concerning physical activity (the present study) and alcohol consumption [16], we have compared the results of patient-initiated and staff-referred e-SBI. A control group representing routine care was not included in the study design. Hence, a limitation of these two studies is that we are not able to draw any conclusions concerning the effect of complementing routine care with e-SBI. In routine primary health care, it is not always feasible to apply a randomized controlled trial design. However, it may be a necessary complement to the results of our studies and may confirm the effectiveness of the e-SBI in promoting behavior change in routine primary health care. It is also necessary to include longer follow-up periods to determine the long-term effect of the e-SBI.

In the present study, a self-report measure of physical activity was used to assess change in physical activity following the intervention, as it is part of the e-SBI and may be the most feasible way of assessing physical activity in routine primary health care. However, self-report methods suffer from reporting bias, consisting of a combination of reactivity, recall bias, and social desirability [26]. The level of physical activity has been reported to be considerably higher when assessed by self-report methods than when assessed objectively using accelerometers [27]. Objective methods are considered to provide a more accurate measure of physical activity. Hence, the improvement in physical activity in the present study may have been overestimated. Including objective measures of physical activity in future studies may improve our ability to determine the effectiveness of the e-SBI.
There was a large attrition rate at follow-up in the present study, although patients participating in the follow-up were fairly representative of all patients who performed the e-SBI, reducing the risk of selection bias that may otherwise have affected the intervention outcome.

In conclusion, an electronic screening and brief intervention (e-SBI) implemented in routine primary health care improved physical activity for about half of the sedentary patients who agreed to participate in the follow-up. Similar results were obtained when the e-SBI was patient-initiated or staff-referred. The e-SBI may be a low-cost complement to lifestyle behavior interventions in routine primary health care and could work as a stand-alone technique not involving primary health care staff.
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Abstract

Background: A healthy diet, low in saturated fat and high in fiber, is a popular medical recommendation in preventing cardiovascular disease (CVD). One approach to motivating healthier eating is to raise individuals’ awareness of their CVD risk and then help them form specific plans to change.

Objectives: The aim was to explore the combined impact of a Web-based CVD risk message and a fully automated planning tool on risk perceptions, intentions, and saturated fat intake changes over 4 weeks.

Methods: Of the 1187 men and women recruited online, 781 were randomly allocated to one of four conditions: a CVD risk message, the same CVD risk message paired with planning, planning on its own, and a control group. All outcome measures were assessed by online self-reports. Generalized linear modeling was used to analyze the data.

Results: Self-perceived consumption of low saturated fat foods (odds ratio 11.40, 95% CI 1.86–69.68) and intentions to change diet (odds ratio 21.20, 95% CI 2.6–172.4) increased more in participants allocated to the planning than the control group. No difference was observed between the four conditions with regard to percentage saturated fat intake changes. Contrary to our expectations, there was no difference in perceived and percentage saturated fat intake change between the CVD risk message plus planning group and the control group. Risk perceptions among those receiving the CVD risk message changed to be more in line with their age (change in slope $\text{individual} = 0.075$, $P = .01$; change in slope $\text{comparative} = 0.100$, $P = .001$), whereas there was no change among those who did not receive the CVD risk message.

Conclusion: There was no evidence that combining a CVD risk message with a planning tool reduces saturated fat intake more than either alone. Further research is required to identify ways in which matching motivational and volitional strategies can lead to greater behavior changes.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 91154001; http://www.controlled-trials.com/ISRCTN91154001 (Archived by WebCite at http://www.webcitation.org/62sBoGeOO)

(J Med Internet Res 2011;13(4):e100) doi:10.2196/jmir.1579
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Introduction

Cardiovascular disease (CVD) is a leading cause of death among adults [1]. A healthy diet, low in saturated fat and high in fiber, is a popular medical recommendation in preventing CVD.

One approach to increase motivation to change is to improve awareness of the risk associated with an unhealthy lifestyle [2,3]. Risk analogies such as Heart-Age (HA) combine aspects of absolute and relative CVD risk and have been found effective in communicating future CVD risk [4,5]. In a recent study, those at higher actual CVD risk who received a HA risk analogy were more aware of their future CVD risk than were those exposed to a percentage CVD risk score [4].

Although many people report having good intentions to eat more healthily, these are not always translated into action [6,7]. Action plans, also known as implementation intentions, are strategies that can bridge the gap between intention and behavior. A meta-analysis of 94 studies showed that implementation intentions had a medium to large effect on goal achievement [8]. Fear appeals may also facilitate change when they are combined with specific instructions on what action to take [9]. While earlier studies explored the value of using action plans [7,10], more recently there has been a greater interest in the characteristics and mechanisms underlying effective plans [11-18], such as the creation of a strong cue–response relationship [12,13].

Research has also investigated the impact of self-efficacy on behavior change. According to the health action process approach model, action self-efficacy acts on the motivational part of decision making, whereas maintenance self-efficacy acts on the volitional part of the behavior [3]. While some studies report higher self-efficacy in participants making an implementation intention [19,20], others find no difference [7].

Implementation intention research to date has been largely offline (paper and pencil) with little focus and mixed results when their effectiveness has been tested online [21,22]. In a study conducted in an occupational setting, use of online implementation intentions backfired, such that participants who did not form an implementation intention exercised significantly more than participants who formed an implementation intention [21]. In an online dietary intervention, implementation intentions were combined with a text message reminder service leading to a reduction in perceived saturated fat intake and portion sizes [22]. The present study is one of a few studies designed to act on both the motivational and volitional phase of behavior change [23]. We offered a risk communication message to create more appropriate risk perceptions and to increase intention to change, and then helped individuals change their dietary behavior by forming specific plans on how to achieve this. This is also one of the few studies that compared the independent and combined short-term effects of an online health risk communication message and an online implementation intention tool on the promotion of healthy eating in an obese population, who are more likely to be at risk of developing CVD.

Objectives

The primary aim of this investigatory study was to test whether participants could form plans via a fully automated Web-based planning tool (PT) and to assess the short-term effects of combining a CVD risk message (Heart-Age, HA) with the planning tool (HA+PT) on participants’ saturated fat intake, measured by a 2-item scale (TIS) and a food frequency questionnaire (FFQ) over a period of 3 weeks. A secondary aim was to assess the effects of the heart-age risk message and planning tool on participants’ risk perceptions, self-efficacy, intentions to change saturated fat intake, and intentions to test cholesterol and blood pressure levels. We expected that the heart-age message would primarily change risk perceptions and participants’ intentions to change, while the planning tool would act primarily on self-efficacy and behavior. We wanted to explore whether participants could form Web-based plans and whether the combined HA+PT intervention would have a greater impact than either the heart-age message or the planning tool alone.

Methods

Participants

We invited 1187 participants through an online recruitment agency to log in to an open access website to take part in the study. The self-report eligibility criteria included age (30–60 years), obesity (body mass index [BMI] ≥29 kg/m²), not having a diagnosis of a heart condition or cancer or being pregnant, and being computer savvy. We chose obese participants because they were likely to benefit from heart-health information [24]. To help minimize any imbalance effects created by smokers receiving a higher heart-age score, a UK-representative sample of smokers was distributed across the four conditions of the study.

Design and Procedures

This study was conducted between the middle of January and the end of February 2009 and has been registered retrospectively. It was a Web-based, randomized, between-groups study designed to assess the difference in saturated fat intake between four experimental conditions. No participant–experimenter contact was present. Participants were given online instructions and completed each week’s session from the convenience of their home computer. At week 1 (recruitment), participants were recruited by an online agency, signed an online consent form [25], and completed an online questionnaire on their current saturated fat intake, risk perceptions, self-efficacy, and intentions to change their dietary intake. They also received educational information on the importance of a healthy diet low in saturated fat (Multimedia Appendix 1).

At week 2 (intervention), those participants who returned to the website were randomly allocated, using a computer-generated list of random numbers, into one of four conditions: (1) control group (CG), (2) PT condition, (3) HA risk message condition, and (4) HA+PT condition. Allocation of the participants in the four conditions was also stratified to balance by age group (30–45 years or 46–60 years) and gender. In the groups that received the HA risk message, participants filled out online
information on their age, gender, weight, height, prescribed blood pressure medication, family history of heart and vascular disease, smoking status, self-prevalent diabetes, self-reported total and high-density lipoprotein cholesterol levels, and systolic blood pressure. They then received feedback on their future CVD risk in the form of the HA risk message. Participants in the PT condition were asked to identify a list of situations in which they would like to change their saturated fat intake and match these situations with a list of behaviors. Participants in all conditions were asked to fill out a shorter version of the questionnaire asked at baseline. At week 2, participants completed the session once and were not able to revisit the website to make any changes (eg, to create more plans).

At week 5 (follow-up), participants were asked to complete a follow-up assessment. They received £15 on study completion and were entered in a prize draw for vouchers (£200).

Figure 1. The Heart-Age risk message.

Interventions

The Heart-Age Risk Message Condition

Heart-age, which is described in more detail elsewhere [26], is the age corresponding to someone of the same gender with the same CVD risk level but with normal risk factors. The definition of normal is based on the following profile: not smoking, not diabetic, systolic blood pressure 125 mmHg (midpoint of normal range: 120–130 mmHg), total serum cholesterol 180 mg/dL (4.66 mmol/L; between normal range of 160–200 mg/dL or 4.14–5.18 mmol/L), and high-density lipoprotein cholesterol 45 mg/dL (1.17 mmol/L). For example, a 61-year-old man who smokes and has no other risk factors has a 10-year CVD risk of 10% and the HA of a 73-year-old man. In the HA condition, users filled in an online questionnaire and received feedback in form of the HA risk message (Figure 1).

The Planning Tool Condition

Participants who received the PT selected from a list of 13 situations, in which they were tempted to eat unhealthily and then chose an approach to change their behavior from a list of 13 solutions. For every situation–solution pair chosen, a line was drawn visually linking the two together [27]. Participants were asked to complete at least 3 situation–solution pairs.

The solutions were based on constructs from the processes of change model (eg, counterconditioning, stimulus control, and helpful relationships) [28]. Some nutritionally based behaviors were also included from an accredited site [29] after review by an expert nutritionist. The list of situations consisted of both situational cues (eg, having lunch) focusing on the “when and where” and motivational cues (eg, feeling bored) linked to the reasons (“why”) for performing a specific behavior [30]. Motivational cues were divided into three main situations: (1) experiencing positive affect, (2) experiencing negative affect, and (3) being faced with cravings [31,32]. The situations were translated into “if” statements (eg, “If I’m having breakfast”) and the list of solutions was translated into “then” statements (eg, “then I will tell myself I can eat healthily”). Figure 2 shows the PT.
Control Group Condition

Participants in the CG received educational information on the importance of a healthy diet low in saturated fat at week 1 and filled out the same online questionnaires as the rest of the experimental conditions at all study weeks.

Outcome Measures

Saturated fat intake, as the primary outcome measure, was assessed at baseline and follow-up by two measures. First, a self-report index of food [33] was used to record the frequency of consumption of 63 common foods. This FFQ has good test–retest reliability (r = .62, P < .01) [33] and validity when compared with 10-day weighed records [34,35]. Second, a two item scale (TIS) (r = .78, P < .001) was adapted from a previous study [34]. Participants were asked to report their agreement in consumption of low saturated fat foods (“I have eaten foods low in saturated fat…”) followed by frequency in consumption of these foods (“How often did you eat foods low in saturated fat?”). The correlation between the two measures was −0.320 (P < .001) at week 1 and −0.291 (P < .001) at week 5. Negative correlations are due to reverse scales used for the self-perceived items.

CVD risk perceptions measured participants’ perceived risk in an absolute sense and comparative with their age group [4]. The first item (Q1) examined perceptions of individual CVD risk (“I think that my chances of getting heart disease in the short term are…”). The second item (Q2) compared participants’ risk perceptions against those of other people of their age (“Compared to an average person of my age and sex, my chances of getting heart disease are…”). Responses were measured on a 7-point Likert scale at weeks 1 and 2.

Intention to reduce saturated fat intake was measured at weeks 1, 2, and 5 on a 7-point Likert scale via 10 items, which were highly intercorrelated (Cronbach alpha = .92), so were analyzed as a composite score. At follow-up, there were two further questions on participants’ intentions to assess their cholesterol and blood pressure over the next month.

Action and maintenance self-efficacy were modified from previous research [3,36-38]. Action self-efficacy (alpha = .84), which was measured at all study times, consisted of 4 items focusing on confidence to overcome obstacles. Maintenance self-efficacy (alpha = .89), assessed only at follow-up, consisted of 11 items exploring confidence in sustaining change in the face of difficulties. Items were measured on a 4-point scale (not at all, barely true, mostly true, exactly true).

Planning and outcome expectancies items were adapted from previous research [3,36-38] and measured on a 4-point scale. Planning comprised 2 items: “I have my own plan regarding (1) when, (2) how to reduce my saturated fat intake.” Outcome expectancies consisted of 11 items linked to the positive and negative expectancies of reducing saturated fat intake (eg, “If I reduce my saturated fat intake…” “food won’t taste as good,” “I will feel good”).

Feedback on the intervention was assessed at week 2 and at follow-up on a 7-point Likert scale (ranging from strongly disagree to strongly agree). Participants were asked to rate the intervention in terms of its emotional impact, personal relevance,
interest, trustworthiness, credibility, and enjoyment. All items were adapted from previous studies [39-41].

**Statistical Considerations**

Analysis of the outcome measures was restricted to those respondents who completed the follow-up assessments. Response to the CVD risk perceptions was analyzed using a generalized linear model with a cumulative logistic link function and multinomial distribution. Baseline scores and heart risk-adjusted age were included as covariates. As with all the analyses other potential covariates (eg, smoking, BMI, social economic status) were retained if significant in the model. Similar models were used for the intention-to-change and intention-to-test questions, and self-efficacy, planning, and feedback items, but omitting the heart risk-adjusted age covariate.

Mean change in self-perceived saturated fat intake within a group was assessed using analysis of variance with baseline included as a covariate. The groups were compared using another generalized linear model with a cumulative logistic link function and multinomial distribution. Data from the index of food was summarized to yield the total calorie intake per participant and the percentage of total energy intake contributed by saturated fat. We analyzed all of these data using analysis of variance models with baseline covariates always included and any other significant covariates retained. All analysis was carried out using version 9.1.3 of SAS software (SAS Institute, Cary, NC, USA).

**Local Research Ethical Review Requirement**

The study protocol (Multimedia Appendix 1) was approved by an independent research ethics committee (Colworth Research Ethics Committee) in the South of England on December 4, 2008 (Multimedia Appendix 2). All research was conducted in accordance with the Declaration of Helsinki [42].

**Results**

**Participant Baseline Characteristics**

At week 1, we invited 1187 people to participate through an online recruitment agency, of whom 1027 completed the initial questionnaire and were invited to take part in the study. At week 2, a total of 781 participants revisited the website and were allocated to one of four conditions. At week 2, 32 of these participants did not complete the online session. At week 5, a total of 581 participants returned to complete the follow-up questionnaire. We excluded 21 participants from the statistical analysis because they did not complete the whole session or due to inaccurate calorie intake reporting (<500 kcal or >5000 kcal per day). The numbers of participants completing each week are shown in Figure 3.

There was no significant difference in percentage saturated fat intake between participants who completed only the week 1 assessment and those who completed the week 5 measures ($P = .79$). The mean percentage saturated fat intake at week 1 (baseline) was 15.4%, much higher than the UK recommended levels [43]. Table 1 shows participants’ baseline characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Overall</th>
<th>Control group</th>
<th>Planning group</th>
<th>Heart-Age group</th>
<th>Planning plus Heart-Age group</th>
<th>$F_{3,777}$ statistic ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>781</td>
<td>195</td>
<td>195</td>
<td>197</td>
<td>194</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.89 (8.26)</td>
<td>47.05 (8.48)</td>
<td>47.06 (8.11)</td>
<td>46.91 (8.00)</td>
<td>46.56 (8.52)</td>
<td>0.15 (.93)</td>
</tr>
<tr>
<td>BMI$^b$ (kg/m$^2$), mean (SD)</td>
<td>35.71 (5.71)</td>
<td>35.72 (5.40)</td>
<td>35.51 (6.15)</td>
<td>36.49 (6.42)</td>
<td>35.08 (4.64)</td>
<td>2.10 (.1)</td>
</tr>
<tr>
<td>Smokers (%)</td>
<td>25.61</td>
<td>25.13</td>
<td>25.64</td>
<td>25.26</td>
<td>26.40</td>
<td>0.10$^c$ (.99)</td>
</tr>
</tbody>
</table>

a No significant differences found in participants’ baseline characteristics ($P > .05$).
b Body mass index.
c Chi-square test ($c^2$) statistic and $P$ value.
Planning Tool

All participants allocated to the PT condition were able to formulate their Web-based plans with an average of 3.9 plans. Participants selected a range of motivational and situational cues. The most frequently chosen situations were “If I’m feeling hungry” (99/747, 13%), “If I’m getting a snack” (97/747, 13%), “If I’m having lunch” (71/747, 10%) “or dinner” (74/747, 10%), “If I’m craving a high-fat food” (66/747, 9%), and “If I’m feeling down or upset” (72/747, 10%).

The most frequently selected solutions were “Then I will go for fruit” (149/747, 19.7%), “Then I will find out about a lower-fat option” (105/747, 14.1%), “Then I will go for grilled/steamed poultry or fish” (85/747, 11%), “Then I will distract myself with something else” (70/747, 9%), and “Then I will tell myself if I try hard I can eat healthily” (66/747, 9%).

Time Spent Online

At week 1, participants spent an average of 12.44 (SD 9.77) minutes online. At week 2, the CG spent the least time online (mean 4.19, SD 2.43 minutes), followed by the PT (mean 7.84, SD 5.18 minutes), the HA (mean 10.91, SD 8.46 minutes), and lastly the HA+PT group (mean 12.47, SD 6.48 minutes). HA+PT spent significantly more time online than the PT group (95% CI, 2.73–6.53) or the CG (95% CI, 6.39–10.18). No significant differences were found at week 2 between the HA+PT and the HA-only condition (95% CI, –0.34 to 3.46). At week 5, there were no further significant differences ($P = .67$) between the four conditions in time spent filling out the follow-up questionnaire (CG: mean 9.54, SD 3.62 minutes; PT: mean 11.38, SD 9.84 minutes, HA: mean 10.44, SD 5.47 minutes; HA+PT: mean 9.64, SD 6.32 minutes).

Primary Outcomes

**Saturated Fat Intake**

Participants in all four conditions reported a significant increase in consumption of foods low in saturated fat (the mean of the two self-perceived intake items) between baseline and follow-up, apart from the CG (Table 2). The generalized linear model analysis showed a significant difference between the conditions ($\chi^2_3 = 13.1, P = .005$) with respect to perceived saturated fat intake changes. Multiple comparisons of the conditions (with Bonferroni adjustment to allow for the six comparisons) indicated this was due to participants in the PT group reporting a higher perceived increase in low saturated fat foods than those in the CG (odds ratio, 11.40; 95% CI, 1.86–69.68).
### Secondary Outcomes

#### Risk Perceptions

The generalized linear model found no significant differences between the four experimental conditions in terms of their CVD risk perceptions, both for individual (Q1) \( (P = .88) \) and comparative risk (Q2) \( (P = .93) \). In order to test whether perceived risk was more related to actual risk, we further compared the change in perceived risk between week 2 and week 1 for all participants who received the HA risk message (HA, HA+PT) with those who did not (PT, CG) using a further generalized linear model. Figure 4 shows risk perception changes for Q1 and Q2 split by the different HA risk levels (low: 0–5, moderate: 5–10, and high: 10–15). HA level is the difference between an individual’s actual age and his or her risk-adjusted age. For example, the 0–5 HA level includes people whose HA is up to 5 years older than their actual age. For both Q1 and Q2, the regression slopes for those in the HA conditions moved to be more in line with participants’ HA risk levels, whereas this was not found for those in the non-HA conditions.

Specifically, for participants in the HA risk message conditions, there was a significant increase in the regression slope of the individual risk perception question (Q1) against the risk-adjusted age (change in slope 0.075, SE 0.029, \( P = .01 \)) after participants were shown the risk message. There was no significant change (change in slope –0.027, SE 0.031, \( P = .38 \)) for those participants in the non-HA risk message conditions. A similar pattern was found for the comparative risk question (Q2), with a statistically significant change in the regression slope against the risk-adjusted age for the HA risk message groups (change in slope 0.100, SE 0.030, \( P = .001 \)), but no significant change for the non-HA risk message groups (change in slope –0.029, SE 0.030, \( P = .34 \)).
Figure 4. Change in risk perceptions for Q1 and 2 split by Heart-Age level.

**Intentions to Change**

Generalized linear modeling showed that change in intention to reduce saturated fat intake at week 2 compared with week 1 was significantly influenced by condition ($\chi^2 = 18.8, P < .001$). Multiple comparisons between conditions (with a Bonferroni adjustment to allow for the six comparisons) showed that participants in the PT condition had a much higher intention than those allocated to the CG (odds ratio, 21.20; 95% CI, 2.6–172.4) or the HA risk message condition (odds ratio, 0.04; 95% CI, 0.0054–0.42).

There were no significant differences between the conditions for intention to take a cholesterol ($P = .38$) or blood pressure test within the next month ($P = .90$). There was a significant gender-by-group interaction ($\chi^2 = 13.6, P = .004$). Comparisons within the interaction effect (with a Bonferroni multiplicity adjustment) indicated that women who received the HA risk message were more motivated than the women in the CG to get their cholesterol tested within the next month (odds ratio, 2.46; 95% CI, 1.14–5.28). The same was true for women when the HA+PT condition was compared against the CG (odds ratio, 2.60; 95% CI, 1.18–5.76). There was no significant effect of condition on intention to test blood pressure ($\chi^2 = 0.8, P = .85$) and no interaction with gender.

**Self-Efficacy**

The generalized linear model showed that action self-efficacy measured at week 2 differed significantly between the conditions ($\chi^2 = 16.6, P < .001$). This was due to participants in the PT group being more confident than those in the CG (odds ratio, 3.06; 95% CI, 1.40–6.66). This difference was not statistically significant at week 5 ($\chi^2 = 7.1, P = .07$). Maintenance
self-efficacy measured at week 5 was not significantly different between the four conditions ($P = .45$).

**Planning and Outcome Expectancies**

At week 5, there was no significant difference in the “how” ($P = .87$) or “when” ($P = .60$) to reduce saturated fat intake between the four conditions. There were no significant effects of conditions for any of the outcome expectancy items.

**Feedback on the Intervention**

At week 2, there was a significant difference in perceived trustworthiness ($c^2_3 = 8.9, P = .03$), with those receiving the HA+PT reporting the intervention to be less trustworthy than those receiving the PT alone (mean 5.6 vs 5.9). There was also a difference between conditions for “informative” ($c^2_3 = 14.3, P = .003$) with HA+PT being perceived as less informative than the HA alone or the CG (mean 5.8 vs 6.1 vs 6.04). There was an overall difference in “worried” scores ($c^2_3 = 4.8, P = .03$). The HA+PT (mean 4.6) and the HA risk message participants (mean 4.7) were more worried than the PT participants (mean 4.0). All other feedback items were not significant. At week 5, there was still a significant difference between the conditions for “interesting” ($c^2_3 = 8.6, P = .04$), with the HA+PT participants still reporting the experience as less interesting than those receiving HA alone (mean 5.4 vs 5.7).

**Discussion**

**Principal Results**

In this study, a fully automated planning tool was successfully used by participants to form a set of health plans. The planning tool boosted self-efficacy and intention and reduced perceived saturated fat intake for one of the measures (TIS) but not the other (FFQ). A CVD risk message improved people’s awareness of their risk relative to their age. Contrary to our expectations, combining a CVD risk message with the planning tool did not lead to bigger reductions in saturated fat intake than when they were presented on their own.

In line with theories of behavior change [36-38], the planning tool was better than the control group at increasing self-perceived consumption of low saturated fat foods (TIS). The same finding was not true for our second measure of saturated fat intake (FFQ). Also, participants in all conditions reported a change in percentage saturated fat intake measured by the FFQ, whereas participants in all conditions apart from the control group reported a change in their TIS score. Similar findings in terms of discrepancies between the FFQ and self-perceived items have been reported before [17]. This implies that the two self-perceived saturated fat intake items were better able than the FFQ to differentiate between the conditions. However, both come with limitations, which we discuss in the next section.

In line with our hypothesis, the planning tool was also better than the control group at boosting participants’ intentions to reduce saturated fat [18] and action self-efficacy in the short term [19,20]. However, maintenance self-efficacy did not differ between the conditions at follow-up. This might be because participants who formed plans and encountered difficulties needed further support (eg, coping plans) to maintain their healthy eating. A previous study found that action plans are more effective at the early stages of change, while coping plans are instrumental at later stages [37].

In support of previous studies, receiving the heart-age risk message led to more appropriate risk perceptions [4,5,44], linked to participants’ risk relative to their age group. Presentation of risk information also increased women’s intentions to test their cholesterol. The latter finding is important because people who are aware of their cholesterol levels can receive more precise risk estimates.

Contrary to our expectations, combining the heart-age risk message with the planning tool (HA+PT) did not lead to a bigger reduction in saturated fat intake. A mismatch might have been created between the global CVD risk message and the specific target plan, confusing smokers with a high heart-age, who saw smoking cessation as the primary route to better health rather than diet. Alternatively, cognitive overload might have confounded the impact of HA+PT on saturated fat intake [45,46]. The length of time spent interacting online may also have been a factor, with the HA+PT taking the longest (12.47 minutes vs 10.91 for HA and 7.84 for PT). Future research could explore whether there is a benefit from reducing cognitive load through the use of a delay between presenting risk information and forming plans.

**Limitations, Advantages, and Future Studies**

The impact of conditions on our two measures of saturated fat intake changes was inconsistent, and this could be due to the limitations present in the FFQ and the TIS. Underreporting of food consumption is a recurrent challenge for FFQs and is most pronounced among overweight and obese people [47]. Also, FFQs were initially designed to estimate individual intake relative to a population rather than to detect small changes in individual dietary intake [33,48], for which they might not be sufficiently sensitive. The present FFQ did not account for individual variation in portion sizes but instead assumed the average portion of the UK population [33], which might differ from portions consumed by our obese participants.

On the other hand, self-perceived items like the TIS have been designed to detect differences between conditions in experimental studies [49]. However, some have claimed that reported changes are influenced by demand characteristics [50], with participants in more active conditions being more aware of study aims and so responding differently. Two previous studies counter the argument of demand characteristics by showing no difference between conditions for awareness of the study’s hypothesis or feelings of obligation to comply [17,21]. Further research is needed to improve our ability to measure change in dietary intake (eg, through more objective measures).

To our knowledge, our planning tool is the first fully automated system to test online if–then plans in the format of an interactive volitional help sheet. An advantage of our approach was that participants could choose more personally relevant situations [30] from the list, promoting a sense of autonomy [51]. However, a disadvantage is that the list did not include highly pronounced among overweight and obese people [47]. Also, FFQs were initially designed to estimate individual intake relative to a population rather than to detect small changes in individual dietary intake [33,48], for which they might not be sufficiently sensitive. The present FFQ did not account for individual variation in portion sizes but instead assumed the average portion of the UK population [33], which might differ from portions consumed by our obese participants.

On the other hand, self-perceived items like the TIS have been designed to detect differences between conditions in experimental studies [49]. However, some have claimed that reported changes are influenced by demand characteristics [50], with participants in more active conditions being more aware of study aims and so responding differently. Two previous studies counter the argument of demand characteristics by showing no difference between conditions for awareness of the study’s hypothesis or feelings of obligation to comply [17,21]. Further research is needed to improve our ability to measure change in dietary intake (eg, through more objective measures).

To our knowledge, our planning tool is the first fully automated system to test online if–then plans in the format of an interactive volitional help sheet. An advantage of our approach was that participants could choose more personally relevant situations [30] from the list, promoting a sense of autonomy [51]. However, a disadvantage is that the list did not include highly
idiosyncratic situations that a participant might have entered through a free-text entry approach. Future studies could evaluate the relative impact of guiding participants to appropriate cues versus giving them complete autonomy.

As this was the first evaluation of a fully automated PT, we used a completers, per-protocol analysis, which, although limiting interpretation of the application of our results, allowed us to focus on the impact of the tool when used appropriately. Further research is needed to test the effectiveness of an implementation intention-based automated PT at a population level (via intention-to-treat analysis) over longer periods of time and to evaluate the impact of reminders [52-55].

Another advantage of the current study was that we assessed risk perceptions at two time points, giving us the opportunity to measure change in risk perceptions. Also, whereas previous research has used fictitious illnesses and hypothetical scenarios to communicate risk [23,41], our study risk corresponded to participants’ personal characteristics, making it more relevant. To the best of our knowledge this is the first study to combine implementation intentions with personally relevant health risk information through a Web-based medium.

Conclusions

Web-based tools provide a good opportunity to present risk information and plan behavior change. In the present study, the HA risk message helped improve obese people’s awareness of risk relative to their age, and the PT reduced levels of perceived saturated fat intake. Future research is required to identify ways of matching motivational and volitional strategies to change behavior.
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Abstract

Background: Since medication nonadherence is considered to be an important health risk, numerous interventions to improve adherence have been developed. During the past decade, the use of Internet-based interventions to improve medication adherence has increased rapidly. Internet interventions have the potential advantage of tailoring the interventions to the needs and situation of the patient.

Objective: The main aim of this systematic review was to investigate which tailored Internet interventions are effective in improving medication adherence.

Methods: We undertook comprehensive literature searches in PubMed, PsycINFO, EMBASE, CINAHL, and Communication Abstracts, following the guidelines of the Cochrane Collaboration. The methodological quality of the randomized controlled trials and clinical controlled trials and methods for measuring adherence were independently reviewed by two researchers.

Results: A total of 13 studies met the inclusion criteria. All included Internet interventions clearly used moderately or highly sophisticated computer-tailored methods. Data synthesis revealed that there is evidence for the effectiveness of Internet interventions in improving medication adherence: 5 studies (3 high-quality studies and 2 low-quality studies) showed a significant effect on adherence; 6 other studies (4 high-quality studies and 2 low-quality studies) reported a moderate effect on adherence; and 2 studies (1 high-quality study and 1 low-quality study) showed no effect on patients’ adherence. However, most studies used self-reported measurements to assess adherence, which is generally perceived as a low-quality measurement. In addition, we did not find a clear relationship between the quality of the studies or the level of sophistication of message tailoring and the effectiveness of the intervention. This might be explained by the great difference in study designs and the way of measuring adherence, which makes results difficult to compare. There was also large variation in the measured interval between baseline and follow-up measurements.

Conclusion: This review shows promising results on the effectiveness of Internet interventions to enhance patients’ adherence to prescribed long-term medications. Although there is evidence according to the data synthesis, the results must be interpreted with caution due to low-quality adherence measurements. Future studies using high-quality measurements to assess medication adherence are recommended to establish more robust evidence for the effectiveness of eHealth interventions on medication adherence.

(J Med Internet Res 2011;13(4):e103) doi:10.2196/jmir.1738
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Introduction

Recent reports of the World Health Organization and the National Institute for Health and Clinical Excellence reveal that 30%–50% of patients with chronic illnesses do not adhere to prescribed medication [1]. Other studies also show that rates of nonadherence are very high and depend on the type of disease. The highest adherence rates are found for patients with human immunodeficiency virus infection, while diabetes patients have the lowest rate [2]. As such, medication nonadherence can be considered an important health care problem. This is especially true for patients with a chronic illness because medication adherence is a crucial factor in the effectiveness of a therapy [2]. Consequently, many patient-centered interventions are developed to improve adherence, and the impact of the Internet in the development of these interventions is increasing. It is therefore important to understand how these interventions work and to know whether they are effective in improving adherence. To our knowledge, no recent review has studied the effectiveness of patient-centered Internet interventions on patients’ medication adherence. Therefore, we conducted a systematic literature study in which we reviewed evidence from studies on Internet interventions that were developed to assist patients in their medication management. The purpose of our study was fourfold: first, to gain insight into the current stage of development of these interventions; second, to assess the included studies for their effectiveness on medication adherence; third, to investigate to what degree adherence is determined by the characteristics of the intervention; and fourth, to investigate whether there is a relationship between the characteristics of the study and the reported effectiveness of the interventions.

Different terms are used in the literature to describe the concept of adherence—for example, compliance, adherence, and persistence. They have all been used to indicate that the patient is using the medication following the prescribed regimen. These terms differ in exact meaning. In this paper, we use the term adherence. Adherence is defined as the extent to which the patient’s behavior matches the agreed recommendations of the prescriber [3]. According to this definition, nonadherence is a wide concept that varies from missing an occasional dose to never taking the prescribed medications [3]. Patients have different reasons for being nonadherent. These different reasons have something in common: the patient does not execute the treatment plan and does not persist. Execution is a continuous process where the actual dosing history corresponds to the ideal doses [4,5].

To improve adherence and develop target interventions, it is important to address the specific reasons why a patient is not able or willing to execute the treatment plan. From this perspective, interventions should be personalized or tailored to address individual needs and beliefs. The definition of tailoring describes the features that make tailored health messages different from other approaches: “It is assessment-based and as a result the message can be individual-focused” [6]. In other words, tailoring is based on gathering and assessing personal data related to health outcomes or several determinants in order to determine the most effective strategy to meet that person’s needs [6]. With these characteristics, a tailored message is able to provide personal feedback, commands greater attention, is processed more deeply, and is perceived as more likable by patients than a general message [7,8]. Because of these possibilities, tailored health messages are also more likely than generic information to be read, remembered, and viewed as personally relevant [6,9].

Computer technologies can be used to tailor health messages to the personal situation of the patient and might therefore contribute significantly to the development of tailored message strategies. The Internet is potentially a powerful medium for delivering those tailored messages. The management of a chronic disease should be personalized to an individual because the person is ultimately responsible for the success of the intervention [10]. The technology provides an opportunity to tailor the information in several formats and modalities, which enhances the user’s experience of the material and will result in a better understanding [7,8]. Moreover, Internet interventions have the advantage that they can provide interactive and responsive programs [10]. These interventions can provide effective data and information provision and retrieval. The advantages of tailored message strategies can contribute to the incorporation of interactive and continued self-monitoring, feedback, and information exchange, which play an increasingly important role in changing patients’ behavior.

Methods

For this review, we used the guidelines of the Cochrane Collaboration to assess the studies on their internal validity and to summarize the existing evidence about Internet interventions to improve medication adherence in patients. The Cochrane Collaboration method is described in more detail in the Cochrane Handbook for Systematic Reviews of Interventions [11].

Inclusion Criteria

We included a study when the following inclusion criteria were met: (1) the study described a patient-centered Internet intervention, (2) the study described an intervention for patients who use prescribed medication for a chronic condition, (3) at least one of the outcome measures was adherence, (4) the study was quantitative, and (5) the study was published in either the English or Dutch language.

Search Methods

We conducted a systematic literature search to identify articles containing information about the effect of Internet interventions on medication adherence. Comprehensive literature searches were undertaken in the databases PubMed, PsycINFO, EMBASE, CINAHL, and Communication Abstracts.

The search strategies used the following keywords: (medication therapy management OR medication adherence OR patient compliance OR self-care) AND (internet) AND (intervention study OR randomized controlled trial OR clinical controlled trial).

We then continued with the snowball method by looking for references in publications, especially those of the included studies and reviews on interventions to promote adherence. The
search was conducted in June 2010. Since Internet intervention is a relatively new topic, no time limits were applied.

Application of the search strategy to the specified databases resulted in a total of 620 hits (Table 1). In total, we selected 13 studies from these results.

Table 1. Results of database searches.

<table>
<thead>
<tr>
<th>Source</th>
<th>Hits per strategy</th>
<th>Unique studies</th>
<th>Relevant studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td>388</td>
<td>388</td>
<td>11</td>
</tr>
<tr>
<td>Communication Abstracts</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PsycINFO</td>
<td>47</td>
<td>40</td>
<td>0</td>
</tr>
<tr>
<td>EMBASE</td>
<td>169</td>
<td>82</td>
<td>0</td>
</tr>
<tr>
<td>Snowball method</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CINAHL</td>
<td>13</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>620</td>
<td>520</td>
<td>13</td>
</tr>
</tbody>
</table>

Figure 1. Flow diagram of study search and selection.
Reference Manager version 11.0 (Thomson Reuters, New York, NY, USA) was used to manage the citations. Duplications were logged, leaving 520 unique results (see Figure 1). On the basis of title and abstract, two researchers (pairs of AL, MV, LvD, JvW) independently selected studies for inclusion. If the study seemed to meet the inclusion criteria or if there were doubts about the inclusion, the full text of the article was obtained. Based on the full articles two reviewers independently reviewed whether these studies fit all the inclusion criteria. Disagreements were solved by discussions between the two researchers. For a more detailed description of the excluded studies see Multimedia Appendix 1.

Assessment of Methodological Quality

The methodological quality of included randomized controlled trials (RCTs) and clinical controlled trials (CCTs) was independently reviewed by two researchers (AL and JvW) using the list from the Cochrane Collaboration Back Review Group [12]. The list consists of 11 criteria for internal validity, namely:

- 3 criteria regarding selection bias: whether (a) randomization was adequate, (b) treatment allocation was concealed, and (c) groups were similar at baseline regarding the most important indicators,
- 4 criteria for performance bias: whether (d) patients were blinded to the intervention, (e) care provider was blinded to the intervention, (g) co-interventions were avoided, and (h) compliance with the intervention was acceptable,
- 2 criteria regarding attrition bias: whether (i) the dropout rate after baseline was acceptable, and (k) the analysis included an intention-to-treat analysis, and
- 2 criteria for detection bias: whether (f) the outcome assessor was blinded to the intervention, and (j) outcome assessments in all groups were similar.

For each included study, all criteria were scored as “yes,” “no,” or “unclear.” All unclear scores were later rated as “no.” Studies were rated as high quality (HQ) when at least 6 of the 11 criteria for internal validity were met. Otherwise, studies were considered of low quality (LQ). Disagreements were discussed until consensus was reached. If disagreement or indistinctness persisted a third reviewer (LvD) was consulted.

In addition, two researchers (AL and LvD) independently assessed the quality of the methods for measuring adherence to a medical regimen. A standard method to assess adherence does not exist and every method has its limits [13,14]. In clinical trials, adherence can be measured based on, for example, interviews, diary, questionnaire-based self-reporting, prescription refills, pill counts, or electronic monitoring [14,15].

We categorized the measurements in high- and low-quality adherence assessments based on previous findings concerning the objectivity of these measurements [13-15]. In this review electronic monitoring and physiological/biomedical measures are defined as high-quality adherence assessment. These measurements are considered the most objective standard [15]. Previous research has shown that data from pill counts and electronic monitoring are strongly correlated [16]. Yet others consider pill counts not to be accurate [17,18]. In addition, meta-analyses have shown that self-reported adherence is also strongly correlated with electronic monitoring [19,20]. Like pill counts, the accuracy of self-reported measurements is debatable. Some argue that self-reports may be an accurate measurement for measuring adherence [21,22], while others state that the use of self-reported measurements is not an accurate method [14,15,23,24]. Taking all arguments into account, we considered self-measurements, such as questionnaires, pill counts, prescription refills, interviews, and diaries, to be most subjective for measuring adherence [13]. We therefore considered these measurements low-quality adherence assessment. However, if two or more different low-quality adherence measurements were used in the same study, such as a combination of questionnaires and prescription refills, the method was considered high-quality adherence assessment.

Data Extraction

One researcher (AL) documented the following characteristics of the included studies: (1) method (type of study), (2) participants (total number of participants, sex per group, mean age per group, type of disease), (3) intervention (name of experimental intervention, name of control condition, period, number of times/minutes per week), (4) outcome measures (type of outcome measures, time of measurement), (5) results (short description), and (6) author’s conclusion.

Data Synthesis

Due to diversity in the features of the interventions and the methods used to measure adherence, it was not possible to pool the data. Therefore, we conducted a best-evidence synthesis (see Textbox 1) based on [12] and adapted by a Dutch study [25].

The best-evidence synthesis was conducted by attributing various levels of evidence to the effectiveness of the interventions. The synthesis takes into account the design, methodological quality, and outcomes of the studies. Textbox 1 shows that at least 1 HQ RCT or 2 HQ CCTs were needed to establish robust evidence for the effectiveness of an intervention.

<table>
<thead>
<tr>
<th>Evidence:</th>
<th>Provided by consistent, statistically significant findings in outcome measures in at least 2 high-quality randomized controlled trials (RCTs).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderate evidence:</td>
<td>Provided by consistent, statistically significant findings in outcome measures in at least 1 high-quality RCT and at least 1 low-quality RCT or high-quality CCT.</td>
</tr>
<tr>
<td>Limited evidence:</td>
<td>Provided by statistically significant findings in outcome measures in at least 1 high-quality RCT</td>
</tr>
<tr>
<td>Or</td>
<td>Provided by consistent, statistically significant findings in outcome measures in at least 2 high-quality CCTs (in the absence of high-quality RCTs).</td>
</tr>
<tr>
<td>Indicative findings:</td>
<td>Provided by statistically significant findings in outcome measures in at least 1 high-quality CCT or low-quality RCT (in the absence of high-quality RCTs).</td>
</tr>
<tr>
<td>No/insufficient evidence:</td>
<td>If the number of studies that have significant findings is &lt;50% of the total number of studies found within the same category of methodological quality and study design</td>
</tr>
<tr>
<td>Or</td>
<td>In case the results of eligible studies do not meet the criteria for one of the above stated levels of evidence</td>
</tr>
<tr>
<td>Or</td>
<td>In case of conflicting (statistically significantly positive and statistically significantly negative) results between RCTs and CCTs</td>
</tr>
<tr>
<td>Or</td>
<td>In case of no eligible studies.</td>
</tr>
</tbody>
</table>

Sensitivity Analysis

We conducted a sensitivity analysis to indentify how sensitive the results of the best-evidence syntheses were to changes in the way the study quality was assessed. For the sensitivity analysis, the best-evidence synthesis was repeated in two different ways, using the following principles: (1) LQ studies were excluded, (2) studies were rated as HQ if they met at least 4 of the 11 criteria of internal validity instead of 6.

We then compared the results of the sensitivity analysis with the results of the best-evidence synthesis and described the sensitivity of the results [25,26].

Effectiveness

Study effectiveness was categorized as significant effect on adherence, moderate effect on adherence, and no effect on adherence. We defined a study effect as moderate if the authors reported a positive effect of the intervention on adherence but there were limitations, such as the following: improvement of adherence was found only in a subgroup of the intervention group; adherence was measured indirectly (eg, the study drew conclusions about the use of beta-agonist indicating that adherence was improved); or the significance of the results to medication adherence was not tested, but the authors used convincing arguments to explain the effectiveness of the intervention (see results section for explanation per study).

Intervention: Tailoring Level of Sophistication of the Website

Tailored Internet interventions differ in how they deliver their message [7]. The difference is based on the sophistication of the way the message is tailored. We categorized the interventions in being low, moderate, or high in sophistication. Some interventions involve a form of online assessments (low sophistication), and others use online assessments, tailored feedback, and content matching (moderate sophistication). The third group of interventions provides instant feedback and a complex tailored health program with several tools and activities that would enable patients to achieve their health goals (high sophistication) (see Figure 2) [7].
Results

The main characteristics of the included studies are presented in Table 2 [27-39] and further described below (for a more detailed description of the included studies see Multimedia Appendix 2).
Table 2. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Study; method</th>
<th>Interventiona</th>
<th>Participants; sex; mean age</th>
<th>Adherence measurement; timing of measuring adherence</th>
<th>Main conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artinian [27]; RCTb</td>
<td>Web-based monitoring system; tailored content; nature of expert/therapist contact</td>
<td>N = 18 (17 males; mean age 68 years); intervention group n = 9, control group n = 9</td>
<td>Pill counts; baseline and 3 months</td>
<td>Medication compliance rate was 94% for the monitor group as measured by the monitor system</td>
</tr>
<tr>
<td>Jan [28]; RCTb</td>
<td>Blue Angel for Asthma Kids variability; tailored content; nature of expert/therapist contact</td>
<td>N = 164, intervention group n = 88 (35 males; mean age 10.9 years); control group n = 76 (28 males; mean age 9.9 years)</td>
<td>Self-reported at baseline and 12 weeks</td>
<td>The Blue Angel for Asthma Kids has the potential for improving asthma outcome compared with conventional treatment over a period of 12 weeks</td>
</tr>
<tr>
<td>Chan [29]; RCTb</td>
<td>Customized educational and monitoring Web site; tailored content; nature of expert/therapist contact</td>
<td>N = 120; intervention group n = 60 (37 males; mean age 10.2 years); control group n = 60 (38 males; mean age 9.0 years)</td>
<td>Computerized prescription refill record at baseline, 26 weeks, and 52 weeks</td>
<td>No difference in adherence between groups</td>
</tr>
<tr>
<td>Chan [30]; RCTb</td>
<td>Customized educational and monitoring Web site; tailored content; nature of expert/therapist contact</td>
<td>N = 10; intervention group n = 5 (1 male; mean age 6.6 years); control group n = 5 (4 males; mean age 8.7 years)</td>
<td>Self-reported asthma diary and computerized prescription refill record at 90 days and 180 days</td>
<td>After the intervention, the use of beta-agonist decreased, which is an indication of better adherence</td>
</tr>
<tr>
<td>Joseph [31]; RCTb</td>
<td>Web-based asthma management program; tailored content; user control</td>
<td>N = 314 (36.6% male; mean age 15.3 years); intervention group n = 162; control group n = 52</td>
<td>Self-reported at baseline and 12 months</td>
<td>Positive changes in controller medication adherence were seen</td>
</tr>
<tr>
<td>Ross [32]; RCTb</td>
<td>SPPARO (System Providing Access to Records Online); tailored content; nature of expert/therapist contact</td>
<td>N = 104; intervention group n = 54 (80% male; mean age 57 years); control group n = 50 (74% male; mean age 55 years)</td>
<td>Self-reported at baseline, 6 months, and 12 months</td>
<td>Providing patients access to an online medical record improved adherence</td>
</tr>
<tr>
<td>Cherry [33]; prospective design</td>
<td>Telemedicine diabetes disease management program; tailored content; nature of expert/therapist contact</td>
<td>Intervention group n = 169 (39 males; mean age 53 years); historical group (usual care)</td>
<td>Self-reported</td>
<td>Outcomes offer encouraging evidence that telemedicine technology coupled with daily remote monitoring may improve appropriate use of health care services</td>
</tr>
<tr>
<td>Guendelman [34]; RCTb</td>
<td>Health Buddy, an interactive device connected to a home telephone; tailored content; nature of expert/therapist contact</td>
<td>N = 134; intervention group (40 males; mean age 12.2 years); control group (37 males; mean age 12.0 years)</td>
<td>Self-reported at baselines, 6 weeks, and 12 weeks</td>
<td>Patients were more likely to take their asthma medication without additional reminders</td>
</tr>
<tr>
<td>DeVito Dabbs [35]; RCTb</td>
<td>Pocket Personal Assistant for Tracking Health (PATH); tailored content; nature of expert/therapist contact</td>
<td>N = 30; intervention group n = 15 (60% male; mean age 55 years); control group n = 15 (60% male; mean age 57 years)</td>
<td>Self-reported at baseline and 2 months</td>
<td>Patients who received the PATH were more likely to show high adherence to the medical regimen</td>
</tr>
<tr>
<td>Van der Meer [36]; RCTb</td>
<td>Internet-based self-management program; customized health program; user control</td>
<td>N = 200; intervention group n = 101 (29% male; mean age 36 years); control group n = 99 (29% male; mean age 37 years)</td>
<td>Self-reported at baseline, 3 months, and 6 months</td>
<td>After 3 months asthma control improved</td>
</tr>
<tr>
<td>Van der Meer [37]; RCTb</td>
<td>Internet-based self-management program; customized health program; user control</td>
<td>N = 200; intervention group n = 111 (28 males; mean age 36 years); control group n = 89 (28 males; mean age 36.6 years)</td>
<td>Self-reported at baseline, 3 months, and 1 year</td>
<td>Weekly self-monitoring leads to improved asthma control in patients with partially and uncontrolled asthma at baseline and tailors asthma medication to individual patients’ needs</td>
</tr>
</tbody>
</table>
Main conclusion
Adherence measurement; timing of measuring adherence
Participants; sex; mean age

## Intervention Study; method

**Dilorio [38]; Survey**

- **Intervention**: WebEase; customized health program; user control
- **Participants; sex; mean age**: N = 35 (40% male; mean age 37.5 years)
- **Main conclusion**: Participants showed some improvement in adherence following the program (self-reported at baseline and 6 weeks)

**Dew [39]; prospective design**

- **Intervention**: Website including skills workshops, discussion group, ask an expert, question and answer, health tips, resources, and references; customized health program; nature of expert/therapist contact
- **Participants; sex; mean age**: N = 64; intervention group n = 24 (18 males; mean age 45.8 years); control group n = 40 (30 males; mean age 57.5 years)
- **Main conclusion**: The intervention appeared to be weakly associated with medical compliance change (self-reported at baseline and 4 months)

---

### Methodological Quality: Assessment of Internal Validity

For this review 10 RCTs were included, and 9 of them were assessed on their internal validity (Table 3 [27-39]). We included 1 RCT with no data on our primary outcome variable (i.e., medication adherence) for the control group [27]. This means that for this tenth study, we could not assess validity criteria. Moreover, we reviewed 2 prospective cohort designs and 1 survey. A total of 7 RCTs met 6 or more of the 11 validity criteria and therefore qualified as HQ studies.

<table>
<thead>
<tr>
<th>Study; method</th>
<th>Intervention(^a)</th>
<th>Participants; sex; mean age</th>
<th>Adherence measurement; timing of measuring adherence</th>
<th>Main conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilorio [38]; Survey</td>
<td>WebEase; customized health program; user control</td>
<td>N = 35 (40% male; mean age 37.5 years)</td>
<td>Self-reported at baseline and 6 weeks</td>
<td>Participants showed some improvement in adherence following the program</td>
</tr>
<tr>
<td>Dew [39]; prospective design</td>
<td>Website including skills workshops, discussion group, ask an expert, question and answer, health tips, resources, and references; customized health program; nature of expert/therapist contact</td>
<td>N = 64; intervention group n = 24 (18 males; mean age 45.8 years); control group n = 40 (30 males; mean age 57.5 years)</td>
<td>Self-reported at baseline and 4 months</td>
<td>The intervention appeared to be weakly associated with medical compliance change</td>
</tr>
</tbody>
</table>

\(\text{\textsuperscript{a}}\) Sophistication of tailoring classification based on Figure 2.  
\(\text{\textsuperscript{b}}\) Randomized controlled trial.

### Table 3. Results of methodological quality.

<table>
<thead>
<tr>
<th>Study</th>
<th>Validity criteria(^a)(^{\text{met}})</th>
<th>Study quality(^b)</th>
<th>Quality measurement adherence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Randomized clinical trials</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artinian [27]</td>
<td>Not applicable(^c)</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Jan [28]</td>
<td>a, b, c, d, i, j</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Chan [29]</td>
<td>a, b, f, i, j</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Chan [30]</td>
<td>a, b, c, f, h(^d), i, j</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Joseph [31]</td>
<td>a, b, c, d, e, h, i, j</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Ross [32]</td>
<td>a, b, c, d, e, h, i, j, k</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Guendelman [34]</td>
<td>a, b, d, i, j</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>DeVito Dabbs [35]</td>
<td>a, b, c, e, i, j</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Van der Meer [36]</td>
<td>a, b, c, i, j, k</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Van der Meer [37]</td>
<td>a, c, h(^f), i, j, k</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td><strong>Prospective design/clinical trial or cohort design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cherry [33]</td>
<td></td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Dew [39]</td>
<td></td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td><strong>Survey</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dilorio [38]</td>
<td></td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

\(\text{\textsuperscript{a}}\) a: randomization adequate; b: treatment allocation concealed; c: groups similar at baseline regarding most important indicators; d: patients blinded to intervention; e: care provider blinded to intervention; f: outcome assessor blinded to intervention; g: co-interventions avoided; h: compliance with intervention acceptable; i: dropout rate after baseline acceptable; j: outcome assessed similarly in all groups; k: intention-to-treat analysis included.

\(\text{\textsuperscript{b}}\) That is, 6 of 11 validity criteria were met.

\(\text{\textsuperscript{c}}\) No data on medication adherence for the control group and therefore judged as low quality.

\(\text{\textsuperscript{d}}\) Compliance was acceptable in the first interval (<90 days).

\(\text{\textsuperscript{e}}\) Compliance was acceptable in the first interval (6 months).

\(\text{\textsuperscript{f}}\) Compliance was acceptable in the first interval (3 months).
Intervention: Tailoring Level of Sophistication of the Website

All Internet interventions reported computer-tailoring methods. Interventions were categorized as having low sophistication (online assessments), moderate sophistication (online assessments, tailored feedback, and content matching), and high sophistication (a more complex tailored health program) (see Figure 2) [7].

Online Assessment and Feedback

Online assessment and feedback are used in interventions with single-incident computer-assisted risk or health assessments. For example, feedback is emailed to the patients or provided online [7]. In addition, these interventions are brief and usually done once at the beginning of the intervention. None of the reviewed studies used online assessment and feedback.

Tailored Content

With tailored content a program provides (1) tailored text messages composed in a unique way according to how patients respond to certain questions, or (2) restricted access to content sections per patient [7]. Tailored content was used by 9 of the studies we reviewed; 1 study [28], Blue Angel for Asthma Kids, conducted an Internet-based interactive asthma educational and monitoring program in which patients were able to complete an electronic diary, record symptoms and need for rescue medication, and upload their videos when they were using their inhaler. Based on these outcomes, the program comprised both an action plan with a warning system and a written treatment plan. A similar customized educational and monitoring Website for patients with asthma was conducted in 2 studies [29,30], and 1 study [31] tested the asthma management program Puff City. The program used tailoring to alter behavior through individualized health messages based on the patients’ beliefs, attitudes, and personal barriers to change or maintain the behavior. Another form of a tailored website, System Providing Access to Records Online (SPPARO), was examined in 1 study [32]. This website provided the medical record, an educational guide, and a message system for patients. Moreover, patients could contact the health provider by email. The telemedicine diabetes disease management program Health Buddy was tested in 2 studies [33,34]. However, the modality used in the diabetes program was different from the previously mentioned monitoring programs. Patients answered personalized questions that enabled them to monitor their disease symptoms, medication adherence, and disease knowledge by pressing buttons for response. The 2 studies using the Health Buddy differed in the intensity of the feedback. One study [27] tested a medication compliance device. Data and answers to questions were recorded by the device and uploaded daily to a central server. Based on these answers health providers were able to monitor the patients, provide advice, and update the treatment regimens in the Med-eMonitor devices. One study [35] also tested a handheld device, Pocket Personal Assistant for Tracking Health (PATH), developed for patients after lung transplantation to record health data, review data trends, and report their condition changes to the transplant team. The device included decision-support programs to promote self-care behaviors.

Customized Health Programs

Interventions that provide not only tailored content but also individualized instructions for meeting certain health goals, self-management goals, or goal-setting activities are so-called customized health programs [7], used by 4 of the included studies. Of these, 2 studies [36,37] tested the effects of an Internet-based self-management program for asthma patients. This website allowed monitoring through the website, text messages, use of an Internet-based treatment plan, online education, and the possibility to communicate with the health provider. The intervention WebEase [38] consisted of three modules that were designed to assess an individual’s status related to self-management practices and create a plan for change or to maintain the behavior. The modules in WebEase required the patient to answer questions related to these topics. Feedback was provided based on these responses. Patients entered data into MyLog, which is a screen for recording data about medication-taking behavior, stress, etc. In addition, the intervention included a knowledge component and a discussion board. This means that each patient was directed to another path [38]. Another study [39] tested a customized health program where patients chose which components of the website they wanted to use. The website included a home page, posttransplant skills workshops, discussion groups, “ask an expert,” question-and-answer possibility, healthy-living tips, resources, and reference library. The way the patients used the website was based more on voluntary participation than in the study that used MyLog [38].

Table 4 and Table 5 show for each study which method for delivering the tailored message was used (see column 2).

Table 4. Effectiveness of short-term interventions (<6 months).

<table>
<thead>
<tr>
<th>Study</th>
<th>Study quality</th>
<th>Sophistication of tailoring</th>
<th>Quality measurement adherence</th>
<th>Short-term effectiveness (&lt;6 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeVito Dabbs [35]</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>++</td>
</tr>
<tr>
<td>Jan [28]</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>++</td>
</tr>
<tr>
<td>Dew [39]</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>–</td>
</tr>
<tr>
<td>Dilorio [38]</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>++</td>
</tr>
<tr>
<td>Artinian [27]</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
<td>+</td>
</tr>
<tr>
<td>Guendelman [34]</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
<td>++</td>
</tr>
</tbody>
</table>

a ++ = significant effect on medication adherence; + = moderate effect on medication adherence; – = no effect on medication adherence.

Role of Health Providers

Interventions also differ in the type and extent of health provider involvement. User control allows individuals to take a major role in managing their own care, whereas in expert control an expert or therapist takes a more directive role [7].

Only 4 of the interventions were based on user control and 9 interventions used contact with the health provider. A Web-based asthma management program was developed in 1 study [29]. The program used tailoring to alter behavior through individualized health messages based on the user’s beliefs, attitudes, and personal barriers to change. The health provider did not interfere. Three studies were also user based with treatment algorithms to give feedback [36-38].

In contrast, in the Blue Angel for Asthma Kids, a customized educational and monitoring website site providing secure email contact between patients and their therapist, the therapist had a more directive role [28]. Like the Blue Angel for Asthma Kids, SPPARO included a messaging system that made it possible to exchange secure messages with the health provider [32]. The intervention developed in 2 studies [29,30] consisted of a case manager who reviewed the data, sent emails about the peak flow, inhaler technique, and symptoms, and forwarded them to the website. Patients (the virtual group as well as the office-based group) had access to their case manager 24 hours a day, 7 days a week. One study [39] conducted a website including skills workshops, discussion group, ask an expert, question and answer, health tips, recourses, and references. In this case, the role of health providers was to provide the possibility for a patient to ask an expert.

Several interventions used a special device to exchange information between patients and health care providers. The Med-eMonitor recorded data and answers to questions that could be uploaded by the health provider. Based on these outcomes, the health provider provided advice and updated the treatment regimens [27]. The PATH [35] recorded data and provided a tailored decision-support program and email contact with the health provider. The Health Buddy device in 2 studies [33,34] is like the Med-eMonitor and PATH based on the feedback and participation of the health provider, but there is a difference in the intensity of participation of the health provider. In 1 study [33] the health provider contacted the patient only when necessary, while in the other 2 studies [34,35] the patient received feedback instantly after sending a question.

Our analysis to examine the extent to which medication adherence is determined by different tailoring levels revealed no clear relationship between the intervention’s level of sophisticated tailoring and the extent to which the intervention was effective (Table 4).

Summary of Effects on Adherence

We found 5 studies with a significant effect on adherence (3 HQ studies and 2 LQ studies) [28,31,34,35,36]. The first study [28] concluded that the intervention had a positive and significant effect on use of the inhaled corticosteroid and that this effect significantly differed from the baseline. In addition, the second study [31] found positive changes in controller medication adherence. The third study [36] tested the WebEase intervention and found a significant effect on adherence. The fourth study [34] found that patients were more likely to take their asthma medication when they used the Health Buddy. In the fifth study [35], patients who received the PATH intervention were more likely to adhere to their medical regimen.

A moderate effect on adherence was reported in 6 studies (4 HQ studies and 2 LQ studies). The SPPARO proved to be feasible and improved general adherence. Adherence to medication showed a similar trend but these results did not reach significance [32]. The second study [30] concluded that, after the intervention, the use of beta-agonist decreased, which is an indication of better adherence. The third study [33] reported that medication compliance improved from 65% at pretest to 94% at posttest, but the difference was not statistically tested. The medication compliance rate in the fourth study [27] was 94% for the monitor group as measured by the monitor system. However, because there was no pretest and the data of the control group were not available, it is unknown whether the results were significant as compared with the pretest or the control group. The intervention of the last 2 studies [36,37] improved adherence in patients with partly and uncontrolled asthma at baseline. The authors concluded that the intervention was most effective in improving adherence for patients with partly or uncontrolled asthma at baseline.

No significant results on patients’ adherence were found in 2 studies (1 HQ and 1 LQ) [29,39].

<table>
<thead>
<tr>
<th>Study</th>
<th>Study quality</th>
<th>Sophistication of tailoring</th>
<th>Quality measurement adherence</th>
<th>Long-term effectiveness (&gt;6 months)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van der Meer [36]</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>+</td>
</tr>
<tr>
<td>Van der Meer [37]</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>+</td>
</tr>
<tr>
<td>Chan [30]</td>
<td>High</td>
<td>Moderate</td>
<td>High</td>
<td>+</td>
</tr>
<tr>
<td>Joseph [31]</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>++</td>
</tr>
<tr>
<td>Ross [32]</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>+</td>
</tr>
<tr>
<td>Chan [29]</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
<td>–</td>
</tr>
<tr>
<td>Cherry [33]</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
<td>+</td>
</tr>
</tbody>
</table>

a +++ = significant effect on medication adherence; + = moderate effect on medication adherence; – = no effect on medication adherence.
Assessment of Adherence Measurements

Regarding the measurement of adherence, the 13 studies we reviewed showed a large variability of methods: 12 studies used a low-quality measurement to assess adherence and 1 used a combination of these methods (ie, a high-quality measurement to assess adherence) (Table 3).

Low Quality of Adherence Measurement

In 10 studies, self-reported scales were used to obtain the adherence rate. Although 5 studies \([28,31,34,36,37]\) used self-reports to measure adherence, they did not describe what kind of instrument they used. One study \([39]\) used self-reported data by asking questions regarding adherence during the initial interview. Reports of therapist and patients were compared. In addition, 1 study \([33]\) used a self-developed medication adherence survey on the Health Buddy appliance. The other 3 studies chose existing, valid, self-reported adherence scales. One study \([32]\) used a combination of the Morisky scale and the General Adherence Scale from the Medical Outcomes Study, and 1 study \([35]\) used the Health Habits Assessment, a self-reported scale to measure adherence. One study \([38]\) used the self-report USCF Adherence Questionnaire and the Antiretroviral General Adherence Scale. Finally, 2 studies used measurements such as counting pills \([27]\), and 1 study \([29]\) used a computerized prescription refill record (after evaluation of the pilot study in which completing the diary turned out to be time consuming and inconvenient; see \([30]\)).

High Quality of Adherence Measurement

One study used a combination of methods. This study \([30]\) used a diary in combination with a computerized prescription refill record.

Table 3 shows the results of the assessment of the internal validity and the quality of adherence measurement.

Relation Between Quality of Adherence Measurement and Effectiveness

Our investigation of the relationship between the quality of adherence measurement and the effectiveness of the interventions revealed no clear relationship (there was only 1 study using a high-quality method to assess adherence), although self-reported adherence measurements seemed to result more often in significant effects than did pill counts and pharmacist adherence measurements (Table 4 and Table 5). Of the 10 studies using self-reports (low-quality adherence measurement), 5 reported a significant effect of the intervention on adherence \([28,31,34,35,38]\), 4 a moderate effect \([32,33,36,37]\), and 1 no effect \([39]\). From the 2 studies in which pharmacist data or pill counting was used, 1 reported a moderate effect \([27]\) and 1 no effect \([29]\). The 1 study that used a combination of methods to measure adherence \([30]\) found a moderate effect on adherence.

Relation Between Interval of Adherence Measurement and Effectiveness

There was no clear relationship between the timing of the adherence measurements and the effectiveness of the intervention. The intervals between baseline and follow-up measurements differed between projects. Short-term adherence (ie, within 6 months) was measured in 6 studies. The first study \([38]\) showed that WebEase improved adherence 6 weeks after baseline. Patients who used PATH were more likely to show higher adherence than the control group after an interval of 8 weeks after baseline \([35]\). The third study \([28]\) found a significant effect on adherence after 12 weeks, and the fourth study \([34]\) reported an improvement in adherence after 12 weeks. The fifth study \([27]\) found an adherence rate of 94% in the experimental group after 12 weeks. Because of the lack of adherence data for the control group and the lack of a pretest, the effects on adherence could not be established. The sixth study \([39]\) examined the proportion of nonadherent patients in both an intervention and a control group after 16 weeks. That study’s authors found uniformly small and nonsignificant differences between the control and intervention groups. However, they found an important difference within the intervention group. Subgroup differences appeared when the intensity of using parts of the intervention was related to the effectiveness. For example, patients who used the Managing Medical Regimen Workshop more often or intensely appeared to be more adherent than those using the intervention less often or intensely \([39]\).

Long-term adherence was measured in 7 studies—that is, adherence with an interval of 6 months or longer, mostly of 1 year or more. Two studies \([30,36]\) reported a moderate effect in their pilot on adherence after 6 months. In 2 studies \([31,32]\), they found a moderate \([32]\) and significant \([31]\) improvement in adherence after 1 year. Two studies \([33,37]\) found a moderate effect on adherence after 1 year. This means that all of the included studies using an interval of 6 months or longer showed an effect (significant or moderate) on long-term adherence. One study \([29]\) did not find an effect on adherence after 1 year.

Table 4 and Table 5 give an overview of the methodological quality of the studies, the level of sophistication of each intervention, the quality of measurement of adherence, and an overview of the short-term and long-term effects.

Data Synthesis

Using the principles of the best-evidence synthesis (see Textbox 1), taking into account the design, methodological quality, and outcomes of the studies, the following conclusions can be drawn. In total, 7 studies were considered HQ. We found 3 HQ studies \([28,31,35]\) and 2 LQ studies \([34,38]\) that had a significant effect on enhancing medication adherence and that met 6 of 11 criteria. This means that there is evidence that tailored Internet interventions are successful in improving medication adherence.

Sensitivity Analysis

The sensitivity analysis showed the same results as the best-evidence synthesis. The results remained the same when the analysis was repeated with the 6 LQ studies excluded (ie, taking only the 7 HQ studies into account). Moreover, when studies were rated to be HQ if 4 instead of 6 criteria of interval validity were met, results stayed the same.
Discussion

Principal Results

First, our objective was to gain insight into the current state of the use of Internet interventions to improve medication adherence. Results of this review indicate that this is still a new field. This is visible in the differences in interventions with respect to crucial aspects such as the level of sophisticated tailoring and the role of health care providers. Despite the differences, it is remarkable that none of the interventions used a low level of tailoring and the majority (9 of 13) provided the opportunity to contact a health provider.

Second, the studies were assessed on their effectiveness on medication adherence. There is evidence that Internet interventions can improve medication adherence. This evidence comes from 3 HQ studies and 2 LQ studies, finding significant results on medication adherence.

Third, we wanted to investigate to what degree adherence is determined by the characteristics of the intervention. All interventions discussed in this review used tailored methods and used a moderately or highly sophisticated tailored intervention. These types of health programs, especially customized health programs, are more complex, generally long-term, allowing the patients to access the programs several times [7], and are considered appropriate for difficult-to-influence behaviors. We did not find a clear relationship between how sophisticated the tailoring of the intervention was and the extent to which the intervention appeared to be effective, possibly due to the various methods that were used.

Last, we wanted to investigate whether there is a relationship between the characteristics of a study and the reported effectiveness of the interventions. We found that there was variation not only in the level of tailoring, but also in the measurement of adherence, the timing of measuring adherence, and the intensity of the intervention. The included studies used self-reporting measurements (ie, interviews, diary, self-reporting via questionnaires) or pill counts, or prescription refills, or a combination. No study used electronic monitoring, which is perceived as a high-quality method for assessing adherence [15]. Of the 13 studies we reviewed, 7 measured long-term adherence, using an interval of 6 months or longer. There is no clear evidence that the duration of the intervention is related to the effectiveness of the intervention. Nevertheless, of the 7 studies measuring long-term adherence, 1 HQ study showed positive effects and 4 HQ studies and 1 LQ study showed moderate effects on adherence. This indicates that long-term interventions are promising. However, more research in this field is needed.

There is evidence that Internet interventions can be effective in improving medication adherence. The evidence comes from 3 HQ studies. However, the results should be interpreted with caution. Self-reported scales were used in 10 studies, which is considered a low-quality adherence measurement: 5 reported a significant effect of the intervention on adherence, 4 a moderate effect, and 1 no effect. Self-measurements can contribute to overestimating of the effects of interventions [40]. This could be explained by the possibility that patients may forget that they missed a dose. Biases that appear most prominent in estimating adherence by the patient from structured questionnaires are social desirability and social approval [5,13]. In other words, studies relying on self-reporting may have a tendency to err on the optimistic side when it comes to adherence, certainly compared with more objective pill-counting studies. However, it must be noted that anonymous self-report questionnaires are found to be significantly correlated with electronic monitoring [41] and virologic response [40], considered more objective methods. Research also shows that using specific strategies, such as ensuring patients that their responses will be kept confidential [40] or stratifying patients according to their socially desirable response [42], improves the prediction of adherence by self-reports. This indicates that self-reports are not useless, but further research should examine more strategies to reinforce accurate reporting by patients [40]. On the other hand, we included RCTs and, consequently, self-reported adherence can be expected to be overestimated in both treatment arms. Thus, the intervention effect (ie, difference between intervention and control group) was not necessarily overestimated. Additionally, a distinction can be made between valid self-report measurements and measurements that are not. If self-reported measurements are used, for instance because this is a cost-effective method, using validated measurements is recommended.

Electronic monitoring or observation is considered to be more accurate. It electronically records the time and date of the actual dosing events. Because every single method has its limitations, the best approach is to use multiple assessment techniques concurrently, as a way to improve the accuracy of adherence assessment [14]. One study in our review [30] used self-reported diary and prescription refills to measure adherence and made a distinction in interpreting the results. They used a self-reported diary to assess how the patients used their inhaler, based on the idea that when patients are not using their inhaler according to the health providers’ advice, they can be considered nonadherent. In addition, they used prescription refills to measure how many refills the patient was obtaining. In line with this method of measuring adherence, the optimal approach could be suggested to be a combination of self-reports and more objective measurements [43]. In addition, every single measurement needs a different interpretive approach because it has different relationships to clinical outcomes [13].

Of the studies we reviewed, 6 measured short-term adherence that varied from 6 weeks to 4 months: 4 of them were found highly effective and 1 moderately effective regarding adherence. The question is whether adherence improved in the long term, because the period was too short to measure persistence. According to an international expert forum on adherence [13], it is not easy to identify adherent and nonadherent patients beforehand. There is a large body of evidence dominated by reports identifying factors that are predictive or associated with nonadherence. Adherence could be seen as a dynamic behavior that is determined or influenced by unrelated factors that fluctuate and change over time [44]. As an adherent patient can become nonadherent over time, the importance of time (ie,
persistence) has been emphasized [5]. The quality of execution of the treatment plan can influence persistence. Factors such as perceptions of treatment outcomes, beneficial effects, and adverse effects can influence the quality of execution over time. Therefore, conducting interventions that address long-term adherence and overcome reasons why a patient is not able or not willing to adhere are recommended.

Methodological Limitations
The search method was top-down in that we relied on existing databases and search terms. This approach has the possibility of missing important articles due to miscoding of search terms. A bottom-up strategy is more time consuming but has the advantage of being more comprehensive.

Clinical Implications
Monitoring adherence to optimize effects and minimize nonadherence could be time consuming. Computers, however, are very good at collecting data concerning the monitoring of adherence. Internet interventions can be tailored, collect data, and monitor adherence. In addition, based on this systematic literature review, there is evidence that tailored Internet interventions can be an effective method to improve medication adherence. This means that Web-based interventions can be effective at increasing medication adherence among chronically ill patients. Health providers, who want to enhance patients’ adherence, are encouraged to use tailored websites or reminder systems. They could use these interventions in addition to their everyday work.

Implications for Research
Because we did not find a clear relationship between the effectiveness and the degree of tailoring, we recommend that future studies should be conducted with variation in the level of sophistication of tailoring to further test which characteristics of the tailored messages have the most positive effects on adherence. Moreover, website compliance is often not completely reported. While the frequency in which the patient used the website is often reported, studies do not describe how exactly patients used the website. Therefore, it is difficult to compare the results of different interventions, because the way patients use the website can have implications for the effectiveness of the website.

Conclusion
With more than 40 million people using the Internet for a variety of purposes, health communication programs in the future are more likely to be delivered online [6]. These types of interventions especially have the potential to address difficult-to-change behaviors such as adherence. This review shows promising results on the effectiveness of tailored Internet interventions to enhance medication adherence of chronically ill patients. There is evidence that these interventions can enhance adherence. But it remains a relatively new field, and studies using more objective measurements to assess adherence are recommended.
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Abstract

Background: Hand-washing is regarded as a potentially important behavior for preventing transmission of respiratory infection, particularly during a pandemic.

Objective: The objective of our study was to evaluate whether a Web-based intervention can encourage more frequent hand-washing in the home, and to examine potential mediators and moderators of outcomes, as a necessary first step before testing effects of the intervention on infection rates in the PRIMIT trial (PRimary care trial of a website based Infection control intervention to Modify Influenza-like illness and respiratory infection Transmission).

Methods: In a parallel-group pragmatic exploratory trial design, 517 nonblinded adults recruited through primary care were automatically randomly assigned to a fully automated intervention comprising 4 sessions of tailored motivational messages and self-regulation support (n = 324) or to a no-intervention control group (n = 179; ratio 2:1). Hand-washing frequency and theory of planned behavior cognitions relating to hand-washing were assessed by online questionnaires at baseline (in only half of the control participants, to permit evaluation of effects of baseline assessment on effect sizes), at 4 weeks (postintervention; all participants), and at 12 weeks.

Results: Hand-washing rates in the intervention group were higher at 4 weeks than in the control group (mean 4.40, n = 285 and mean 4.04, n = 157, respectively; P < .001, Cohen d = 0.42) and remained higher at 12 weeks (mean 4.45, n = 282 and mean 4.12, n = 154, respectively; P < .001, Cohen d = 0.34). Hand-washing intentions and positive attitudes toward hand-washing increased more from baseline to 4 weeks in the intervention group than in the control group. Mediation analyses revealed positive indirect effects of the intervention on change in hand-washing via intentions (coefficient = .15, 95% confidence interval [CI], .08–.26) and attitudes (coefficient = 0.16, 95% CI, .09–.26). Moderator analyses confirmed that the intervention was similarly effective for men and women, those of higher and lower socioeconomic status, and those with higher and lower levels of perceived risk.

Conclusions: This study provides promising evidence that Web-based interventions could potentially provide an effective method of promoting hand hygiene in the home. Data were collected during the 2010 influenza pandemic, when participants in both groups had already been exposed to extensive publicity about the need for hand hygiene, suggesting that our intervention could add to existing public health campaigns. However, further research is required to determine the effects of the intervention on actual infection rates.

Introduction

Respiratory infections, such as influenza and even the common cold, continue to present a major health problem in the 21st century. Influenza pandemics have the potential to cause substantial morbidity and mortality as well as widespread social and economic disruption [1]. While the 2009 H1N1 pandemic proved relatively mild for most people, a much more severe influenza pandemic (e.g., H5N1) is still anticipated, which could result in many millions of deaths worldwide [2]. In nonpandemic years, colds and influenza still pose a considerable burden for individuals, health services, and society through their impact on quality of life, the ability to work, vulnerability to more serious illness, and need for medical care [3,4].

The relative importance of different routes of infection by influenza has not yet been established, but the current consensus is that transmission from hand to face could play a significant role [5]. Adoption of simple preventive hygiene measures, especially frequent hand-washing, could prove a cost-effective means of reducing transmission of respiratory infections [6-9], and these measures were therefore recommended during the H1N1 pandemic by the World Health Organization and promoted in national campaigns worldwide. Slowing the spread of infection could help to prevent health and other services from becoming overwhelmed and allow time for the development and distribution of vaccines [10]. However, surveys carried out in the context of both severe acute respiratory syndrome (SARS) and influenza pandemics have found that less than half of those surveyed reported adhering to recommended rates of hand-washing (at least 10 times a day), in both community and higher-risk samples [11-14]. Adherence to hygiene recommendations is probably lower than these surveys suggest, since self-reported hand-washing rates typically overestimate actual hand-washing behavior [15].

There is clearly a need to develop interventions to promote hygienic behavior and test their effectiveness. Interventions are required that could be made available to the general public rapidly and at low cost, since most of the population is likely to be at risk from pandemic influenza [1]. The Internet seems an ideal medium for such an intervention; in a survey carried out in the United States, most respondents stated that the Internet would be the first source of information that they would consult in the event of a pandemic [16]. However, we are aware of only one small study of a Web-based intervention to reduce transmission of influenza [17], which found positive trends in behavior but no significant effect on hand hygiene.

When developing public health interventions, whether online or offline, it is important not only to demonstrate effectiveness but also to establish which sectors of the population can be reached by each type of intervention employed, and in particular to ensure that interventions reach those most in need of them [18,19]. While the Internet may be the best medium for reaching much of the population, it may be less effective for some sectors, such as older people and socially deprived groups [20]. Previous pandemics (including the recent H1N1 pandemic) have had a more severe impact on these sectors of the population, which are typically more vulnerable to health problems [21-24]. It is therefore vital to consider whether a Web-based hygiene intervention could be used to reach older and socially deprived people, or whether alternative interventions may be required. In addition, hand-washing rates are known to be lower in men and those less concerned about risk of infection [12,14,15,25,26], and so it is necessary to evaluate whether the intervention is effective in men and those with low perceived risk.

Developing and Testing the Intervention

Our Web-based intervention to promote hygienic behavior was developed following best practice for theory- and evidence-based intervention development [27-30]. The most appropriate target behaviors and the key attitudes and beliefs associated with these behaviors were identified by literature review and a series of qualitative and quantitative pilot studies [31,32]. The theory of planned behavior [33] was used as the principal theoretical framework, as it is flexible enough to be applied in a wide variety of contexts, it can be combined with other models and predictors, and there is evidence that components of the model that are amenable to change by intervention are key predictors of health-related behavior [34-36]. The theory of planned behavior proposes that any behavior is determined principally by the intention to perform that behavior. Intention is in turn determined by (1) attitude (a global evaluation of whether performing the behavior will have positive or negative outcomes), (2) subjective norm (the perception that relevant others would approve or disapprove of the individual carrying out the behavior), and (3) perceived behavioral control (the extent to which the individual feels it is easy or difficult to carry out the behavior). We therefore applied the model by constructing messages that would promote positive attitudes, subjective norms, and perceived behavioral control by encouraging participants to perceive hand-washing as effective, socially desirable, and easy to do. These were supplemented by theory-based techniques addressing perceived risk of pandemic flu [37], promoting appropriate illness perceptions [38], and supporting implementation of intended behavior [39,40]. In total, the intervention incorporated 18 of the 26 theory-based behavioral change techniques listed in a recently published taxonomy [41]. Our intervention was developed with input from all sectors of the community and was designed to be accessible and appropriate for men and women of all ages, of high and low socioeconomic status, and with a high and low perceived risk of infection [31].

The present study was designed to test the effects of our Web-based intervention on hand hygiene, as an essential precursor to a pragmatic trial of the effects on infection transmission. We hypothesized that hand-washing rates, and...
intentions to wash hands more frequently in the future, would be higher in those given access to the intervention than in those who were not given access to it. We tested this prediction at 4 weeks (immediately after completing the intervention) and at 12 weeks, to check whether any increase in hand-washing was maintained. We also tested the prediction that the theory of planned behavior cognitions targeted by the intervention (ie, intentions, attitudes, subjective norm, and perceived behavioral control) would increase more from baseline in the intervention than in the control group, and that changes in cognitions would mediate changes in behavior. To examine potential variations in response to the intervention in different sectors of the population, we then analyzed the effects on hand-washing of age, gender, socioeconomic status, and perceived risk of infection. We hypothesized that there would be no moderator effects on intervention outcome, despite any baseline differences in hand-washing rates that might be found.

Methods

Design

Ethics approval was obtained from the National Research Ethics Service. In a parallel-group design, when participants initially logged on to the website, two-thirds were automatically randomly assigned by the intervention software to receive the intervention and one-third to the control condition, which received no intervention. No blinding of participants was possible, nor would it have been appropriate to our pragmatic design [42].

In pragmatic trials it is considered good practice to avoid intervening in the control group in any way that might change outcomes and therefore affect the comparison of effect sizes in the intervention and control groups [42]. If measurement of attitudes and behavior might affect outcomes [43], it is necessary to omit measurement until the intervention has been delivered. The rationale is that effects of measurement on behavior are likely to be greater in the control than in the intervention group, and will therefore lead to an underestimation of the intervention effect that would be observed if the intervention was implemented. For example, asking participants to answer questions that require them to reflect on their hand-washing behavior might influence behavior in a control group with no other intervention, but may not have any additive effect on the behavior of an intervention group that is exposed to extensive materials encouraging such reflection. However, it is considered good practice in behavioral research to control for measurement effects and to examine mediators of intervention effectiveness by comparing change in attitudes and behavior from baseline in the intervention and control groups. Since this behavioral study was designed as the precursor to a pragmatic trial, we felt it was important to satisfy both these requirements. We therefore randomly assigned our control participants to two subgroups: one received all the same measures as the intervention group, while the other completed measures only at 4 weeks and 12 weeks. This solution enabled us to estimate intervention effects in the absence of any contamination of control group behavior, but also allowed us to check that intervention effects could not be attributed to mere measurement.

Intervention

The intervention consisted of four weekly Web-based sessions, each containing new content in order to encourage repeat visits [44,45]. See Figure 1 and Multimedia Appendix 1 for illustrative screen shots, Multimedia Appendix 2 for more details of the intervention development and content, and http://www.lifeguideonline.org/player/play/primidemo for demonstration pages from the first session (archived by WebCite at http://www.webcitation.org/634AW68U7). Session 1 (10 core pages) provided all the essential components of the intervention, including information about the medical team giving the advice (to enhance credibility); the need to prevent seasonal and pandemic flu; the link between hand-washing and virus transmission; expert recommendations for hand-washing frequency and technique; and instructions for picking up a free supply of hand gel from their local practice. Participants completed a hand-washing plan to promote intention formation with situational cueing. Tailored feedback was provided to help users improve their plan where necessary. Users were encouraged to print, sign, and post up the plan and involve other household members.

The three remaining sessions reinforced positive attitudes and norms and addressed common negative beliefs identified during piloting. Tailored feedback was given based on 3 items assessing current hand-washing frequency, agreement that hand-washing would prevent virus transmission, and perceived difficulty of carrying out the behavior. On logging on to the second session, half of the participants were randomly assigned to also receive advice (1 page per session) on how to reduce infection risk by boosting the immune system (eg, through a healthy lifestyle or taking echinacea). The purpose of this comparison was to check that risk-compensation mechanisms [46] did not lead to a reduction in hand-washing rates because advice on other methods of reducing infection had been given. Comparison of the intervention groups with and without these additional pages revealed absolutely no differences in outcomes, and so both intervention subgroups were pooled for analysis.
Participants and Procedure

Participants were recruited by mailed invitations to take part in a study of methods of reducing the spread of infection from colds and seasonal and pandemic flu. These were sent to 8150 people aged over 18 years randomly sampled from the lists of nine general practices in Southern England from August to October 2010 (4 months after the onset of the H1N1 pandemic), including practices in areas of high and low socioeconomic deprivation. The invitation letter (Multimedia Appendix 3) sought participation from people with home Internet access and living with at least one other household member.

After returning their signed consent forms and email address, participants were emailed a unique username and URL for logging on to the website. Participants who were allocated baseline assessments completed them online on their initial login. Following first login, participants in the intervention groups were emailed after 4 days to log in to session 2, and invitations to sessions 3 and 4 followed at 1-week intervals after login to the previous session (see Table 1 for an overview of study procedures and Multimedia Appendix 4 for the protocol). To prompt usage, two follow-up emails were sent to participants who did not log in to any session [44,45].

<table>
<thead>
<tr>
<th>Time point</th>
<th>Intervention group</th>
<th>Control group with baseline measurement</th>
<th>Control group without baseline measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment</td>
<td>Informed consent; collection of personal details; initial login; randomization</td>
<td>Informed consent; collection of personal details; initial login; randomization</td>
<td>Informed consent; collection of personal details; initial login; randomization</td>
</tr>
<tr>
<td>Baseline</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions, perceived risk</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions, perceived risk</td>
<td>No assessment</td>
</tr>
<tr>
<td>Weeks 0–3</td>
<td>Weekly email invitations to log in to Web-based session promoting hand-washing</td>
<td>No intervention</td>
<td>No intervention</td>
</tr>
<tr>
<td>Week 4</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions</td>
</tr>
<tr>
<td>Week 12</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions</td>
<td>Assessment of hand-washing rates, theory of planned behavior cognitions</td>
</tr>
</tbody>
</table>

All participants were sent invitations to complete the assessment measures online at 4 weeks and 12 weeks after initial login (regardless of progress through the sessions). Two follow-up emails were sent for each assessment. To maximize follow-up, phone calls were made to nonresponders to the 4- and 12-week assessments to elicit responses to the primary outcome measure (hand-washing frequency).

Measures

Hand-washing frequency (explicitly defined as using soap and water or antibacterial gel) was assessed by a single item ranging from 1 (0–2 times a day) to 5 (10 or more times a day). Intentions were measured by a 3-item scale asking the respondent to indicate on a 7-point scale (from 1 = disagree strongly to 7 = agree strongly) that they intended to wash their hands more frequently.

Figure 1. Homepage of the Internet Doctor website.
hands “at least 10 times a day,” “more often,” and “as often as possible” (alpha = .91). Self-reported frequency of hand-gel use was also assessed by a single item ranging from 1 (0–2 times a week) to 5 (10 or more times a week).

All measures of theory of planned behavior cognitions and perceived risk were also scored from 1 to 7; items were recoded for analysis where necessary so that higher scores indicate greater agreement, and summed subscale scores were divided by the number of items to allow direct comparison. All items assessing theory of planned behavior cognitions explicitly elicited views of hand-washing with soap or antibacterial gel at least 10 times a day (the key target behavior for the intervention). Attitudes were measured by 6 bipolar semantic differential scales: 3 items formed a direct measure of instrumental attitude (asking whether the target behavior was seen as useless/useful, unnecessary/necessary, or bad/good), and 3 measured affective attitude (asking whether the target behavior would make the respondent feel worried/confident, proud/embarrassed, or sensible/foolish). However, factor analysis indicated that these items clearly loaded on a single scale (alpha = .92): 2 items (alpha = .90) assessed subjective norms by measuring agreement (7 = agree strongly) that “people whose opinions matter to me” and “people I live with” would approve of the target behavior. Perceived behavioral control for carrying out the target behavior was assessed by 2 items (alpha = .95) measuring the self-efficacy (“I am confident that I could”) and perceived control (“it will be possible for me”) dimensions. Respondents indicated agreement with these statements (7 = agree strongly), which were preceded by “If I wanted to,” to hold motivation constant [47,48].

Perceived risk of infection was assessed by agreement (7 = agree strongly) with 2 items (alpha = .90) assessing perceived likelihood of catching pandemic flu if no preventive action was taken [49]. This dimension of risk was assessed because pilot work indicated it was a better predictor of hand-washing intentions than was perceived worry about infection or perceived severity of infection [31,50].

Participants reported their gender, age, and postcode. The GeoConvert program [51] was used to estimate socioeconomic status from postcode, based on the Indices of Deprivation 2007 Lower Super Output Area Score (England), the official UK government measure of the relative socioeconomic deprivation associated with each postcode area, based on a weighted combination of 37 different indicators (a lower ranking denotes less deprivation). Website usage was analyzed by number of sessions accessed [52]. Practice staff kept a record of which participants collected their free sample of hand gel.

Statistical Analysis
The effectiveness of the intervention was tested first by a direct comparison (by independent $t$ test, using Cohen $d$ to assess effect size) of the primary and secondary outcome measures, hand-washing frequency and intentions, in the control and intervention groups at 4 weeks and 12 weeks, based on all participants who provided data at each time point. To examine possible measurement effects on outcomes, we repeated the between-group analyses at 4 weeks, comparing the intervention group with the control groups with and without baseline measurement. This analysis was not repeated for the 12-week follow-up since by that time point both control groups had been exposed to the measures. We powered the study to have 80% power to detect a small to medium effect size ($d = 0.35$) in the key comparison between the control and intervention groups with alpha = 0.05; this required a minimum sample size of 97 in the control group and 195 in the intervention group. We chose this effect size since effect sizes of Web-based interventions are typically quite small (though nevertheless potentially useful at a population level), but very small effects were not worth detecting, as they would not be clinically useful.

We further examined intervention effects by mixed-effects regression models for longitudinal data comparing change in intentions from baseline to 4 weeks in the control and intervention groups. Mixed-effects regression models were also employed to compare change in the theory of planned behavior cognitions between baseline and 4 weeks. Mixed-effects regression models use all available data within subjects, so that there is no need to replace missing values.

To examine whether intervention effects on behavior were a consequence of changes in cognitions, we used mediation analysis to test indirect effects of intervention on change in hand-washing behavior via changes in those cognitions that were targeted to be modified by the intervention. We estimated confidence limits of the total indirect effect by bias-corrected bootstrap confidence intervals (CI) with 1000 draws [53]. We used Mplus (version 6.11; Muthén & Muthén, Los Angeles, CA, USA) to calculate mediation models.

We then employed correlations to examine the relationship of gender, age, and socioeconomic status to hand-washing frequency and intentions at baseline. Multivariate analyses of variance (MANOVAs) were used to examine the interaction between intervention group and moderator effects on hand-washing frequency and intentions (combined) at the 4-week follow-up. Longitudinal subgroup analyses of moderator effects could not be carried out due to the resulting small control group cell sizes (since only 1 in 6 participants were randomly assigned to the control group and to complete baseline assessments).

Since many of the variables were not normally distributed, we confirmed all analyses by equivalent nonparametric tests, which gave virtually identical results. Finally, we examined the increase in hand-washing rates and intentions in those whose level of hand-washing at baseline was less than the recommended target (ie, those scoring less than 5), as this subgroup can be considered the target population for the intervention.

Results
Participant Characteristics and Study Participation
A total of 487 people completed the primary or secondary outcome measures at either baseline or follow-up, and so were included in either the cross-sectional or longitudinal analyses. Figure 2 shows the flow of participants for the primary outcome measure. Initial uptake was low (517/8150, 6.3% of those invited underwent random allocation) and few people explained their
reasons for nonparticipation. However, follow-up rates were good, with 157/179 (87.7%) control and 285/324 (88.0%) intervention group participants responding to the primary outcome measure at 4 weeks. Receipt of the intervention once allocated was also relatively good. Of the 324 of these participants who were randomly assigned to the intervention, 251 (77.5%) progressed to the second session, 219 (67.6%) completed three sessions, and 188 (58.0%) completed all four sessions.

The free hand gel was collected by 170/324 (52.5%) eligible participants. Those who collected hand gel were substantially more likely to report using hand gel at 4 weeks ($t_{272} = 3.19, P = .002, d = 0.39$), but as the mean frequency of hand gel use was only around 6 times a week this did not result in significantly higher rates of daily hand-washing ($t_{283} = 1.36, P = .18, d = 0.16$). In the intervention group, hand-washing at 4 weeks was associated with total time spent using the intervention ($r = .23, P = .002$) and number of sessions accessed ($r = .21, P < .001$).

Table 2 shows baseline characteristics in the intervention and control groups. There were no significant group differences at baseline ($P > .10$ for all comparisons). Nearly two-thirds of the sample were women, and the age range was 22 to 82 years. Among those for whom baseline hand-washing rates were assessed, 46.4% (189/407) of participants reported already achieving the recommended target of hand-washing at least 10 times a day.

Participants were excluded from these analyses only if they did not complete the primary outcome measure (hand-washing) at follow-up. Note that the sample analyzed longitudinally differs (see Table 3), as it includes those with missing data at follow-up (using imputation methods; see Statistical Analysis section) but not those allocated to the control group without baseline assessment.

Table 2. Participant characteristics at baseline in the intervention and control groups

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention (n = 336)</th>
<th>Control (n = 181)</th>
<th>Total (n = 517)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of women (men)</td>
<td>213 (123)</td>
<td>117 (64)</td>
<td>330 (187)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>49.17 (11.02)</td>
<td>50.94 (12.05)</td>
<td>49.76 (11.40)</td>
</tr>
<tr>
<td>Socioeconomic deprivation score</td>
<td>9.04 (6.13)</td>
<td>9.39 (6.88)</td>
<td>9.17 (6.41)</td>
</tr>
<tr>
<td>Perceived risk</td>
<td>5.05 (1.62)</td>
<td>4.77 (1.64)</td>
<td>4.99 (1.63)</td>
</tr>
<tr>
<td>Hand-washing frequency</td>
<td>4.08 (1.05)</td>
<td>4.01 (1.13)</td>
<td>4.06 (1.07)</td>
</tr>
</tbody>
</table>

*Figures are mean (SD) except where stated.

While the range of socioeconomic status observed was quite broad (1.10 to 45.10), the sample was highly skewed toward higher status, with a median of 7.87 and an interquartile range of only 5.24–11.02. Consequently, for analyses of the effects of socioeconomic status we compared those with a score less than 12 versus those with scores ranging from 12 to 45. The median risk score in the sample was 5, and so for analyses of the effects of risk we compared those with a score of 5 or more (indicating some agreement that they were likely to catch pandemic flu) with those with scores below 5.
Intervention Effects

As predicted, hand-washing rates were higher postintervention in the intervention than in the control group; the key comparison of hand-washing rates and intentions in the control and intervention groups was highly significant ($P < .001$) for both measures, at 4 weeks and at 12 weeks (see Table 3).

### Table 3. Between-group comparisons of hand-washing frequency and hand-washing intentions at baseline, 4 weeks, and 12 weeks

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group</th>
<th>Intervention group</th>
<th>Difference between groups, mean (95% CI)</th>
<th>Effect size, Cohen $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-washing at baseline</td>
<td>4.01 (1.13)</td>
<td>4.08 (1.05)</td>
<td>0.07 (-0.20 to 0.33)</td>
<td>0.06</td>
</tr>
<tr>
<td>Hand-washing at 4 weeks</td>
<td>4.04 (0.86)</td>
<td>4.40 (0.86)</td>
<td>0.36 (0.17 to 0.55)</td>
<td>0.42</td>
</tr>
<tr>
<td>Hand-washing at 12 weeks</td>
<td>4.12 (1.10)</td>
<td>4.45 (0.82)</td>
<td>0.33 (0.13 to 0.53)</td>
<td>0.34</td>
</tr>
<tr>
<td>Intentions at baseline</td>
<td>4.93 (1.67)</td>
<td>5.23 (1.57)</td>
<td>0.30 (-0.09 to 0.70)</td>
<td>0.19</td>
</tr>
<tr>
<td>Intentions at 4 weeks</td>
<td>4.96 (1.71)</td>
<td>6.13 (1.18)</td>
<td>1.17 (0.85 to 1.48)</td>
<td>0.80</td>
</tr>
<tr>
<td>Intentions at 12 weeks</td>
<td>4.96 (1.68)</td>
<td>6.06 (1.21)</td>
<td>1.11 (0.79 to 1.43)</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Hand-washing rates were also significantly higher in the intervention group than in the control group with baseline measurement ($t_{360} = 2.28$, $P = .02$, $d = 0.31$; mean group difference = 0.30, 95% CI, 0.04–0.55), although the effect size of the intervention was somewhat greater than in those without baseline measurement ($t_{363} = 3.41$, $P = .001$, $d = 0.45$; mean group difference = 0.43, 95% CI, 0.67–0.18).

Longitudinal mixed-effects regression models (see Table 4) confirmed that hand-washing intentions increased from baseline to 4 weeks to a greater extent in the intervention than in the control group (time × group interaction $F_{1,375.4} = 11.71$, $P = .001$). There was also greater improvement in the theory of planned behavior cognitions in the intervention than in the control group, chiefly due to improvement in attitude in the intervention group ($F_{1,382.2} = 14.91$, $P < .001$); the effect of the intervention on subjective norm did not reach significance ($F_{1,357.9} = 2.23$, $P = .14$) and group differences in change in...
perceived behavioral control were negligible ($F_{1,360.8} = 0.99, P = .32$) (see Table 4).

Table 4. Change in theory of planned behavior cognitions from baseline to 4 weeks in the control and intervention groups

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SD)</th>
<th>4-week follow-up, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td>Intentions</td>
<td>4.93 (1.67)</td>
<td>5.23 (1.57)</td>
</tr>
<tr>
<td>Attitude</td>
<td>5.71 (1.28)</td>
<td>5.73 (1.97)</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>4.99 (1.77)</td>
<td>5.15 (1.60)</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>6.11 (1.50)</td>
<td>6.21 (1.35)</td>
</tr>
</tbody>
</table>

These analyses were carried out only in those who completed measures of baseline intentions (control n = 87; intervention n = 310). All constructs were scored from 1 (strongly disagree) to 7 (strongly agree).

**Mediation of Effects on Behavior by Cognitions**

As intentions and attitudes (but not subjective norms and perceived behavioral control) were changed by the intervention, we used mediation models to test whether the intervention effect might be mediated by changes in intentions or attitudes. Results showed significant positive indirect effects of the intervention on change in hand-washing via intentions (coefficient = .15, 95% CI, 0.08–0.26) as well as attitudes (coefficient = .16, 95% CI, .09–.26). The direct effect of the intervention on change in hand-washing dropped to nonsignificance when cognitions were included in the models, in both cases.

**Effects of Moderator Variables**

At baseline, female gender was associated with higher levels of hand-washing ($r = .34, P < .001$) and intentions ($r = .36, P < .001$). There were no associations between age and hand-washing frequency ($r = .02, P = .69$) or intentions ($r = -.01, P = .82$). Greater socioeconomic deprivation was associated with slightly higher levels of hand-washing frequency ($r = .12, P = .02$) and intentions ($r = .12, P = .01$). Greater perceived risk was also associated with higher levels of hand-washing frequency ($r = .25, P < .001$) and intentions ($r = .37, P < .001$).

We then examined whether significant baseline predictors of hand-washing frequency and intentions moderated the effectiveness of the intervention. MANOVA revealed a main effect of gender on hand-washing frequency and intentions ($F_{2,407} = 12.61, P < .001$; partial $\eta^2 = .058$) but no interaction with intervention group ($F_{2,407} = 0.30, P = .74$; partial $\eta^2 = .001$). There was also a main effect of perceived risk on hand-washing frequency and intentions ($F_{2,331} = 14.31, P < .001$; partial $\eta^2 = .080$) but no interaction with intervention group ($F_{2,331} = 0.69, P = .512$; partial $\eta^2 = .004$). There was no effect of socioeconomic status on hand-washing frequency and intentions ($F_{2,407} = 0.35, P = .70$; partial $\eta^2 = .002$).

Although the study was not powered to test for differences between subgroups, inspection of Table 5 and Table 6 shows a trend toward higher hand-washing rates and intentions in the intervention group in both men and women, those of higher and lower socioeconomic status, those with higher and lower levels of perceived risk, and those whose level of hand-washing at baseline was less than that recommended (see Table 5 and Table 6). There was an interaction between intervention group and baseline hand-washing rates for both hand-washing frequency ($F_{1,358} = 11.95, P = .001$, partial $\eta^2 = .032$) and intentions ($F_{1,358} = 11.95, P = .001$, partial $\eta^2 = .032$), confirming that improvement as a result of the intervention was greater in those with lower hand-washing levels. This was due partly to ceiling effects, since none of those already reporting hand-washing at the recommended rate at baseline could improve on that measure (although some could on the hand-washing intentions measure).
Table 5. Moderator effects on hand-washing frequency in the intervention and control groups at 4-week follow-up

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group</th>
<th>Intervention group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>53</td>
<td>3.77 (1.03)</td>
</tr>
<tr>
<td>Female</td>
<td>104</td>
<td>4.17 (1.01)</td>
</tr>
<tr>
<td><strong>Socioeconomic status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower deprivation</td>
<td>111</td>
<td>3.99 (1.07)</td>
</tr>
<tr>
<td>Higher deprivation</td>
<td>46</td>
<td>4.15 (0.92)</td>
</tr>
<tr>
<td><strong>Perceived risk</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower risk</td>
<td>35</td>
<td>3.77 (1.14)</td>
</tr>
<tr>
<td>Higher risk</td>
<td>44</td>
<td>4.32 (0.91)</td>
</tr>
<tr>
<td><strong>Baseline hand-washing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower rate</td>
<td>42</td>
<td>3.40 (0.96)</td>
</tr>
<tr>
<td>Higher rate</td>
<td>39</td>
<td>4.79 (0.52)</td>
</tr>
</tbody>
</table>

Table 6. Moderator effects on hand-washing intentions in the intervention and control groups at 4-week follow-up

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group</th>
<th>Intervention group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>50</td>
<td>3.77 (1.03)</td>
</tr>
<tr>
<td>Female</td>
<td>92</td>
<td>4.17 (1.01)</td>
</tr>
<tr>
<td><strong>Socioeconomic status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower deprivation</td>
<td>101</td>
<td>4.94 (1.69)</td>
</tr>
<tr>
<td>Higher deprivation</td>
<td>41</td>
<td>5.02 (1.78)</td>
</tr>
<tr>
<td><strong>Perceived risk</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower risk</td>
<td>32</td>
<td>4.67 (1.71)</td>
</tr>
<tr>
<td>Higher risk</td>
<td>41</td>
<td>5.63 (1.25)</td>
</tr>
<tr>
<td><strong>Baseline hand-washing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower rate</td>
<td>38</td>
<td>4.53 (1.66)</td>
</tr>
<tr>
<td>Higher rate</td>
<td>37</td>
<td>5.89 (1.06)</td>
</tr>
</tbody>
</table>

Discussion

Participants given access to the Web-based intervention had higher levels of reported hand-washing frequency and intentions for frequent hand-washing in the future than those in the control group (with or without baseline measurement). This higher level of hand-washing was maintained at 12 weeks, as predicted by our primary hypotheses. These findings provide encouraging evidence that hygienic behavior may be effectively promoted by a theory-based online intervention. The medium effect sizes for reported behavior that we observed were larger than the average for Web-based interventions [54] and similar to other online interventions based on the theory of planned behavior [55]. We predicted and observed relatively modest changes in hand-washing, which is a largely habitual behavior, but these changes would nevertheless be sufficient to be valuable if replicated across much of the population. At the time of this study, participants in both groups had been exposed to considerable media and government coverage of the need for hand hygiene during the pandemic, suggesting that our intervention could usefully add to existing public health campaigns.

Moderator analyses did not reveal any significant differences in the effectiveness of the intervention for those of high and low socioeconomic status, men and women, and those with higher and lower levels of perceived risk of infection. These analyses are important in terms of establishing the suitability of the intervention for rolling out to the general population [19], and although the study was not powered to detect subgroup differences, it is reassuring that we observed a trend toward higher hand-washing rates in all the intervention subgroups. There was no evidence that socioeconomic status had a negative
impact on hand-washing, but our intervention was unable to eliminate differences in hand-washing rates associated with gender and perceived risk of infection; additional efforts may be needed to elevate hand-washing rates among men. In the event of a serious pandemic it is likely that both perceived risk and motivation to wash their hands will increase throughout the population [12,14,25].

Our planned examination of whether the intervention changed theory of planned behavior cognitions revealed substantial effects on intentions and attitudes. Although mediation model tests cannot prove causation, the findings of the mediation analyses indicated that the data were consistent with a mediation model where attitudes and intentions mediated the effects of the intervention on behavior. However, we observed no change in subjective norms or perceived behavioral control. Perceived behavioral control was already high at baseline and so a ceiling effect likely limited the potential for the intervention to increase it further. However, there was scope for improvement in subjective norms, and since social norms are an important influence on hand-washing [56], these findings suggest it might be advisable to supplement our intervention with more effective methods of changing the perceived social desirability of hand-washing.

A major limitation of our study is that only self-reported hand-washing could be assessed, which is likely to overestimate actual levels of hand-washing [15]. There were some indications that self-reports did not simply reflect socially desirable responding: higher rates of hand-washing were associated with objective measures of intervention use, and hand-washing with gel was related to objective measures of collecting hand gel. Moreover, although it seemed likely that our self-selected sample would have had above-average levels of motivation to wash their hands, reported hand-washing rates at baseline were actually slightly below UK rates reported during the pandemic [14]. The problem remains that self-report cannot be considered to provide a definitive test of whether behavior actually changed, but observation of hand-washing within the home in large samples is intrusive and impractical. However, the aim of this study was to estimate the behavioral effects of the intervention in preparation for a large trial of intervention effects on actual infection rates. For this purpose, it was essential to show that the intervention could at least influence self-reported intentions and behavior, as these can be considered a necessary (though not sufficient) precursor of reductions in infection transmission. The large study of infection rates will then allow us to perform a more definitive test of whether any reduction in infection rates achieved by this intervention is mediated by self-reported hand-washing.

A second major limitation was that our uptake rate was less than 1 in 10, and our sample overrepresented affluent, middle-aged women. This profile is typical of those who engage with Web-based health promotion [57] and suggests that it may be necessary to supplement Web-based interventions in order to reach all segments of the population; in particular, future research should establish the most effective interventions for reaching older people and ethnic minority groups, who are typically the worst affected in pandemics. Nonetheless, the moderator analyses provided some reassurance that the intervention should prove suitable for those socially deprived people who do access Web-based health interventions, and could provide a cost-effective means of reaching much of the population quickly in a pandemic.

A strength of this study is that it pragmatically assessed the effectiveness of the intervention, by calculating the effect size when compared with a control group without baseline assessment, but it also examined the efficacy of the intervention, by calculating the effect size when compared with a control group with baseline assessment. It was valuable to demonstrate that the intervention was successful when evaluated in both these ways, but this exploratory trial was not powered to make subgroup comparisons; it would be useful in future research to specifically test whether the somewhat lower effect size observed when the control group had received baseline assessment was indeed due to the effects of completing the baseline assessments.

In conclusion, this study provided the first demonstration of the potential value of a theory-based online intervention to promote behavior intended to reduce or slow the transmission of respiratory infection. An advantage for the pandemic context is that it is feasible and inexpensive to rapidly make available an intervention of this kind to a wide population, thus preserving resources for targeting groups that may require different types of intervention. For example, since this intervention was fully automated, it could be easily disseminated by links to frequently accessed health care websites and by advertising the website in government media campaigns providing information about coping with seasonal or pandemic influenza. However, further research is first required to determine the effects of the intervention on actual infection rates.
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Abstract

Background: Forming specific health plans can help translate good intentions into action. Mobile text reminders can further enhance the effects of planning on behavior.

Objective: Our aim was to explore the combined impact of a Web-based, fully automated planning tool and mobile text reminders on intention to change saturated fat intake, self-reported saturated fat intake, and portion size changes over 4 weeks.

Methods: Of 1013 men and women recruited online, 858 were randomly allocated to 1 of 3 conditions: a planning tool (PT), combined planning tool and text reminders (PTT), and a control group. All outcome measures were assessed by online self-reports. Analysis of covariance was used to analyze the data.

Results: Participants allocated to the PT (mean saturatedfat 3.6, mean copingplanning 3) and PTT (mean saturatedfat 3.5, mean copingplanning 3.1) reported a lower consumption of high-fat foods (F<sub>2,571</sub> = 4.74, P = .009) and higher levels of coping planning (F<sub>2,571</sub> = 7.22, P < .001) than the control group (mean saturatedfat 3.9, mean copingplanning 2.8). Participants in the PTT condition also reported smaller portion sizes of high-fat foods (mean 2.8; F<sub>2,569</sub> = 4.12, P = .0) than the control group (mean portions 3.1). The reduction in portion size was driven primarily by the male participants in the PTT (P = .003). We found no significant group differences in terms of percentage saturated fat intake, intentions, action planning, self-efficacy, or feedback on the intervention.

Conclusions: These findings support the use of Web-based tools and mobile technologies to change dietary behavior. The combination of a fully automated Web-based planning tool with mobile text reminders led to lower self-reported consumption of high-fat foods and greater reductions in portion sizes than in a control condition.
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Introduction

A healthy diet low in saturated fat is a popular recommendation in helping overweight and obese individuals eat healthier and reduce their health risk factors [1]. Since sustained change is very difficult, it is important to identify approaches that help people maintain new healthy behaviors once initiated. We have used the Health Action Process Approach model [2-4] to explore behavioral change, as it provides a theoretical framework on how to maintain the translation of intentions into action.
Since good intentions are not always translated into action, the emphasis was on using specific plans also known as implementation intentions. A meta-analysis of 94 studies [5] showed that implementation intentions had a positive effect of medium to large magnitude on goal achievement. Several different formats have been used in the past [6-8]. We used the if...then format in the present study. The if statements are purported to increase the accessibility of critical situations to a person, while the then component of the plan creates a stronger link between the situational cue and the goal-directed response. Promising results of this format have been reported in several health-related behaviors [9-12].

Most of the studies on implementation intentions have used face-to-face communication. These studies showed a reliable effect on diet, physical activity, and smoking cessation [5,8-11], whereas evidence from the two studies on the effects of Web-based interventions was mixed [12,13]. In a study conducted in an occupational setting, use of Web-based implementation intentions backfired, such that participants who did not form an implementation intention exercised significantly more than participants who formed an implementation intention [13]. In a recent dietary intervention, participants allocated to a Web-based implementation intention condition reported a reduction in their self-reported saturated fat intake [12].

Reminding people of their plans could enhance the impact of implementation intentions on behavior [14,15]. Delivering strategies via mobile phone technology is particularly appealing because of the widespread use of mobile phones in the United Kingdom (where this study is being conducted), Europe, and the United States [16,17]. Penetration in Europe has surpassed the 100% mark [18]. Although the application of mobile and text-based technology for behavior change is in its infancy, there is some supportive evidence for physical activity, exercise behavior, and smoking cessation [19-24]. In one of these studies aimed at improving exercise behavior [19], participants were randomly allocated to 1 of 5 conditions (implementation intentions and text reminders, implementation intentions, text reminders, and 1 of 2 control groups). In the follow-up 4 weeks later, results suggested a superiority of the combined condition in the frequency of exercise, while neither the text reminders nor the implementation intention conditions alone were effective. In a later study, the same authors discussed that pairing implementation intentions with goal reminders increased the level of brisk walking and appeared to activate other related health behaviors such as weight loss [20].

### Objectives

The primary aim of the present study was to assess the effects of a fully automated planning tool and mobile text reminders on participants’ reduced intake of high-fat foods and food portion sizes. We hypothesized that participants in the combined planning tool and text reminders (PTT) condition would reduce their consumption of high-fat foods and make greater changes in their portion sizes. A secondary aim of this study was to assess changes in other health-related behaviors not directly targeted by the intervention. We also investigated the intervention effects on social cognitive measures (eg, self-efficacy, planning, and intentions) and the mediating properties of planning.

### Methods

#### Participants

Participants were recruited by a recruitment agency via an online questionnaire that screened them for eligibility. The self-reported eligibility criteria were age (30–60 years), weight (body mass index (BMI) >25 kg/m²), not having a diagnosis of a heart condition or cancer, not being pregnant, and being a mobile phone user, happy to receive text reminders, computer savvy, and motivated to change their dietary patterns. Only motivated individuals were included, since they are closer to enacting their behavior and are known to make better use of a planning regimen [25,26]. We also chose overweight participants because, though at no immediate risk of disease, they would be more likely than normal-weight individuals to benefit from planning and saturated fat reductions. We selected individuals in the age range between 30 and 60 years because this is the age when they are starting to get more interested in their long-term health. Allocation of the participants to the 3 conditions at the intervention stage was stratified by age group (30–45 years or 46–60 years) and gender.

#### Design and Procedures

This study was conducted between January and March 2010 and was registered retrospectively (ISRCTN61819220). This was an exploratory randomized controlled, between-groups study with no participant–experimenter contact. Participants were given online instructions and completed each week’s session from the convenience of their home computer. At week 1, participants were recruited by an online agency, signed an online consent form [27] (Multimedia Appendix 1), and were then randomly allocated into 1 of 3 conditions using a computer-generated list of random numbers: (1) control group, (2) planning tool (PT), and (3) PTT. Participants in the PT condition logged into a Web-based, fully automated program, where they were prompted to identify a list of situations to change their saturated fat intake. The program then guided them to match these situations with a list of behaviors. They completed the session once and were not able to revisit the website to make any changes, such as to create more plans. Participants in the PTT condition first used the planning tool and then were offered text reminders of their plans. All 3 groups received educational information on the importance of a healthy diet low in saturated fat, and the association between high cholesterol and being overweight was highlighted (Multimedia Appendix 1). The term bad fats was used to refer to saturated fat. At the end of week 1, all participants completed an online questionnaire on their current saturated fat intake, maintenance self-efficacy, and intentions to change their dietary intake. A coupon for a cholesterol-lowering product, with £0.50 off the face value, was mailed to all participants as a reward for successfully completing baseline assessments.

Participants revisited the website 4 weeks later (week 5) and completed a follow-up online questionnaire on maintenance and recovery self-efficacy, action and coping planning, saturated
fat intake, and portion size changes. Participants received £15 upon study completion and were entered in a prize draw for vouchers (£200 value).

**Interventions**

**The Planning Tool**

Participants who received the planning tool selected from a list of 13 situations, in which they were tempted to eat unhealthily and then chose an approach to change their behavior from a list of 13 solutions. The solutions were based on constructs from the Processes of Change Model (eg, counterconditioning, stimulus control, and helpful relationships) [28]. Several nutritionally based behaviors were also included from an accredited site [29] after review by an expert nutritionist. The list of situations consisted of both situational cues (eg, having lunch) focusing on the *when and where* and motivational cues (eg, feeling bored) linked to the reasons (*why*) for performing a specific behavior [30]. Motivational cues were divided into 3 main situations: (1) experiencing positive affect, (2) experiencing negative affect, and (3) being faced with cravings [31,32]. The situations were translated into *if* statements (eg, “If I’m having breakfast”) and the solutions were translated into *then* statements (eg, “then I will tell myself I can eat healthily”). For every situation–solution pair chosen, the program drew a line on the computer screen to visually link the two together [10]. Participants were asked to complete at least 3 situation-solution pairs. Once these pairs were chosen and saved, participants were not able to revisit the program to change them during the 4-week period. The planning tool is shown in Figure 1.

![Figure 1. Web-based, fully automated planning tool for changing dietary behavior.](image)

**Text Reminders**

After completing the planning session, participants in the PTT entered their mobile number and chose a time band to receive text reminders of their plans.

**Control Group**

At the end of the study, participants in the control group received educational information on the importance of a healthy diet low in saturated and on the association between high cholesterol and being overweight. At weeks 1 and 5, they filled out the same online questionnaires as the participants in the rest of the experimental conditions.

**Outcome Measures and Statistical Considerations**

**Behavioral Outcomes**

Behavior was assessed by the following measures.

(1) A *food frequency questionnaire* [33], which records the frequency of consumption of 63 common foods. This food frequency questionnaire has good test–retest reliability (*r* = .62, *P* < .01) [33] and validity when compared with 10-day weighed records [33-35].

(2) A *2-item scale* (r = .79, *P* < .001) adapted from a previous study [34]. Participants were asked to report on a 7-point Likert scale their agreement on consumption of high-saturated fat foods (“I have eaten foods high in bad fats in the last week”) followed by frequency of consumption of these foods (“How often did you eat foods high in bad fats in the last week?”).

(3) *Portion size changes* in the consumption of 11 items (eg, meat dishes, whole milk, bacon, ordinary cheese, chocolate, chips). These items accounted for the highest reported saturated fat intake in the food frequency questionnaire from a previous study [12]. Participants were asked to report changes in their portion sizes on a 7-point Likert scale (from a lot less to a lot...
more). The items were highly correlated with each other \((r = .92)\) and were analyzed together as a composite score.

(4) **Other health behaviors** measured by 6 items (Cronbach alpha = .778) on a 7-point Likert scale (from a lot less to a lot more). Participants were asked to report changes in other health areas, namely alcohol, use of cholesterol-lowering products, weight changes, smoking, physical activity, and eating a well-balanced diet.

**Social Cognitive Outcomes**

(1) **Intentions** to reduce consumption of high-fat foods were assessed on a 7-point Likert scale by 3 items (eg, “I intend to eat smaller portions of high-fat foods, replace high fat with low-fat alternatives”). Due to good reliability \((r = .88)\), the mean of the 3 items was used in the analysis.

(2) **Maintenance and recovery self-efficacy** were modified from previous research [34,36,37]. Maintenance self-efficacy (Cronbach alpha = .79), which was measured at all study times, consisted of 3 items focusing on confidence at sustaining change in the face of difficulties. It consisted of items such as “I am certain that I could overcome difficulties when trying to eat more healthily even if...I don’t see success at once, I won’t get support for my first attempts.” Recovery self-efficacy (Spearman \(r = .67)\) was assessed only at week 5. It consisted of 2 items exploring confidence to start eating healthily when lapses occur. Items were measured on a 4-point scale (not at all, barely true, mostly true, exactly true).

(3) **Action and coping planning** were adapted from previous research [3,4,36-39]. Action planning consisted of 2 items (“I now have my own plan regarding a) when and b) how to eat more healthily”) (Spearman \(r = .77)\). Coping planning consisted of 3 items (Cronbach alpha = .84) and focused on having a plan to deal with barriers (eg, “I have a detailed plan how to avoid high-risk situations where the urge to eat unhealthy food is high”).

(4) **Feedback on the intervention** was assessed at week 5 on a 7-point Likert scale (strongly disagree to strongly agree). Participants were asked to rate the intervention in terms of its personal relevance, interest, trustworthiness, credibility, feelings of enjoyment, and worry. All items were adapted from previous studies [40-42].

**Statistical Considerations**

This was an intention-to-treat analysis based on those participants who successfully completed week 1 assessments \((n = 808)\). Data from the food frequency questionnaire were summarized to yield the total calorie intake per participant and the percentage of total energy intake due to saturated fat. Analysis of variance with baseline covariates was conducted to analyze the behavioral (2-item scale, food frequency questionnaire, portion sizes changes, and other health behaviors) and social cognitive measures (intentions, self-efficacy, planning, and feedback). Baseline self-reported saturated fat intake was included as a covariate for the analysis of the primary outcome measures. Other potential covariates (eg, smoking, BMI, and social economic status) were retained if significant in the analysis. For any significant condition effects, we conducted Tukey–Kramer-adjusted multiple comparisons to test for further differences between the groups. All of the above analysis was carried out using version 9.2 of SAS software (SAS Institute, Cary, NC, USA). To test the mediating properties of planning, we used the SPSS macro developed by Preacher and Hayes [43]. This program uses a bootstrapping resampling strategy to evaluate significance of the model and effects of the mediator; for this analysis, 5000 bootstrap samples were used [33-35]. In the following steps, we assessed (1) the relationship between the intervention and the 2-item scale, (2) the relationship between the intervention and planning, and 3) the relationship between the intervention and the 2-item scale, taking into account planning. The bootstrapped \(a\times b\) path of planning was calculated to test the significance of the mediator. For the mediation analysis, the intervention was coded as PT and PTT \(= 1\) and control group \(= 0\).

**Local Research Ethical Review Requirement**

The study was approved by an independent research ethics committee (Colworth Research Ethics Committee) in the South of England on October 21, 2009 (Multimedia Appendix 2). All research was conducted in accordance with the Helsinki Declaration [44].

**Results**

**Participant Baseline Characteristics**

At week 1, we contacted 1013 participants, of whom 96 did not meet the study’s inclusion criteria. We randomly allocated 858 into 1 of 3 study conditions, and 808 of them completed week 1. Table 1 shows participants’ baseline characteristics at week 1.

At week 5, a total of 571 participants revisited the website (70.7%). The number of participants completing each week is shown in Figure 2.
Table 1. Participant baseline characteristics (week 1)

<table>
<thead>
<tr>
<th></th>
<th>Overall (n = 808)</th>
<th>F2,805 statistic</th>
<th>P value</th>
<th>Control group (n = 276)</th>
<th>Planning tool group (n = 268)</th>
<th>Planning tool and text reminders group (n = 264)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)a</td>
<td>46.0 (8.6)</td>
<td>0.23</td>
<td>.79</td>
<td>45.9 (8.4)</td>
<td>46.2 (8.6)</td>
<td>45.8 (8.7)</td>
</tr>
<tr>
<td>BMIb (kg/m²), mean (SD)a</td>
<td>31.7 (5.9)</td>
<td>1.08</td>
<td>.34</td>
<td>31.3 (5.3)</td>
<td>31.7 (5.4)</td>
<td>32.1 (7.0)</td>
</tr>
<tr>
<td>% Saturated fat, mean (SD)a</td>
<td>15 (3.1)</td>
<td>0.93</td>
<td>.39</td>
<td>15 (2.9)</td>
<td>15 (3.2)</td>
<td>15 (3.1)</td>
</tr>
<tr>
<td>Smokers, n (%)c</td>
<td>24</td>
<td>0.09</td>
<td>.95</td>
<td>66/276 (23)</td>
<td>66/268 (24)</td>
<td>66/264 (23)</td>
</tr>
</tbody>
</table>

a No significant differences found in participants’ baseline characteristics (P > .05).
b Body mass index.
c χ² test statistic.

Figure 2. Flowchart of recruitment, intervention, and follow-up (ITT analysis = intention-to-treat analysis).

Planning Tool
All participants allocated to the PT condition were able to formulate their plans online, and 85% completed 4 situation–solution pairs (83% PT and 87% PTT). The most frequently chosen situations were “If I’m getting a snack” (25%), “If I’m feeling hungry” (21%), “If I’m in a restaurant” (20%), and “If I feel like having a chocolate” (19%). The most frequently selected solutions included action plans such as “Then I will go for fruit” (18%), “Then I will go for chicken or fish” (15%), “Then I will have a smaller portion” (11%), and “Then I will find out about a lower fat option” (9%).

Impact of the Intervention on Behavioral Outcomes
(1) The 2-item scale: Participants in all 3 conditions reported a significant reduction in consumption of foods high in saturated
fats between baseline and follow-up (Table 2). Analysis of covariance showed a significant difference between the conditions \(F_{2,571} = 4.74, P < .009\) with respect to self-reported saturated fat intake changes. Tukey–Kramer multiple comparisons indicated that this was due to participants in the PT and PTT conditions reporting a lower self-reported consumption of high-fat foods at week 5 than those in the control group.

(2) Food frequency questionnaire: Participants in all conditions reported a significant reduction in percentage saturated fat intake between baseline and follow-up (Table 2) with no significant between-group differences \(P = .23\).

(3) Portion size changes: Participants in all conditions reported a significant reduction in their portion sizes for high saturated fat foods at week 5 (Table 2). There was a significant effect of condition on portion size changes \(F_{2,569} = 4.12, P = .017\).

Table 2. Saturated fat intake as measured by mean scores on a two-item scale, food frequency questionnaire, and portion size changes

<table>
<thead>
<tr>
<th></th>
<th>Control group (n = 276)</th>
<th>Planning tool (n = 268)</th>
<th>Planning tool and text reminders (n = 264)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week 5</td>
<td>Week 5</td>
<td>Week 5</td>
</tr>
<tr>
<td>2-item scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5–1(^a)</td>
<td>3.9</td>
<td>3.6</td>
<td>3.5</td>
</tr>
<tr>
<td>(t_{275}) (P value)</td>
<td>(-1.1 (0.1) &lt; .001)</td>
<td>(-1.5 (0.1) &lt; .001)</td>
<td>(-1.2 (0.1) &lt; .001)</td>
</tr>
<tr>
<td>Food frequency question-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>naire</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5–1(^a)</td>
<td>14.9</td>
<td>14.5</td>
<td>14.8</td>
</tr>
<tr>
<td>(t_{268}) (P value)</td>
<td>(-0.7 (0.2) &lt; .001)</td>
<td>(-1.1 (0.2) &lt; .001)</td>
<td>(-0.8 (0.2) &lt; .001)</td>
</tr>
<tr>
<td>Portion sizes</td>
<td>3.15</td>
<td>3.0</td>
<td>2.88</td>
</tr>
<tr>
<td>(t_{263}) (P value)</td>
<td>NA(^b) NA(^b) &lt; .001</td>
<td>NA(^b) NA(^b) &lt; .001</td>
<td>NA(^b) NA(^b) &lt; .001</td>
</tr>
</tbody>
</table>

\(^a\) Mean change and standard errors after adjusting for baseline and other covariates.

\(^b\) Not applicable: portion size changes were assessed only at week 5, so mean change (week 5–1) was not calculated.

Impact of the Intervention on Social Cognitive Variables

There was no significant condition effect on intention to reduce consumption of high-fat foods \(F_{2,570} = 1.7, P = .18\), maintenance self-efficacy \(F_{2,571} = 0.7, P = .49\), or recovery self-efficacy \(F_{2,571} = 0.2, P = .86\). There was a significant effect of condition on coping planning \(F_{2,571} = 7.2, P < .001\) but not on action planning \(P = .16\). For coping planning there was a significant difference between the PPT (mean 3.1; \(P < .001\)) and control group (mean 2.8), and PT (mean 3.0; \(P = .02\)) and control group, but not between the PTT and PT. Due to the above result, only the mediating properties of coping planning were tested. There was a significant relationship between the intervention (PTT and PT vs control group) and coping planning \(\beta = .23\; 95\% \text{CI}, .11\; .35\) and the intervention and the 2-item scale \(\beta = -.35\; 95\% \text{CI}, -.59\; -.11\). Results from bootstrapping showed a significant mediation effect of coping planning \(\beta = -.16; 95\% \text{CI}, -.27\; -.08\). We observed partial mediation since the effect of the intervention on self-reported saturated fat intake became nonsignificant and the b value was reduced but did not become zero \(\beta = -.20; 95\% \text{CI}, -.42\; .02\). At week 5, analysis of variance showed that there were no significant between-group differences in most of the feedback on the intervention items, apart from the worry item \(F_{2,570} = 7.5, P < .001\), with participants in the PTT condition \(mean = 3.21\) reporting the information being less worringly than the control group \(mean = 3.9\) \(P < .001\).

Tukey–Kramer-adjusted multiple comparisons indicated a significant difference between participants in the PTT and control group \(P = .02\). Furthermore, a significant condition-by-gender interaction was found \(F_{3,569} = 3.29, P = .02\), with men in the PTT condition \(mean = 2.86, \text{SE} 0.084\) reporting a greater reduction in their portion sizes than men in the control group \(mean = 3.27, \text{SE} 0.09; \ P = .003\). This intervention effect was not found for women, who reported an average reduction of 2.92 \(SE 0.01\) in the PTT condition, 2.78 \(SE 0.11\) in PT, and 3.04 \(SE 0.10\) in the control group.

(4) Other health behaviors: Analysis of covariance showed that there was no significant condition effect for any of the other health behaviors apart from “I ate a well-balanced diet” \(F_{2,570} = 5.3, P = .005\). Tukey–Kramer-adjusted multiple comparisons found a significant difference in eating a well-balanced diet between the PTT condition and the control group \(P = .004\).

Discussion

We found that participants completing a Web-based, fully automated planning tool alone or in combination with mobile text reminders self-reported a greater reduction in the consumption of high-fat foods than the control group. Participants in the PTT condition also reported higher levels of coping planning. Men in the PTT condition reported a greater reduction in the portion sizes of high-fat foods. Participants in the PT group without reminders did not change portion sizes more than those in the control group but showed higher levels of coping planning than the control group. We found no significant group differences in terms of percentage saturated fat intake, intentions, self-efficacy, or feedback on the intervention.

This study provides some support for the combined effects of implementation intentions plus text message reminders in reductions of high-fat foods (measured by the 2-item scale) and portion sizes. The two previous studies that combined implementation intentions with text messages found positive effects within the arena of physical activity and exercise behavior [18,19]. If implementation intentions operate by connecting the environmental cue with a desired response, then adding text messages may further strengthen either this
connection or someone’s commitment to enact his or her plan [14].

Planning on its own showed a significant difference with the control group in relation to self-reported reductions in the 2-item scale but no significant differences for any of the other behaviors (eg, portion sizes, percentage saturated fat intake, and other health behaviors). Most of the evidence on the positive effects of implementation intentions comes from offline research studies. Forming plans online might be different from using a paper-and-pencil experiment. For example, in a Web-based study planning backfired so that people who did not form implementation intentions exercised significantly more than those who formed a Web-based implementation intention [13]. It is also the case that forming plans might not be effective, on their own, in some circumstances. For example, in a recent study [19], use of planning plus text reminders led to greater increases in exercise behavior than in the control group, yet there was no difference from control for those making plans with no text reminders.

Participants in all conditions reported a significant reduction in percentage saturated fat intake from the food frequency questionnaire and the 2-item scale. The existence of sufficiently high levels of motivation at the beginning of the study or a repeat measurement effect [45] might help explain this universal change and why, contrary to our expectations, there were no significant differences between groups for the percentage saturated fat measure. However, the 2-item scale was better able to differentiate between conditions than the food frequency questionnaire measure. Similar discrepancies in findings between percentage saturated fat intake and the 2-item scale have been reported before [9,12]. Both come with limitations, which we discuss later in this section.

The effects of the combined implementation intentions and text message condition on portion size changes were driven by male participants. Research on young females and males has suggested a difference in preferred communication style and use of technologies [46, 47]. Younger females (15–19 years old) tend to prefer in-depth conversations and to write longer messages with a more complex structure, while young males tend to be oriented toward simple one-thought messages and more task-oriented conversations [48, 49]. If reliable, these gender communication preferences would explain the differentiated impact of the text message reminders of plans, which was a rather task-oriented activity. An alternative explanation is that there was more scope for men to reduce their portion sizes. This could have led to a regression to the mean
development in behavior. Previous research has suggested that action plans are more effective at the early stages of change, while coping plans are instrumental at later stages, and that a combined action and coping planning condition is better than a condition focusing solely on action plans [37,38]. In contrast to our results, a recent study on simultaneous use of action and coping plans found that they both mediated the intervention effects on fruit and vegetable intake [54]. Further studies are needed to more systematically explore the relative effectiveness of action and coping plans.

The impact of conditions on our measures of saturated fat intake changes was inconsistent, and this could be due to the limitations of the food frequency questionnaire and the 2-item scale. Underreporting of food consumption is a recurrent challenge for food frequency questionnaires and is most pronounced among overweight and obese people [55]. Also, food frequency questionnaires were initially designed to estimate individual intake rather than to detect small changes in individual dietary intake [56], for which they might not be sufficiently sensitive. The original food frequency questionnaire calculation did not account for individual variation in portion sizes but instead assumed the average portion of the UK population [33]. When we considered portion sizes in this study, we found a significant difference between the PTT and the control group. On the other hand, self-reported items such as the 2-item scale were designed to detect differences between conditions in experimental studies [8,9]. However, some have
claimed that reported changes are influenced by demand characteristics [57], with participants in more active conditions being more aware of study aims and so responding differently. Two previous studies counter the argument of demand characteristics by showing no difference between conditions for awareness of the study’s hypothesis or feelings of obligation to comply [9,13].

The current study has several advantages. It is based on a rather rigorous statistical analysis (ie, intention-to-treat analysis) and was conducted in a real-life setting. With a few exceptions most studies so far have been laboratory based and have examined effects of behavior in student populations [58,59]. This study also focused on overweight individuals, who are most likely to benefit from dietary interventions. Our planning tool is the first fully automated, interactive system to test Web-based if...then plans in the format of an interactive volitional help sheet, with the advantage of letting people choose the more personally relevant situations. Also, text messages were deployed with some flexibility by allowing participants to choose appropriate delivery times.

Limitations of the current study include the use of self-reports and the short-term follow-up of 4 weeks. It is essential that the combined effects of text messages and implementation intentions be tested over longer periods of time (ie, 6 months and 1 year) for sustained behavior change and that more objective measures of dietary behavior change be incorporated. Future research could also benefit by using ecological momentary assessment [60] so that text reminders of plans are sent at risky occasions, where cravings for high-fat foods occur.

Conclusions

In conclusion, fully automated, Web-based planning tools and mobile technologies provide a good opportunity to promote large-scale dietary behavior change in overweight adults. In this exploratory study, a combined Web-based planning and text message condition was associated with some reductions in self-reported consumption of high saturated fat foods in comparison with the no-treatment control group.
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Abstract

Background: Previous interventions have shown promising results using theory-based podcasts to deliver a behavioral weight-loss intervention.

Objective: The objective of our study was to examine whether a combination of podcasting, mobile support communication, and mobile diet monitoring can assist people in weight loss.

Methods: In this 6-month, minimal contact intervention, overweight (n = 96, body mass index 32.6 kg/m²) adults were recruited through television advertisements and email listservs and randomly assigned to Podcast-only or Podcast+Mobile groups. Both groups received 2 podcasts per week for 3 months and 2 minipodcasts per week for months 3–6. In addition to the podcasts, the Podcast+Mobile group was also instructed to use a diet and physical activity monitoring application (app) on their mobile device and to interact with study counselors and other participants on Twitter.

Results: Weight loss did not differ by group at 6 months: mean –2.7% (SD 5.6%) Podcast+Mobile, n = 47; mean –2.7% (SD 5.1%) Podcast, n = 49; P = .98. Days/week of reported diet monitoring did not differ between Podcast+Mobile (mean 2.3, SD 1.9 days/week) and Podcast groups (mean 1.9, SD 1.7 days/week; P = .28) but method of monitoring did differ. Podcast+Mobile participants were 3.5 times more likely than the Podcast group to use an app to monitor diet (P = .01), whereas the majority of Podcast participants reported using the Web (14/41, 34%) or paper (12/41, 29%). There were more downloads per episode in the Podcast+Mobile group (1.4/person) than in the Podcast group (1.1/person; P < .001). The number of podcasts participants reported downloading over the 6-month period was significantly moderately correlated with weight loss in both the Podcast+Mobile (r = –.46, P = .001) and the Podcast (r = –.53, P < .001) groups. Podcast+Mobile participants felt more user control at 3 months (P = .02), but not at 6 months, and there was a trend (P = .06) toward greater elaboration among Podcast+Mobile participants. There were significant differences in reported source of social support between groups. More Podcast participants relied on friends (11/40, 28% vs 4/40, 10%; P = .045) whereas Podcast+Mobile participants relied on online sources (10/40, 25% vs 0/40; P = .001).

Conclusions: Results confirm and extend previous findings showing a minimally intensive weight-loss intervention can be delivered via podcast, but prompting and mobile communication via Twitter and monitoring app without feedback did not enhance weight loss.

Introduction

The latest figures reveal that 68% of US adults are overweight or obese (body mass index [BMI] >25 kg/m²), with the prevalence of obesity among adult women at 35.5% and among adult men at 32.2% [1]. Overweight and obesity is associated with several chronic diseases, including type 2 diabetes, hypertension, cardiovascular disease, arthritis, hyperlipidemia, and asthma [2,3]. Even modest weight loss—around a 5% decrease in body weight—has been shown to have significant impacts in the decrease of chronic disease risk [4,5].

Behavioral interventions that target improvements in diet and physical activity are an effective way to help people lose weight and decrease chronic disease risk factors [6]. Behavioral weight-loss research programs typically involve weekly or twice-monthly, face-to-face behavioral sessions involving a group of 10–20 members and a team of weight-loss research staff [7]. Although this can be an effective way to help people lose weight, it is time and resource intensive and not easy to disseminate. Additionally, many people feel that participation in face-to-face weight-loss interventions is time consuming and often inconvenient [8]. Moving away from a face-to-face setting to a mobile delivery method is a promising strategy in the delivery of a behavioral weight-loss intervention.

Mobile technologies, such as Internet-capable mobile devices (eg, iPhone and BlackBerry), could prove to be a useful conduit for delivery of a weight-loss program. The use of mobile devices has been on the rise. In 2010, 40% of adults in the United States used a mobile phone to access the Internet or send an email or instant message, and rates of these activities increased over the previous year [9]. US adults are also accessing audio using portable devices (MP3 players), with 46% of US adults reporting they own an MP3 player [9] and 19% of Internet users reporting that they have downloaded a podcast (an audio file that can be listened to on a computer or mobile media player) [10]. Podcasts may also see a growth in use due to the popularity of cloud computing (publishing, hosting, and accessing data all online), which has made the ability to listen to and create podcasts easier [11].

Research has been emerging on the use of mobile technologies to help people achieve a healthy weight. Mobile devices have been used successfully to provide dietary guidance [12] and self-monitor weight and other health-related variables [13,14] and dietary intake [15]. Few studies, however, have used an entirely mobile device-based approach to deliver a behavioral weight-loss intervention. For example, studies may use text messaging sent to mobile devices (short message service [SMS]) for support in addition to face-to-face group sessions [16]. One study that used an entirely mobile-based approach was conducted by Patrick and colleagues [17] among overweight men and women. This behavioral weight-loss intervention was delivered entirely through SMS with a mixture of standard and targeted messages to participants, who on average had lost 3.16% of their body weight at 4 months [17]. Another technology-delivered intervention that contained a sizable mobile component targeted increasing physical activity among healthy, slightly overweight (BMI 26.3 kg/m²) men and women. Participants in the intervention group received targeted messages on overcoming barriers via the Internet and reminders to be physically active delivered via SMS and email, and had access to a message board to discuss experiences with other study participants [18].

Our previous work demonstrated that a short-term behavioral weight-loss intervention could be successfully delivered via podcast [19]. In that 3-month trial, 78 participants were randomly assigned to receive a podcast designed based on social cognitive theory [20] (enhanced) or a popular weight-loss podcast (control) available online. Weight losses were significantly greater in the enhanced podcast group (mean –2.9, SD 3.5 kg) than in the controls (mean –0.3, SD 2.1 kg; P < .001 between groups). This study, however, was short-term and weight losses were modest. A podcast-only format also limited the ability to provide participants with easy ways to self-monitor diet and physical activity and to receive social support (that would normally be delivered in a face-to-face group setting). To our knowledge, no previous studies have employed a combination of podcasting, mobile support communication, and mobile diet monitoring to assist people in weight loss. Therefore, we explored the use of this enhanced mobile approach as a way to help people lose weight in the Mobile Pounds Off Digitally (Mobile POD) intervention.

Methods

Study Population and Measures

Overweight and obese men and women (BMI 25–45 kg/m², 18–60 years old) were recruited through television advertisements and email listservs in the Raleigh-Durham, North Carolina, USA metropolitan area for this 6-month randomized trial. Participants were excluded if they smoked, had an unstable medical status or uncontrolled thyroid condition, were unable to attend the 3 monitoring visits or increase walking as a form of exercise, had a psychiatric illness, were in treatment for alcohol or drug dependency, had an eating disorder, were currently participating in a weight-loss program, or were pregnant, breastfeeding, or planning on becoming pregnant within the next 6 months. Participants were also required to be able to complete the Physical Activity Readiness Questionnaire [21] and were excluded for a history of myocardial infarction or stroke, and had to obtain physician consent for participation if endorsing yes on other items (such as use of hypertensive medications or bone and joint issues). Participants were required to have access to a body weight scale for self-monitoring weight and had to own one of four types of Internet-capable mobile devices: iPhone, iPod Touch, BlackBerry, or an Android-based...
phone. Participants were required to have access to the Internet and be comfortable using a computer. The University of North Carolina at Chapel Hill Institutional Review Board approved the study, and all the participants gave written informed consent. Participants received a US $20 incentive payment for completing all 3- and 6-month assessment activities.

Study research assistants screened participants. On meeting screening criteria, participants were invited to an orientation session where they learned more about the study, were shown how to complete online baseline questionnaires, and filled out the consent form. Participants were then given 2 weeks to complete questionnaire items (all completed online) assessing the following: demographics; dietary intake from 2 days of unannounced 24-hour dietary recalls (1 weekday and 1 weekend day) collected using the Automated Self-administered 24-hour Dietary Recall [22]; physical activity (Paffenbarger Physical Activity Questionnaire) [23]; self-efficacy (Weight Efficacy Life-Style Questionnaire [WEL]) [24]; and eating behaviors (Eating Behavior Inventory [EBI]) [25]. Participants were also asked (on a 1- to 7-point Likert scale) to rate how supported they felt in their weight-loss efforts at 6 months. These questionnaire items were transformed from paper instruments to online methods (but had not been previously validated for online use).

Participants were randomly assigned using a computerized random numbers generator (as conducted by study investigators) once they completed all their baseline questionnaires. A face-to-face group visit was scheduled to obtain objective height and weight. Before participants were given their randomization assignment, their weight was measured in light street clothes using a calibrated Tanita BWB-800 digital scale (Tanita, Arlington Heights, IL, USA) accurate to 0.1 kg. Height was measured using a wall-mounted stadiometer measured (Perspective Enterprises, Portage, MI, USA) after participants had removed hats and shoes. Once all baseline measures were collected, participants were given an overview of which group they were randomly assigned to and were provided with more details about group assignment. Both conditions were active treatments and participants were not told which group was the intervention of interest or enhanced group. Neither study participants nor investigators were blind to treatment assignment.

**Intervention and Control Conditions**

Participants could be randomly assigned to one of two conditions: podcast-only (Podcast) or podcast plus enhanced mobile media intervention (Podcast+Mobile). Both groups received 2 podcasts per week for 3 months (approximately 15 minutes each) and 2 minipodcasts per week for months 3–6 (approximately 5 minutes each). Participants had access to a group-specific podcast site, where they could subscribe to the podcast using their mobile device or listen directly to the podcast on a computer. The content and design of the podcasts have been described elsewhere [19]. Briefly, podcasts were designed using constructs from social cognitive theory [20]. Podcasts were written and recorded prior to the start of the study. Podcasts delivered in the first 3 months contained a section on nutrition and physical activity information, an audio blog of a man or a woman trying to lose weight, a soap opera, and a goal-setting activity. Podcasts delivered in months 3–6 contained only the nutrition and exercise portion of the podcast and focused on overcoming barriers and problem-solving issues. The Podcast group—but not the Podcast+Mobile group—received a book with calorie and fat gram amounts of food to assist them in monitoring their dietary intake. In addition to the podcasts, the Podcast+Mobile group was also instructed to download a diet and physical activity monitoring application (app) (2010 version of FatSecret’s Calorie Counter app, FatSecret.com, which released additional updates in January 2011) and a social networking site’s (Twitter) app to their mobile device (both free for download). Participants created a user account on Twitter, were told to log on (through either their mobile device or their computer) to Twitter at least once daily to read messages posted from the study coordinator, and were encouraged themselves to post at least daily to Twitter. Participants could choose any user name they wanted (to protect their identity) and were instructed on how to make their Twitter account private (if they chose to do so). During months 0–3, Podcast+Mobile participants were divided into 4 groups to create Twitter cohorts of 11–12 people. They were sent a list of everyone’s Twitter user names within their cohort, were instructed to follow everyone in their cohort, and were reminded to send follow requests to participants and to accept requests until everyone in each cohort was following one another. During months 3–6, Podcast+Mobile participants were asked to follow everyone in the study, and similar procedures were used to allow everyone within the Podcast+Mobile group to follow one another. The study coordinator sent out 2 messages per day to the group, which reinforced messages from the podcasts, posed questions to the group to facilitate discussion, and encouraged participants to share tips and recipes with one another that would assist in weight loss. Such messages were prompts to attend to weight-loss behavior, and encouraged communication but were not individualized. The study coordinator did not participate in discussions initiated by participants. All participants received information on safe exercise practices.

**Assessment Periods**

Change in body weight was the main outcome of the study, and body weight was collected at baseline, 3 months, and 6 months at the study site. In addition to the diet, physical activity, and psychosocial measures discussed above, other measures were collected at both 3 and 6 months including novelty, cognitive load [26], user control [27], elaboration (Elaboration Likelihood Model Questionnaire) [28], and process evaluation questions, all via online questionnaire. Participants were also sent a weekly online questionnaire link so they could report the number of podcasts they had listened to that week, their weight, number of days they monitored their diet and physical activity, and, for the Podcast+Mobile group, questionnaire items assessing use of Twitter. Participants who did not complete their weekly questionnaire were sent an email reminder and received a phone reminder after 2 weeks in a row of missed weekly questionnaire submissions. The number of ‘Twitter messages per participant was also recorded over the course of the study, and an objective measure of number of downloads per podcast by treatment group was obtained from the podcast hosting site.
Statistical Analyses

Power calculations for the study used the 3-month weight loss from the previous podcasting study [19] as compared with the 3-month weight loss seen in a Web-based study that used an automated email feedback group (similar to our Podcast+Mobile group) [29]. This resulted in an effect size of \( r = .2934 \) and a Cohen \( d \) of 0.6138. Sample size per intervention arm for 2-sided tests of significance at alpha = .05 and power 1 – beta = 80% would be 43 per group (86 total required N). To account for attrition, we attempted to recruit 95–105 total participants.

We conducted all data collection and analyses using intention-to-treat by using imputation (baseline observation carried forward), with the exception of some variables that we collected only at 6 months (such as information processing variables), which we assessed using completers only. Between-subjects \( t \) tests were calculated for differences between continuous variables, and paired-samples \( t \) tests were used to examine differences within groups. Logistic regression models were used to assess demographic predictors of study discontinuation at 6 months. Demographic information that contained multiple categories (such as education, ethnicity, and marital status) was dichotomized and the chi-square test of independence was used to assess differences between groups at baseline. Analysis of variance was used to examine mean differences within 3 or more groupings, and repeated-measures analysis of variance was used to assess changes over time among the continuous variables. Pearson correlation was used to examine the relationship between number of podcasts downloaded and the number of Twitter posts with weight loss. All analyses were conducted using SPSS 16.0 for Windows software (IBM Corporation, Somers, NY, USA) with a \( P \) value of .05 used to indicate statistically significant differences.

Results

Participants were recruited from July 2010 to August 2010, and the study ran until February 2011. Figure 1 shows the flow of participants through recruitment, intervention, and follow-up. Of the 494 volunteers who inquired about the study, 359 (72.7%) were ineligible and 135 were invited to an orientation, of whom 96 enrolled in the study. Table 1 outlines baseline demographics. There were no significant differences in baseline demographics between the two groups. More people in the Podcast+Mobile group than in the Podcast group reported previously downloading a health-related podcast (\( P = .04 \)) or installing a healthy diet-related app to their mobile device (\( P = .04 \)). In a model examining demographic factors as predictors of noncompletion of the study at 6 months, there was a significant effect of age (\( P = .005 \)) and a trend with ethnicity (\( P = .06 \)), but not of gender, group assignment, or baseline BMI. Participants who did not complete the study at 6 months (\( n = 10 \)) were younger (mean 31.0, SD 11.2 vs 44.3, SD 10.3 years) and were 4.7 times (95% confidence interval, 0.96–23.24) less likely to be white (4/10, 40% black, 2/10, 20% Asian, and 4/10, 40% white).
Table 1. Baseline demographic data for Podcast-only and enhanced Podcast+Mobile group participants

<table>
<thead>
<tr>
<th></th>
<th>Podcast group (n = 49)</th>
<th>Podcast+Mobile group (n = 47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.2 (11.7)</td>
<td>42.6 (10.7)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (27)</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Female</td>
<td>36 (73)</td>
<td>36 (77)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>10 (20)</td>
<td>9 (19)</td>
</tr>
<tr>
<td>White</td>
<td>38 (78)</td>
<td>35 (75)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Hispanic, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>No</td>
<td>49 (100)</td>
<td>47 (100)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>23 (47)</td>
<td>16 (34)</td>
</tr>
<tr>
<td>Married</td>
<td>26 (53)</td>
<td>31 (66)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College or less</td>
<td>19 (39)</td>
<td>24 (51)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>30 (61)</td>
<td>23 (49)</td>
</tr>
<tr>
<td>Type of Internet-capable mobile de-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>vice, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>14 (29)</td>
<td>18 (38)</td>
</tr>
<tr>
<td>iPod Touch</td>
<td>13 (26)</td>
<td>13 (28)</td>
</tr>
<tr>
<td>BlackBerry</td>
<td>18 (37)</td>
<td>11 (23)</td>
</tr>
<tr>
<td>Android-based phone</td>
<td>4 (8)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Body mass index (kg/m(^2)), mean (SD)</td>
<td>32.2 (4.5)</td>
<td>32.9 (4.8)</td>
</tr>
<tr>
<td>Number of years participant has owned Internet-capable mobile device, mean (SD)</td>
<td>1.6 (1.2)</td>
<td>1.3 (0.8)</td>
</tr>
<tr>
<td>Number of participants who were members of Twitter at baseline, n (%)</td>
<td>17 (35)</td>
<td>16 (34)</td>
</tr>
<tr>
<td>Number of participants who had previously downloaded a health-related podcast, n (%)</td>
<td>14 (29)</td>
<td>23 (49)</td>
</tr>
<tr>
<td>Number of participants who had previously downloaded an application to their mobile device to help them eat better, n (%)</td>
<td>18 (37)</td>
<td>27 (57)</td>
</tr>
</tbody>
</table>

\(^a\) \chi^2 \text{ test of independence } P = .04.

Figure 2 details the weight loss by group over the 6-month study. The Podcast+Mobile group lost a mean of \(-2.4\) (SD \(3.4\)) kg at 3 months (vs \(-2.3\), SD \(3.3\) kg in the Podcast group) and an additional \(-0.2\) (SD \(3.0\)) kg from months 3 to 6 (vs \(-0.3\), SD \(1.8\) kg in the Podcast group; \(P = .88\) for time-by-group interaction). Table 2 outlines group differences in percentage weight loss, diet, physical activity, self-efficacy, knowledge, and eating behaviors. The group-by-time interaction was not significant for any of the variables. The percentage weight loss at 3 or 6 months did not differ between the groups. There were no significant differences between groups in energy expenditure or intake at 3 or 6 months. Groups did not differ in changes in fat intake, self-efficacy (WEL score), or weight-related eating behaviors (EBI score) at 3 or 6 months.
Table 2. Changes in weight, physical activity, dietary intake, self-efficacy, knowledge, and eating behaviors at 3 and 6 months\textsuperscript{a}

<table>
<thead>
<tr>
<th>Weight change (%)</th>
<th>Podcast group (n = 49)</th>
<th>Podcast+Mobile group (n = 47)</th>
<th>Significance (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–3 months</td>
<td>–2.6 (3.8)</td>
<td>–2.6 (3.5)</td>
<td>.97</td>
</tr>
<tr>
<td>0–6 months</td>
<td>–2.7 (5.1)</td>
<td>–2.7 (5.6)</td>
<td>.98</td>
</tr>
<tr>
<td>Intentional physical activity change (caloric expenditure, in kcal)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>82.7 (153.2)</td>
<td>94.5 (130.2)</td>
<td>.68</td>
</tr>
<tr>
<td>0–6 months</td>
<td>96.7 (185.5)</td>
<td>86.8 (182.1)</td>
<td>.79</td>
</tr>
<tr>
<td>Change in energy intake (kcal)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>–146.3 (506.3)</td>
<td>–341.1 (612.1)</td>
<td>.09</td>
</tr>
<tr>
<td>0–6 months</td>
<td>–242.5 (558.8)</td>
<td>–288.8 (553.0)</td>
<td>.69</td>
</tr>
<tr>
<td>Change in fat intake (g)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>–13.6 (23.8)</td>
<td>–15.2 (31.0)</td>
<td>.78</td>
</tr>
<tr>
<td>0–6 months</td>
<td>–14.5 (32.0)</td>
<td>–15.0 (26.4)</td>
<td>.92</td>
</tr>
<tr>
<td>Change in weight-loss self-efficacy (WEL\textsuperscript{b} score)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>12.5 (24.4)</td>
<td>12.5 (29.0)</td>
<td>.99</td>
</tr>
<tr>
<td>0–6 months</td>
<td>20.1 (26.0)</td>
<td>17.6 (25.3)</td>
<td>.64</td>
</tr>
<tr>
<td>Change in weight-loss knowledge score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>1.2 (1.8)</td>
<td>0.74 (1.9)</td>
<td>.24</td>
</tr>
<tr>
<td>0–6 months</td>
<td>1.1 (1.8)</td>
<td>0.66 (1.7)</td>
<td>.17</td>
</tr>
<tr>
<td>Change in eating behaviors (EBI\textsuperscript{c} score)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>8.6 (12.6)</td>
<td>11.7 (11.8)</td>
<td>.21</td>
</tr>
<tr>
<td>0–6 months</td>
<td>9.8 (11.3)</td>
<td>12.4 (11.4)</td>
<td>.27</td>
</tr>
</tbody>
</table>

\textsuperscript{a} All data are mean (SD).
\textsuperscript{b} Weight Efficacy Life-Style Questionnaire.
\textsuperscript{c} Eating Behavior Inventory.

Table 3 outlines differences in information processing variables measured at 3 and 6 months, as well as the number of podcasts downloaded and days per week diet and physical activity were self-monitored. Podcast+Mobile participants reported more user control at 3 months but not at 6 months (P = .08). There was no significant difference in cognitive load but Podcast+Mobile participants reported that the intervention was more novel at both 3 and 6 months. There was no significant difference in elaboration at 3 months between groups but there was a trend (P = .06) at 6 months with Podcast+Mobile participants reporting more elaboration than Podcast participants. There was no difference between groups at 0–3 months or 3–6 months in mean number of reported podcasts downloaded. However, the objective data from the podcast hosting site showed a significant difference in the number of downloads by group with more downloads occurring in the Podcast+Mobile group than in the Podcast group during both 0–3 months (P < .001) and 3–6 months (P < .001). The number of podcasts participants reported downloading over the 6-month period was significantly correlated with weight loss in both the Podcast+Mobile (r = –.46, P = .001) and the Podcast (r = –.53, P < .001) groups. There was no difference between groups in the mean days per week that dietary intake or physical activity were self-reported by participants. The method of self-monitoring, however, differed by group. Podcast+Mobile participants were 3.5 times more likely than the Podcast group to use an app to monitor diet over the course of the study (95% confidence interval, 1.29–8.84; P = .01), whereas the majority of Podcast participants reported using Web (14/41, 34%) or paper (12/41, 29%) methods. Collapsing the data across groups, mean days per week of dietary self-monitoring over the 6-month study differed by method used to record intake: mean 2.9 (SD 1.9) days/week mobile app, n = 37; 2.3 (SD 1.9) days/week website, n = 24; and 1.6 (SD 1.3) days/week paper journal, n = 17; n = 3 reported using nothing for monitoring and n = 15 did not report a method; F\textsubscript{2,7} = 3.41, P = .04). There was no difference in number of days of diet monitoring or weight loss by type of mobile device. Tukey honestly significant difference (HSD) post hoc analysis shows a significant difference in mean days per week of diet self-monitoring between paper journal methods and using a mobile app to record diet (P = .03).
Table 3. Information processing variables at 3 and 6 months and podcast downloads and self-monitoring outcomes by group

<table>
<thead>
<tr>
<th></th>
<th>Podcast group (n = 49)</th>
<th>Podcast+Mobile group (n = 47)</th>
<th>Significance (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User control</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>13.2 (5.0)</td>
<td>15.4 (3.5)</td>
<td>.02</td>
</tr>
<tr>
<td>3–6 months</td>
<td>13.9 (3.9)</td>
<td>15.4 (4.0)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Cognitive load</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>11.7 (2.2)</td>
<td>11.5 (1.8)</td>
<td>.72</td>
</tr>
<tr>
<td>3–6 months</td>
<td>11.2 (2.6)</td>
<td>11.3 (2.4)</td>
<td>.79</td>
</tr>
<tr>
<td><strong>Novelty</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>8.9 (3.1)</td>
<td>10.9 (3.0)</td>
<td>.01</td>
</tr>
<tr>
<td>3–6 months</td>
<td>9.1 (3.5)</td>
<td>11.1 (2.9)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Elaboration</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>47.9 (10.0)</td>
<td>51.3 (8.4)</td>
<td>.1</td>
</tr>
<tr>
<td>3–6 months</td>
<td>45.7 (13.0)</td>
<td>50.3 (8.7)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Mean number of podcasts (out of 24) participants reported they downloaded</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>14.5 (7.6)</td>
<td>16.4 (7.2)</td>
<td>.20</td>
</tr>
<tr>
<td>3–6 months</td>
<td>8.2 (8.6)</td>
<td>9.0 (9.1)</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Number of downloads per podcast episode per person from podcasting host site</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>1.51 (0.65)</td>
<td>2.00 (0.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3–6 months</td>
<td>0.66 (0.15)</td>
<td>0.87 (0.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Number of total podcast downloads from podcasting host site</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>74.2 (31.8)</td>
<td>94.1 (24.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3–6 months</td>
<td>32.5 (7.2)</td>
<td>40.7 (9.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Mean days/week reported recording dietary intake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>2.4 (2.0)</td>
<td>2.9 (2.1)</td>
<td>.26</td>
</tr>
<tr>
<td>3–6 months</td>
<td>1.3 (1.7)</td>
<td>1.7 (2.0)</td>
<td>.39</td>
</tr>
<tr>
<td><strong>Mean days/week reported recording physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–3 months</td>
<td>2.6 (2.0)</td>
<td>2.4 (1.8)</td>
<td>.63</td>
</tr>
<tr>
<td>3–6 months</td>
<td>1.6 (2.1)</td>
<td>1.5 (1.9)</td>
<td>.81</td>
</tr>
</tbody>
</table>

a All data are mean (SD).

b At 3 months, n = 43 for Podcast and n = 41 for Podcast+Mobile, and at 6 months n = 40 for both groups for all measures except elaboration at 6 months (n = 43 for Podcast and n = 40 for Podcast+Mobile).

Although there was no difference in how supported (rated 0–7) participants reported feeling at 6 months (Podcast+Mobile mean 5.0, SD 1.5 vs 4.8, SD 1.7; P = .67), there was a significant difference in the main form of social support participants reported during the 6-month trial. More of the Podcast participants reported mainly relying on friends for social support (11/40, 28% Podcast vs 4/40, 10% Podcast+Mobile; P = .045) and more Podcast+Mobile participants reported their main form of support came from online sources, such as Twitter, Facebook, or blogs (10/40, 25% Podcast+Mobile vs 0% Podcast; P = .001). Within the Podcast+Mobile group, 94% (n = 44) posted at least once to Twitter, with 64% (n = 30) posting at least weekly during the first 3 months and 28% (n = 13) posting weekly or more during months 3–6. Podcast+Mobile participants made a mean of 2.1 (SD 3.1) posts to Twitter per week, with significantly more posts being made in the first 3 months (2.8, SD 3.6 posts/week) than in months 3–6 (1.3, SD 3.0 posts/week; P < .001). On average, Podcast+Mobile group participants did not view Twitter as being useful to their weight-loss efforts (mean score of 3.4, SD 1.8, out of 7). Two technical issues occurred over the course of the study. FatSecret released an update to their app on January 3, 2011, which led to the app crashing for a few days before it was resolved by FatSecret. Also, on September 21, 2010, Twitter experienced a virus attack that was activated when users rolled their mouse over a blacked-out block of text [30]. It was quickly resolved by Twitter and no participant reported being affected by the virus (as it only affected Web users and not mobile app users).
Figure 1. Eligibility, enrollment, random assignment, and assessment of study participants. BMI = body mass index.
Discussion

This study explored the 6-month efficacy of a weight-loss intervention delivered by podcast and the additive benefit of mobile diet monitoring and communication delivered via a social networking site (Twitter). The results show that a very-low-intensity intervention that is delivered entirely by mobile technology can produce short-term, modest weight loss. The addition of prompts and support provided via Twitter, as well as mobile monitoring provided via a diet and physical activity app, did not enhance weight losses over what was seen by just using a podcast alone and encouraging participants to monitor with an approach of their choice.

Most participants in this study did not achieve a 5% weight loss, which is the level thought to be clinically meaningful; however, the time of year when the study was administered may have affected the outcomes. Participants completed the 3-month follow-up a week prior to the Thanksgiving holiday (United States). Months 3–6 occurred over the holiday season, including Thanksgiving, Christmas, Hanukkah, and New Year’s. Many of the podcasts during this time discussed topics regarding holiday weight gain, such as altering holiday recipes, finding time to exercise when your schedule changes, and finding strategies to eat healthy at holiday parties. Observational studies have shown that the average weight gain over the holiday period in the United States ranges from 0.4 to 0.8 kg [31,32]. Holiday weight gain may be greater among those who are overweight or obese than among normal-weight people [31,32]. In addition, those who have lost weight are more vulnerable than normal-weight individuals to holiday weight gain and weight retention after the holiday [33]. Therefore, the fact that only minimal weight loss occurred during months 3–6 in the present study (approximately –0.25 kg or –0.55 lb) demonstrates that this intervention may have worked to prevent holiday weight gain, versus promoting additional weight loss during this vulnerable period. In addition, the podcasts during months 3–6 were shorter, only 5 minutes (10 minutes total/week), as compared with 15 minutes (30 minutes total/week) during months 0–3. It is possible that moving to a shorter intervention dose was insufficient to promote greater weight loss during this time. The combination of seasonality (holidays) and the lowering of the intervention dose at 3 months may have occurred too soon within the intervention, before participants had fully learned the behaviors needed for successful weight loss.

The intervention groups did not differ in changes in EBI score, WEL score, energy expenditure, or energy intake, demonstrating that the addition of social networking support and mobile diet and physical activity monitoring did not enhance these outcomes beyond receiving the theory-based podcast alone. Since there were no differences in days of self-reported diet monitoring by group and no differences in weight loss, these findings are not surprising. There were differences, however, in some of the information processing variables. Study interventionists...
delivered 2 prompt-style messages to the Podcast+Mobile group via Twitter each day. We chose Twitter as a way to deliver real-time messages to participants from study interventionists (2 messages/day), which we hypothesized would be similar in effectiveness to delivering messages via SMS [17]. We also chose this social networking site to enhance elaboration, since messages posted by study staff reinforced messages delivered in the podcasts. Although elaboration did not differ between the groups at 3 months, there was a trend ($P = .06$) at 6 months, and it is possible that the addition of Twitter messages was beneficial in reinforcing weight loss-related messages and allowing for more effective information processing [34]. In addition to enhanced elaboration at 6 months, Podcast+Mobile participants reported greater user control at 3 months. Learning occurs in different ways, so the more control learners have over their experience, the more variety of learning styles can be accommodated [35]. Therefore, providing additional learning channels (above audio alone) may have provided an additional feeling of user control and allowed participants to feel more motivated to learn and attend to messages [27]. Participants in both groups reported low levels of cognitive load (11 out of 14; with a higher score corresponding to less cognitive load) and therefore the addition of Twitter to the intervention did not increase the burden on working memory [36]. The addition of Twitter and mobile diet monitoring led to greater feelings of novelty among Podcast+Mobile participants than for the participants who received only a podcast. This enhanced novelty among Podcast+Mobile participants may have been due to the very low reported use of Twitter (34%) among participants at baseline. Despite changes in these information processing variables, weight losses did not differ between the groups. Greater elaboration and user control, however, may have led to greater podcast usage, as evidenced by more podcast downloads to the Podcast+Mobile group site. Greater usage of weight-loss study components has been shown to lead to improved weight losses [37]. Our prior podcasting study showed greater elaboration and user control among the enhanced theory-based podcast at 3 months than among the control podcast [19]. The present study also demonstrated high elaboration and user control within the Podcast+Mobile group as compared with the Podcast group, but no differences in cognitive load, demonstrating that the additional components of Twitter and mobile diet monitoring did not increase cognitive burden and allowed for continued elaboration and user control.

It is possible that the addition of Twitter and mobile monitoring was a distraction from what was already a successful weight-loss intervention delivered by podcast only. Because weight losses were modest in our previous podcasting trial [19], we sought to add components that are common to face-to-face behavioral interventions (self-monitoring, group support, and contact with study counselors) and deliver them in a mobile manner. These components appeared to enhance user control (at 3 months) without increasing cognitive load. The self-monitoring app and Twitter, however, were poorly used by participants. This demonstrates that these additional components were not well integrated by participants. In addition, the Podcast+Mobile participants reported relying more on online sources of support than on friends and family. There may have been a negative impact of displacing support from real-life friends and family with online social networks.

Self-monitoring of dietary intake is an important component of behavioral weight-loss programs [38]. We hypothesized that the use of a mobile diet monitoring app would increase dietary self-monitoring. We saw no differences in self-monitoring days per week at either 3 or 6 months between the groups, with both groups reporting monitoring an average of approximately 2.5 days/week from 0 to 3 months and 1.5 days/week from months 3 to 6. Although days per week of diet monitoring did not differ between groups, method of monitoring did. Podcast+Mobile participants were instructed to use the FatSecret Calorie Counter app. We chose this app due to its availability on all 3 major mobile phone platforms. Only 60% (24/40) of participants in the Podcast+Mobile group, however, reported using a mobile app for diet monitoring. The Podcast group was given a book to monitor their calorie intake, but at 6 months, only 29% (12/41) of participants were using a paper recording method to self-monitor dietary intake. Podcast participants may have been at an advantage with regard to diet monitoring, since they were able to choose which method they preferred to use and, if they chose to use an app (13/41, 32% of participants), they were free to choose which one would be best for their device. In a recent study examining differences in dietary intake between participants randomly assigned to monitor their diet via a handheld electronic device or paper journal, no differences were seen between the groups in weight loss, energy intake, or percentage of energy (kcal) from fat [39]. This demonstrates that adherence to monitoring is what is important for weight loss [40], regardless of method. With both groups collapsed, we did see a significant difference in number of days per week participants reported self-monitoring diet, with participants using a mobile device recording twice as many days as those using a paper method. This finding warrants further exploration in future studies and points to the possibility of recommending self-monitoring methods that are tailored to users’ needs, mobile devices, and comfort level with technology.

The study content was delivered mainly through podcast messages for both groups. The number of podcasts participants reported downloading from months 0 to 3 and months 3 to 6 did not differ between the groups, but the objective number of downloads from each groups’ podcast site did differ significantly. There were significantly more downloads per person in the Podcast+Mobile group than in the Podcast group. This may not have corresponded to more podcasts listened to, since participants may have initiated a download of an episode but later returned to finish the episode (starting another compete download). It is possible that Podcast+Mobile participants may have listened to podcast episodes multiple times as well or shared the podcast links with friends. Since Twitter messages prompted Podcast+Mobile participants to listen to the latest podcast episode, this method may have been an additional way for participants to remember to access the podcasts or be reminded to go back and listen to an episode as a refresher.

Social support has been shown to be a possible key component in behavioral weight-loss programs [41]. The present study used Twitter as a method to deliver prompts from the program and allow participants to support each other during their weight-loss...
efforts. The study coordinator posted 2 messages to participants per day that could be easily automated, as the messages were not in response to participants. An additional advantage of Twitter is that it allowed for real-time support, such as asking fellow participants about healthy dining options once a participant arrives in a restaurant. However, the number of Twitter posts averaged 2 per week, and declined over time, so participants were not communicating with other group members frequently. Podcast+Mobile participants were initially assigned to a small cohort of 10–11 people. This was to allow for effective communication and to prevent participants from being overwhelmed with too many posts by other members. Participation was sporadic, however, so during the 3- to 6-month time period, Podcast+Mobile participants were asked to follow everyone within the Podcast+Mobile group to help facilitate more active discussion. It is possible there was not enough interaction to provide adequate social support, or this study may be similar to other studies that found no benefit of enhancing social support among weight-loss participants [42]. The podcasts, which were the same for both groups, encouraged establishing a good support system for weight loss. Both groups felt equally supported in their weight-loss efforts, but source of support differed. Podcast participants mainly turned to real-life friends as sources of support, whereas Podcast+Mobile participants relied on Internet-based sources, namely Twitter.

Several studies have shown that targeting dietary self-monitoring, providing social support, and emphasizing both dietary changes and physical activity are key components to successful face-to-face behavioral weight-loss programs [43]. We sought to improve on our previous trial [19] by enhancing these components through advanced mobile technology means. Both groups, however, found ways to self-monitor diet and obtain social support, meaning that structural aspects of the groups differed in type but not amount, which was reflected in the weight-loss outcomes. Several of the components of Internet-based weight-loss interventions that have been shown to be effective were part of the Podcast+Mobile intervention, including self-monitoring, use of established behavioral strategies, and social support [44]. Other effective aspects were not included, such as study counselor feedback and tailoring of messages and information [44]. Future studies examining ways to enhance weight loss of participants receiving a mobile, podcast-delivered weight-loss intervention may wish to find ways to provide more individualized feedback (which could be human or automated) on dietary self-monitoring and intake, physical activity progress, and weight loss. Additionally, ways to tailor the intervention components to participant characteristics, such as body weight, dietary intake, or physical activity, may enhance weight losses over nontailored approaches [44]. Designers of future interventions may wish to find ways to offer a multimodal intervention to appeal to diverse users.

There were several strengths to this study. This intervention used a randomized design and intention-to-treat analysis. The study also had strong retention rates, used an objective measure for weight, and included 2 unannounced days of dietary intake collected using a multiple-pass method. This intervention is an approach that could be easily disseminated, as there was very minimal contact with participants, everything was delivered remotely, and it was low cost. The study also had some limitations. The study population was mostly white and female. The study was short-term (6 months) and so it was able to examine initial weight loss but not weight-loss maintenance. The groups also differed in prior experience with apps and podcasts, showing that those in the Podcast+Mobile group may have been more technically savvy or more familiar with the technology used in the study at baseline. This did not seem to affect the results, and equal numbers of participants from each group were members of Twitter at baseline. Participants who did not complete the study were significantly younger and less likely than completers to be white, and therefore some aspect of the study may not have been well suited to this demographic group.

In summary, the Mobile POD, 6-month, minimal-contact intervention was effective at helping participants achieve a mean weight loss of 2.7% of their body weight, and perhaps was useful in preventing holiday weight gain. Both groups reported similar levels of social support and days of dietary monitoring, demonstrating that providing these components was not necessary, and that the podcasts’ emphasis on directing participants to find these components was effective. Future studies may wish to find ways to combine podcasts with tailored feedback for participants to enhance compliance with dietary and physical activity recommendations and to improve weight loss.
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Abstract

Background: Exercise is an effective intervention for the prevention of falls; however, some forms of exercises have been shown to be more effective than others. There is a need to identify effective and efficient methods for training health professionals in exercise prescription for falls prevention.

Objective: The objective of our study was to compare two approaches for training clinicians in prescribing exercise to prevent falls.

Methods: This study was a head-to-head randomized trial design. Participants were physiotherapists, occupational therapists, nurses, and exercise physiologists working in Victoria, Australia. Participants randomly assigned to one group received face-to-face traditional education using a 1-day seminar format with additional video and written support material. The other participants received Web-based delivery of the equivalent educational material over a 4-week period with remote tutor facilitation. Outcomes were measured across levels 1 to 3 of Kirkpatrick’s hierarchy of educational outcomes, including attendance, adherence, satisfaction, knowledge, and self-reported change in practice.

Results: Of the 166 participants initially recruited, there was gradual attrition from randomization to participation in the trial (n = 67 Web-based, n = 68 face-to-face), to completion of the educational content (n = 44 Web-based, n = 50 face-to-face), to completion of the posteducation examinations (n = 43 Web-based, n = 49 face-to-face). Participant satisfaction was not significantly different between the intervention groups: mean (SD) satisfaction with content and relevance of course material was 25.73 (5.14) in the Web-based and 26.11 (5.41) in the face-to-face group; linear regression P = .75; and mean (SD) satisfaction with course facilitation and support was 11.61 (2.00) in the Web-based and 12.08 (1.54) in the face-to-face group; linear regression P = .25. Knowledge test results were comparable between the Web-based and face-to-face groups: median (IQR) scores for the exercise assignment were also comparable: Web-based, 78.6 (68.5–85.1), and face-to-face, 78.6 (70.8–86.9); rank sum P = .61. No significant difference was identified in Kirkpatrick’s hierarchy domain change in practice: mean (SD) Web-based, 21.75 (4.40), and face-to-face, 21.88 (3.24); linear regression P = .89.
Conclusion: Web-based and face-to-face approaches to the delivery of education to clinicians on the subject of exercise prescription for falls prevention produced equivalent results in all of the outcome domains. Practical considerations should arguably drive choice of delivery method, which may favor Web-based provision for its ability to overcome access issues for health professionals in regional and remote settings.


KEYWORDS
Education; professional development; course design; distance education; students

Introduction

Continuing professional development (CPD) is an essential component of the educational continuum of health care professionals. Participation in continuing education is a hallmark of professional behavior [1,2] and a requirement for continued registration to practice for many professions. It is an imperative for continued advancement in the quality of health care and is a key educational activity for universities, professional organizations, and other educational institutions [2]. Effectively delivered CPD can narrow the gap between new evidence of best practice and current practice, enhancing practitioners’ knowledge and behaviors and positively influencing service delivery and patient outcomes [3-5].

Despite the importance of CPD, its uptake is impeded by personal, professional, and environmental factors [6]. Previously reported barriers to participating in CPD have included time, access, and cost [7]. Clinicians have expressed reluctance to make time for CPD (due to the demands of busy caseloads, social life and family, and travel to education-delivery venues) and have noted constraints associated with the direct costs of CPD and indirect costs associated with lost earnings. These factors are amplified in regional and remote areas where workforce shortages can increase caseloads, and geographic distance renders CPD less accessible and more costly [8]. These constraining factors may have a negative effect on workforce satisfaction and make it difficult to retain staff in regional and remote areas. Clinicians in regional and remote areas of Australia have reported dissatisfaction with lack of professional development opportunities and the associated professional isolation, and these factors have been linked to staff recruitment and retention difficulties [9].

The traditional approach to CPD has been face-to-face education, often involving large live audiences (eg, seminars or conference presentations). This face-to-face approach may be difficult or costly to access for people who live a long distance from the education venue. Further to this, participants need to be able to allocate the requisite time in their schedule to enable participation. This mode of educational delivery can create a significant burden on educational institutions through administrative load and financial risk if the threshold for participant numbers required for financial viability is not reached. These are key factors that limit the implementation of training programs for health professionals in regional and remote areas.

Web-based CPD provides an alternative method of education with the potential to overcome many reported obstacles. Web-based delivery of educational content provides flexibility of access and promotes a learner-centered approach to learning, enabling interaction with learning materials at a time that suits the consumer [10]. Using the Web to deliver CPD requires the consumer to have Internet access, information technology literacy, and occasional technical support, as well as the evolution of teaching and learning resources that are tailored to suit the medium [11,12].

It is possible that multimedia or Web-based instruction may be inappropriate for teaching or monitoring practical skills [11-14]. Practical-skills competence requires a degree of self-evaluation that is often inadequate in the absence of appropriate feedback [15]. However, innovative design of feedback using interactive and collaborative Web-based technology might overcome the purported limitations [16].

Previous investigations of Web-based education have contrasted this with providing no education [17-27], rather than applying a head-to-head approach for comparing Web-based with face-to-face education. One report of an investigation comparing behavior change from Web-based versus face-to-face education found that Web-based CPD can produce changes in behavior in physicians working in lipid management, when practice change is measured using the number of requests for lipid management tests [28]. Gains in knowledge comparable with or superior to those obtained via live education delivery were also seen. It is plausible that Web-based delivery can also produce learning outcomes equal to face-to-face education when applied to the delivery of a complex hands-on clinical skill.

In this study we compared a Web-based approach to providing a CPD course versus a traditional “live” education-delivery approach in the context of education for the complex clinical skill of exercise prescription for falls prevention. Falls are a significant threat to the safety, health, and independence of older adults, accounting for more than half of the accidental deaths among older adults [29,30]. In Australia, the total cost of fall-related injury is expected to triple to A$1375 million per year by 2051 unless effective prevention or lower treatment costs occur [31]. Exercise is an effective intervention for the prevention of falls; however, some forms of exercises have been shown to be more effective than others, with systematic reviews and meta-analyses finding high-dose exercise, including challenging balance training, the most effective [32,33]. Several Web-based falls-prevention programs have been introduced.
Some exercise programs, such as the Otago program, have been the focus of Australian nationwide public health strategies to address the issue. Programs to date have focused on the provision of one single program, and not on teaching the learner the broad range of exercise prescription skills that would allow exercises to be designed, tailored, and applied by the clinician to those at risk of falls. Exercise prescription is a skill set that requires knowledge of anatomy, biomechanics, psychology, and the practical skills to safely guide the patient to achieve targets of improved balance, stability, risk reduction, and confidence with ambulation. Teaching practical skills such as guiding a patient to master exercise for the prevention of falls provides an important and clinically relevant context for investigating the relative effectiveness of Web-based and face-to-face modalities.

**Methods**

**Design**

This study was a randomized trial with concealed allocation and blind outcome assessment comparing two educational interventions (Web-based compared with face-to-face education in falls-prevention intervention) that employed a mixed (qualitative and quantitative) evaluation framework. Ethics approval was obtained through both the Monash University Human Research Ethics Committee and the Southern Health Ethics Committee.

**Participants**

Participants were required to hold at least a bachelor’s degree in any health science and reside in the state of Victoria, Australia. Participants were invited through a recruitment information package consisting of an electronic flyer, explanatory statement, consent form, and registration form. The recruitment package was distributed by email through managers of target professional disciplines via the Victorian Department of Health email distribution channels and by direct contact with private practices and community health centers in the geographic areas, two regional and one metropolitan, where face-to-face delivery was scheduled. Registrations were accepted for a period of 6 weeks from the time of the mailout, closing 1 week before the intervention started (May 2010). Applications for registration were screened for evidence that inclusion criteria were met (bachelor’s degree in a health science and residing in Victoria, Australia).

**Interventions**

The content of the interventions was informed by three scoping activities: a review of the falls-prevention program literature to establish common elements in existing falls-education programs; phone interviews conducted with 24 clinicians who were leaders in falls prevention to establish current practice in specialized clinics; and phone interviews conducted with six target audience representatives from multiple professions to identify the knowledge gap between expert clinicians and the education target audience. The course content then underwent an external review by a falls-prevention researcher, a clinical leader, an academic leader, and a member of the falls-risk target audience. All learning objectives for both interventions were mapped and linked to relevant resources and tasks, and were matched in content and time requirements. The learning objectives included the physiological principles of exercise prescription for falls prevention, assessment procedures, exercise selection and delivery, and techniques to encourage program adherence and behavior change. To enhance consistency of delivery and adherence to the planned curriculum, the face-to-face leader, his or her delivery assistant, and the Web-based facilitator were all trained from a single DVD, comprising the same footage and learning resources used in the construction of the Web-based program.

One group received face-to-face education by attending a 1-day (7-hour) seminar, facilitated by a local expert in this field who had practiced clinically in the area, and had published and completed a PhD in the arena of falls prevention. To assist student revision, a support package was posted to participants before the seminar started that included a copy of the presentation slides, reference to further readings, and a DVD of the assessment procedures to be covered in the seminar. The seminar was held outside usual work hours with participants allocated to the nearest program location.

The other group took part in Web-based delivery of the equivalent educational material over a 4-week period (anticipated to require 7 hours total time commitment over 4 weeks) facilitated by a Web-based tutor who corresponded with participants through Web-based discussions and was available by phone if problems occurred. The Web-based course was constructed within the online learning system Moodle (Moodle.com, Perth, Australia), which uses open source code and is available in the public domain. Figure 1 shows a screenshot of the constructed course home page to illustrate the typical integration of activities and learning resources. Participants were posted a DVD comprising the multimedia used in the Web-based program as a troubleshooting solution if they encountered difficulties viewing the content online. Participants were allowed to progress through the program at their own pace, completing educational activities any time during the 4 weeks. Learning tasks ranged from self-directed reading and formative quizzes to interactive skills-practice sessions with feedback opportunities. For feedback, students uploaded digital footage of their skill mastery, which was viewed by the Web-based tutor. They were then guided through a reflective task by reading the tutor’s comments of typical group performance in the task submissions, and they could view a tutor-selected exemplar of student performance to enable benchmarking of expectations of performance competency.
**Figure 1.** Screenshot of the constructed short-course home page, illustrating the typical integration of learning resources, activities, and supports. The segment of image on the right shows an example of a multimedia resource—in this case, a discussion on measuring quadriceps strength.

### Week One: Getting Started

**Getting orientated to working online**
- How to contribute to a discussion
- How to change your profile and privacy settings

**What you will learn this week**
- Learning Objectives Week 1

**What you need to complete this week**
- Task 1.1 – Introductions (10 min).
- Task 1.2 – Anatomy Task (40 min)
- Task 1.3 – Feedback Quiz (10 min)

**What you have to help you**
- Introduction and background by Terry Haines (2 min)
- Evidence (5 min)
- Anatomy
- Muscle actions
- Application to Exercise

**Want to know more? (optional further reading)**
- Further reading

### Outcomes

Kirkpatrick’s hierarchy of educational outcomes proposes that training effects be examined for four levels of impact: (1) participant reaction, (2) participant knowledge, (3) participant change in behavior, and (4) change in health outcomes [36]. Outcomes were measured across levels of impact 1 to 3, with the same measures of both groups taken at the same time. Level 1 outcomes were measured through program attendance and adherence (assessed by signatures on a register of attendance for face-to-face delivery and computer-generated usage reports for Web-based participants), self-reported satisfaction (assessed via an electronic survey emailed to both groups), participants’ ratings of the relevance of the program content to their current work roles, and self-reported estimates of time spent engaged with the learning resources. Level 2, knowledge, was measured via a 1-hour knowledge test, conducted approximately 1 week after completion of the program, and an assignment submission requiring a description of an exercise program tailored to a hypothetical client scenario. Level 3 outcomes were measured by self-reported change in practice, including a self-report of whether participants had changed their practices since completing the program. Change in practice was first measured through asking participants “Since completing the program, have you changed any aspects of how you manage your falls and balance clients?” and then, by open text comment, “If you answered ‘yes’ to the question above, please indicate in the space provided below in what way the program has changed your management of falls and balance clients.” This question was then followed by a series of closed questions asking participants to provide their opinion about specific aspects of exercise prescription, such as “I attempt to use more motivational interviewing techniques.” Participants responded to these closed questions using a Likert scale with five response categories (strongly agree, through to strongly disagree). Participants could not see these specific items until after they had completed the open-ended question so that these items would not influence the response to the open-ended question.

### Procedure

Randomization was stratified by professional group (physiotherapist, occupational therapist, nurse, exercise physiologist) and nearest live program-delivery venue. An independent research assistant recruited participants in order of receipt of their registration and was unaware of group allocation. For the random allocation of participants, a computerized random number sequence was generated using permuted blocks of two, four, and six participants and stratified by geographical location of recruitment. Examination scores were automatically corrected using the online learning system that delivered the examination to both groups. Assignment submissions were de-identified before being forwarded to a blinded assessor.
Assignment submissions from both groups were scanned and reprinted to remove potential visual differences. The independent assessor, blind to the group allocation, assessed the assignments against pre-prepared assessment criteria. Thematic analysis of open text responses was verified by two researchers, with any lack of consensus referred to a third reviewer.

**Statistical Analysis**

Demographic characteristics of the two groups were compared at baseline using the chi-square test for items with binary data, and a 2-sample t test for comparing items with continuous data. Survey questions for measuring Kirkpatrick’s hierarchy domains participation reaction and change in behavior were custom developed by the investigators based on a previously published description of these domains [36]. Responses to these items were subjected to principal-factor factor analysis with rotation. Four factors identified with eigenvalues greater than 1.0 were then reviewed for consistency and redundancy. Items were removed from factors if their rotated factor loading was less than 0.5 or the item uniqueness was less than 0.2. We then reviewed the factors generated for coherence and plausibility, which led to the removal of one factor, as the two items that it was composed of were seemingly unrelated. The remaining three factors were named based on the included items. These factors were (1) satisfaction with content and its relevance, (2) satisfaction with the support and facilitation, and (3) change in clinical behavior. Cronbach alpha for each factor was .92, .77, and .84, respectively. These factors were considered to be consistent with the theoretical framework used to originally guide item development. A simple summative score was then constructed for each factor following the principles of classical test theory. The resulting summative score represented the domain named by that factor. The wording of items contained in each factor is presented in Multimedia Appendix 1. The scale score range for each factor was 0–35, 0–15, and 0–30 respectively. The effect of education-delivery approach on each factor was examined by linear regression using the factor score as the dependent variable and a dummy variable coding for education approach (0 = face-to-face, 1 = Web-based) as the sole independent variable in the model.

Knowledge test and assignment scores were marked out of a score range of 0 (no correct answers) to 30 for the knowledge test and 100 for the assignment, before being converted to a percentage. These scores were examined for normality of distribution by examination of histograms and tests for skewness (skewness = −0.56, \( P = .02 \), indicating that the null hypothesis that the data is normally distributed can be rejected [37]), where a high proportion of scores were loaded toward the maximum score. We therefore used the nonparametric rank sum test (Wilcoxon test or Mann-Whitney U test) to compare groups on this outcome. The amount of time individuals spent engaged with optional further reading materials was also found to be skewed (skewness = 4.00, \( P < .001 \)); hence, we also used a rank sum test for comparison between groups.

Responses to open-ended questions were analyzed thematically by two investigators. We used the statistics software package Stata version 11 (StatCorp LP, College Station, TX, USA) for all data analyses.

**Results**

Of the 166 participants initially screened, representing a range of professions including physiotherapy, occupational therapy, exercise physiology, and nursing, there was gradual attrition from randomization to participation in the trial (n = 67 Web-based, n = 68 face-to-face), to completion of the educational content (n = 44 Web-based, n = 50 face-to-face), to completion of the posteducation knowledge test (n = 43 Web-based, or 36% attrition from initial random allocation, and n = 49 face-to-face, or 28% attrition from random allocation; Figure 2).

Participant demographics are presented in Table 1 and indicate a relatively even distribution of baseline characteristics.

### Table 1. Demographic characteristics of study participants by group

<table>
<thead>
<tr>
<th>Demographic item</th>
<th>Education mode</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Web-based</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>Gender (male), n (%)(^a)</td>
<td>10 (22%)</td>
<td>7 (18%)</td>
</tr>
<tr>
<td>Previous falls research participation, n (%)(^a)</td>
<td>2 (4%)</td>
<td>5 (13%)</td>
</tr>
<tr>
<td>Previous falls publication, n (%)(^a)</td>
<td>1 (2%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Previous falls professional development, n (%)(^a)</td>
<td>11 (23%)</td>
<td>10 (25%)</td>
</tr>
<tr>
<td>Profession, n (%)(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupational therapy</td>
<td>5 (11%)</td>
<td>3 (8%)</td>
</tr>
<tr>
<td>Physiotherapy</td>
<td>26 (57%)</td>
<td>20 (51%)</td>
</tr>
<tr>
<td>Nursing</td>
<td>10 (22%)</td>
<td>11 (28%)</td>
</tr>
<tr>
<td>Exercise physiology</td>
<td>4 (9%)</td>
<td>4 (9%)</td>
</tr>
<tr>
<td>Years since qualification, mean (SD)(^b)</td>
<td>4.17 (1.75)</td>
<td>4.15 (1.56)</td>
</tr>
</tbody>
</table>

\(^a\) Chi-square test.

\(^b\) Two-sample t test.
Kirkpatrick’s Level 1: Reaction
Mean (SD) scores in the domain satisfaction with content and its relevance appeared to be similar for the two groups: Web-based, 25.73 (5.14), and face-to-face, 26.11 (5.41). Comparison between groups using linear regression for this domain did not identify a statistically significant difference: beta coefficient (95% confidence interval [CI]), \(-.38\) (\(-2.70\) to \(1.94\)); \(P = .75\). Mean (SD) scores in the satisfaction with course facilitation and support were also comparable between groups: Web-based, 11.61 (2.00), and face-to-face, 12.08 (1.54). The difference was also not statistically significant: beta coefficient (95% CI), \(-.47\) (\(-1.29\) to \(.35\)); \(P = .25\).

Web-based participants reported spending a mean (SD) of 8.7 (6.6) hours engaged with the compulsory learning resources as compared with the 7 hours required of the face-to-face group, which was controlled by the venue’s opening hours. Web-based participants reported spending significantly more time engaged with the additional learning materials than the face-to-face group: median (interquartile range [IQR]), 1.0 (0.8–2.0) hours compared with 0.0 (0.0–1.0) hours; rank sum \(P = .002\).

Kirkpatrick’s Level 2: Knowledge Outcome
Knowledge test results were comparable between face-to-face and Web-based groups: median (IQR) for Web-based, 90.00 (70.89–90.67), and for face-to-face, 80.56 (70.67–90.00); rank sum \(P = .07\). The median (IQR) scores for the exercise assignment were also comparable: Web-based, 78.6 (68.5–85.1), and face-to-face, 78.6 (70.8–86.9); rank sum \(P = .61\).

Kirkpatrick’s Level 3: Change in Practice
Mean (SD) scores in the domain change in clinical behavior were similar between groups: Web-based, 21.75 (4.40), and face-to-face, 21.88 (3.24). Comparison between groups using linear regression for this domain did not identify a statistically significant difference: beta coefficient (95% CI), \(-.13\) (\(-1.99\) to \(1.74\)), \(P = .89\).

Thematic analysis of the optional open text comments by participants revealed that Web-based participants were primarily disclosing changes in their application of motivational interviewing strategies (8/22), along with changes to improve the competency of their client assessments (8/22). In contrast, participants in the face-to-face mode of delivery did not comment regarding motivational interviewing (0/21), with change in assessment (10/21) and change in exercise prescription (12/21) as the two components of practice most frequently identified.

Of the Web-based participants, 24% (11/46) reported being apprehensive about undertaking a Web-based program before the program commenced, rating agree or strongly agree to the statement on a 5-point Likert scale ranging from strongly disagree to strongly agree. After the program had been completed, 70% (32/46) of respondents indicated that they...
quickly became accustomed to the Web-based environment and 80% (37/46) indicated agreement that they would be willing to undertake another Web-based program.

**Discussion**

**Principal Results**

Web-based and face-to-face approaches for providing training in the field of exercise prescription for falls prevention produced comparable results for all three levels of Kirkpatrick’s hierarchy of educational outcomes. Previous studies have reported that Internet-based CPD can increase the acquisition of health professional knowledge and lead to change in clinical behavior in single-profession educational studies [28]. Previous head-to-head studies of Web-based versus live delivery of CPD have examined procedural and theoretical skills applied to decision making, such as recognizing the need for referral for further medical testing. This study provides evidence that outcomes of Web-based CPD are not significantly different from those of face-to-face CPD applied to an interprofessional audience and a subject matter that encompasses a broad range of practical skills including clinical decision making, hands-on skills, and high-level communication.

With comparable results between delivery methods, practical considerations should arguably drive the choice of delivery mode. These may include being able to create a more standardized educational product that is less influenced by the style, experience, and knowledge of individual presenters, and the ability to protect corporate knowledge with changes in personnel, or the educational institution’s information and communication technology capabilities, resources, and support structure.

This study has demonstrated that, in the field of falls prevention, Web-based education may provide results in terms of Kirkpatrick’s levels 1 to 3 equivalent to those of face-to-face education. This enhances the capacity for upgrading the skills of health professionals for whom geographic isolation is a barrier to participation in CPD in this area. With greater skills they may be able to better meet the needs of older adults at risk of falls residing in rural and remote areas.

**Limitations and Future Directions**

Some strengths and limitations may have affected the collection, analysis, and generalizability of the intervention results.

Limitations in data collection may have arisen from the custom design of the survey questions intended to measure the Kirkpatrick hierarchy domains. The examination was open book, although no overall grade was awarded to the student for the short course, so as to minimize the motivation for collusion and looking up answers from alternative sources. We were unable to control for collusion between participants in either the Web-based or face-to-face intervention group, as the examination was conducted online and off-site.

We noted moderate correlation between the knowledge test and assignment scores (Pearson \( r = .44 \)); however, this is not surprising considering that the intent of the exam was to test memory of theoretical knowledge, and the assignment was to test applied clinic-based problem solving and ability in exercise design.

Supporting positive changes in Kirkpatrick’s hierarchy level 1 may have included program design aspects aimed at decreasing the transactional distance, or feeling of isolation and separation from the learning group, through an actively engaged facilitator, available discussion forums, and multiple tasks encouraging participant networking. We provided numerous opportunities for feedback on knowledge and practical skills, through weekly knowledge tests with automated feedback, video-skill submissions with feedback, and selected peer submissions published through the online learning system, to allow active reflection and self-evaluation of skills mastery. Participants were additionally supported by an extensive information technology support network provided by the administering university, with helplines available from 8:00 AM to 8:00 PM Monday to Friday. Factors that may have negatively affected satisfaction and attrition may have included nursing participants indicating that the program skills and objectives were not as relevant to their profession as to participants with physiotherapy qualifications. Information technology difficulties were also experienced as a direct result of complications arising from the process of randomly assigning participants to Web-based or face-to-face delivery and through upgrading of the program administrators’ skills in the first iteration of the program. It is anticipated that many of these difficulties could be eliminated in future modeling of the program. The program was offered to participants at no cost, which decreases the participants’ commitment to the program and negatively affects attrition [38]. The program design required a significantly high level of information technology literacy by the participants. Although clinicians’ use of the Internet and other information technologies is increasing exponentially, with between 78% and 85% of clinicians accessing health information via the World Wide Web [39], universal access and competency in information and communication technologies cannot be assumed [11]. Contemporary university students, of generation Y, are generally computer literate and embrace new technology [40]. However, given that the participants in this trial were postgraduates, of generation X, with a mean of 3.9 years since obtaining their professional qualifications, we did not know whether participants would be able to readily source and manage information technology requirements, particularly with tasks involving electronic submission of self-videos. Although 70% of respondents reported that they quickly became accustomed to the Web-based environment, only 80% of Web-based participant respondents reported that they would complete another Web-based program.

The follow-up regarding clinical practice change was limited to a short-term follow-up. It is feasible that participants ceased using these skills in the medium or longer term, or conversely increased their use of these skills. It is unknown whether patients of participants had health outcomes that were improved to a greater or lesser extent as a result of the participants’ educational approach. We excluded, but could have included, some health professional groups from the present study that could have a role in the clinical management of older people at risk of falls.
This study also has limitations in how broadly these results can be generalized into other CPD areas. The content focused on one clinical area, and it is possible that other subject areas may not be as readily adapted into a Web-based format (for example, teaching spinal manipulation techniques).

Extensions of this research could include investigations of cost minimization, factors influencing willingness to enroll in Web-based education, and economic efficiency of face-to-face and Web-based approaches to CPD. If Web-based education proved to be a more efficient method for increasing the number of skilled clinicians in this area, yet comparable in its educational outcomes as shown in this study, then this may influence public health strategy in addressing falls in our community, and have wider implications still on how CPD is delivered around other health priorities. Another extension of this research would be to assess the impact of program participation on health outcomes, addressing level 4 of Kirkpatrick's hierarchy.

Conclusions

Face-to-face and Web-based approaches to the delivery of education to clinicians on the subject of exercise prescription for falls prevention produced equivalent results in all of the outcome domains, with the exception of Web-based participants reporting more time engaged with the optional learning resources. Practical considerations should arguably drive the choice of delivery method, which may favor Web-based provision for its ability to overcome access issues for health professionals in regional and remote settings.
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Abstract

Background: There has been limited study of factors influencing response rates and attrition in online research. Online experiments were nested within the pilot (study 1, n = 3780) and main trial (study 2, n = 2667) phases of an evaluation of a Web-based intervention for hazardous drinkers: the Down Your Drink randomized controlled trial (DYD-RCT).

Objectives: The objective was to determine whether differences in the length and relevance of questionnaires can impact upon loss to follow-up in online trials.

Methods: A randomized controlled trial design was used. All participants who consented to enter DYD-RCT and completed the primary outcome questionnaires were randomized to complete one of four secondary outcome questionnaires at baseline and at follow-up. These questionnaires varied in length (additional 23 or 34 versus 10 items) and relevance (alcohol problems versus mental health). The outcome measure was the proportion of participants who completed follow-up at each of two follow-up intervals: study 1 after 1 and 3 months and study 2 after 3 and 12 months.

Results: At all four follow-up intervals there were no significant effects of additional questionnaire length on follow-up. Randomization to the less relevant questionnaire resulted in significantly lower rates of follow-up in two of the four assessments made (absolute difference of 4%, 95% confidence interval [CI] 0%-8%, in both study 1 after 1 month and in study 2 after 12 months). A post hoc pooled analysis across all four follow-up intervals found this effect of marginal statistical significance (unadjusted difference, 3%, range 1%-5%, \( P = .01 \); difference adjusted for prespecified covariates, 3%, range 0%-5%, \( P = .05 \)).

Conclusions: Apparently minor differences in study design decisions may have a measurable impact on attrition in trials. Further investigation is warranted of the impact of the relevance of outcome measures on follow-up rates and, more broadly, of the consequences of what we ask participants to do when we invite them to take part in research studies.


(J Med Internet Res 2011;13(4):e96) doi:10.2196/jmir.1733
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Introduction

A large multidisciplinary experimental literature has developed over many decades in which a wide range of methods to increase response rates in postal surveys have been evaluated [1]. Edwards and colleagues included 481 trials in their updated systematic review of this literature, which includes both postal and electronic surveys [2]. Among the methods identified to be effective in postal surveys are using shorter questionnaires (pooled odds ratios [ORs] for 56 trials for responding to shorter vs longer questionnaires = 1.64, 95% confidence interval [CI] 1.43-1.87) and asking more relevant questions (pooled ORs for 3 trials = 2.00, 95% CI 1.32-3.04). The findings from 32 randomized controlled trials of electronic surveys have been broadly similar to those obtained for postal surveys [2].

It is unclear to what extent findings on methods effective in enhancing response rates in surveys can be applied to studies involving follow-up. Attrition prevention may involve issues that are different from those concerned with maximizing survey response rates because being interviewed or providing questionnaire data some time after study entry is likely to be influenced by the history of study involvement and the demands it makes upon the participant.

There is not, however, a clear evidence base on effective methods to prevent loss to follow-up specifically in the contexts of cohort studies and trials. A 2007 systematic review of retention strategies in health care research found no studies that “explicitly compared the effectiveness of different retention strategies” [3]. A 2009 systematic review of drug trials for weight loss found that the number of attendances for research purposes made no difference to attrition [4]. In the same year, a meta-analysis found a range of study design characteristics to influence attrition in trials of antidepressants among older people [5].

It is important to minimize attrition in these types of studies, as participants lost to follow-up may have characteristics different from participants retained by the study, thus potentially introducing bias. Attrition is particularly problematic for online trials as it is usually substantial [6-7] and may differ between randomized groups, thus engendering additional difficulties in interpretation of study findings [8]. Attrition in online trials is also well known to be a more complex phenomenon than in conventional trials [6-7]. The online context permits intervention nonusage, which can be very high. This is often closely related to loss to follow-up for research purposes. It is this latter form of attrition that is the subject of the present study.

In planning the Down your Drink randomized controlled trial (DYD-RCT), as an attrition reduction measure, we decided to reduce the assessment burden by randomly allocating participants to complete only one of four secondary outcome questionnaires rather than all four [9]. Although this decision sacrificed statistical power to detect effects on these particular outcomes, it added to the capacity to detect effects on the primary outcome to the extent that reducing the overall assessment burden enhances follow-up rates [6]. In so doing, we created the opportunity for a methodological experiment as these secondary questionnaires varied in length and relevance, both characteristics known to influence survey response rates [2]. We tested two hypotheses: (1) longer questionnaires (23 or 34 versus 10 items included in secondary outcome measures) will produce lower rates of follow-up and (2) more relevant questionnaires (defined as assessing alcohol problems rather than mental health) will produce higher rates of follow-up.

Methods

Study Procedures and Participants

The methodological studies reported here were embedded in DYD-RCT, a large trial of an online intervention to help hazardous drinkers reduce their alcohol consumption [9]. The parent study included a pilot phase followed by the main trial. The pilot phase involved an unusually large sample, greater than that required for the main trial. We undertook the present methodological experiment in both phases of the parent trial with one alteration made to the design of the second study (see below). We also explored the effects of incentives on follow-up rates in randomized studies, which have been separately reported and do not influence the findings of the present study.

Potential study participants originally accessed a webpage inviting them to “find out if you are drinking too much,” and were then asked to complete a brief 3-item screening test. If eligible, they were invited to take part and given access to a consent page after an information page. Eligible participants were people drinking potentially unhealthy levels of alcohol who were also willing to consider changing their behaviour. After a password had been created and email details validated, participants completed the EQ-5D, a well known brief health-related quality of life measure, and calculated their past week alcohol consumption based on specific alcohol brands and volumes. This is a complex task requiring time and effort varying with amount and patterns of drinking. Participants subsequently answered two questions on confidence and intentions before arriving at a final questionnaire prior to being told their parent trial group allocation. Without their knowledge, participants had been randomly allocated to one of four different questionnaires (described below) to be completed as this final questionnaire. Participants were thus blinded to the conduct of this study.

All participants thus completed common trial entry and baseline research assessments with the sole difference between the study groups being the secondary outcome measure (ie, the final questionnaire) to which they had been randomly allocated. In both phases, randomization was performed by a computer-generated randomization procedure. Randomization could not be subverted, therefore, by the study team, and allocation was fully concealed. Randomization to a particular secondary outcome measure applied to baseline and both subsequent follow-ups. Participants were thus offered the same secondary outcome questionnaire at all three time points. Randomization was performed separately and independently from randomization to intervention and control conditions in the parent trial [9]. The numbers of participants in the present study slightly exceed those in the parent trial as some participants completed the first randomization to secondary
outcome questionnaire and did not complete the subsequent randomization to parent trial study condition.

Participants were sent email requests for follow-up data in the pilot phase after 1 and 3 months (study 1) and in the main trial phase after 3 and 12 months (study 2). Data collected at follow-up consisted of past week alcohol consumption, the EQ-5D, single-item measures of confidence and intention, and the same secondary outcome measure completed at baseline. Up to three reminders were sent at 7-day intervals to nonresponders, with the final reminder containing a request for participants to tell us their past week alcohol consumption only. Ethical approval was obtained from University College London ethics committee.

**Outcomes and Measures**

In both studies the sole outcome evaluated here was the proportion of participants who responded, that is, completed the primary outcome questionnaires within 40 days of the email request. The three alcohol problems measures used in both studies were the Alcohol Use Disorders Identification Test (AUDIT), which is the screening test for hazardous and harmful drinking recommended by the World Health Organization [10]; the Leeds Dependence Questionnaire (LDQ), which assesses severity of alcohol dependence [11]; and the Alcohol Problems Questionnaire (APQ), which assesses problems other than dependence [12]. We used the core 23 items of the APQ. The AUDIT and LDQ both comprise 10 items. These instruments all require the respondent to report whether drinking is responsible for a range of difficulties they may experience. Mental health was assessed with different versions of the same instrument: the full 23 or 34 item CORE-OM (Clinical Outcomes in Routine Evaluation-Outcome Measure) in study 1 and the newer, briefer 10-item CORE-10 in study 2 [13-14]. This instrument makes no reference to alcohol.

**Statistical Methods**

The analyses followed an analysis plan that was written before the relevant data were analyzed. The main analyses compared the proportion responding at each time point between those randomized to longer (APQ and CORE-OM) and shorter (AUDIT, LDQ, and CORE-10) questionnaires and between those randomized to questionnaires relevant to alcohol problems (AUDIT, LDQ, and APQ) and questionnaires less relevant to alcohol problems, being concerned with mental health (CORE-OM and CORE-10). Comparisons were expressed as differences in proportions (risk differences) for interpretability and odds ratios for comparability with other literature.

As a sensitivity analysis, we used logistic regression to adjust for the following baseline variables that were previously found to be predictive of attrition: parent trial group allocation (DYD or comparator), age, gender, educational attainment (degree level or not), ethnicity (white British or other), whether an address was given at study entry, health state, baseline weekly alcohol consumption, and intention (scored 1 to 5). Pooled analyses (that were not prespecified) combined all four follow-up assessments and allowed for the correlation between the two follow-up assessments for the same person using generalized estimating equations adjusting for study and occasion [15]. Prespecified subgroup analyses explored, using interaction tests on both scales, whether any effects differed by gender, parent trial group allocation, educational attainment (university or college degree obtained or not), and baseline weekly alcohol consumption. Baseline weekly alcohol consumption was dichotomized so that women drinking under 35 United Kingdom (UK) units of alcohol and men drinking under 50 UK units of alcohol in the past week were classified as lighter drinkers and those drinking above these levels were deemed heavier drinkers with 1 UK unit being equivalent to 8 grams of ethanol.

**Results**

Randomization was successful in creating groups equivalent for comparison purposes (Table 1). The total number who consented to participate in the parent trial between February 2007 through August 2008 was 8285 (4957 in study 1 and 3328 in study 2). Of these, 1838 did not complete earlier recruitment steps prior to being randomized to secondary outcome questionnaires, resulting in 6447 study participants for whom results are reported in Table 1. The follow-up rates in groups randomized to the four secondary outcome measures at all four follow-up intervals are presented in Table 2.
Table 1. Baseline characteristics of groups randomized to four secondary outcome measures

<table>
<thead>
<tr>
<th>Baseline Characteristic</th>
<th>AUDIT</th>
<th>LDQ</th>
<th>APQ</th>
<th>CORE-OMa</th>
<th>CORE-10a</th>
<th>CORE-OM or CORE-10a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>1614</td>
<td>1607</td>
<td>1613</td>
<td>945</td>
<td>668</td>
<td>1613</td>
</tr>
<tr>
<td>Female (%)</td>
<td>58</td>
<td>55</td>
<td>57</td>
<td>55</td>
<td>60</td>
<td>57</td>
</tr>
<tr>
<td>Intervention (%)</td>
<td>50</td>
<td>49</td>
<td>50</td>
<td>53</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>Heavy drinking (%)</td>
<td>62</td>
<td>62</td>
<td>61</td>
<td>59</td>
<td>62</td>
<td>61</td>
</tr>
<tr>
<td>Educated to degree level (%)</td>
<td>50</td>
<td>53</td>
<td>52</td>
<td>50</td>
<td>48</td>
<td>49</td>
</tr>
<tr>
<td>White British (%)</td>
<td>84</td>
<td>84</td>
<td>85</td>
<td>84</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>Provided postal address (%)</td>
<td>36</td>
<td>34</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Intentions score, median (interquartile range)</td>
<td>4 (2)</td>
<td>4 (2)</td>
<td>4 (2)</td>
<td>4 (2)</td>
<td>4 (2)</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>37.9 (10.7)</td>
<td>37.9 (10.6)</td>
<td>38.0 (10.9)</td>
<td>37.0 (11.0)</td>
<td>37.4 (10.6)</td>
<td>37.2 (10.9)</td>
</tr>
<tr>
<td>Health state, mean (SD)</td>
<td>67.4 (22.6)</td>
<td>66.9 (27.1)</td>
<td>67.4 (23.2)</td>
<td>70.8 (46.0)</td>
<td>66.2 (22.9)</td>
<td>68.9 (38.3)</td>
</tr>
<tr>
<td>Past week alcohol consumption (UK units), mean (SD)</td>
<td>56.2 (37.9)</td>
<td>57.2 (37.4)</td>
<td>56.8 (40.4)</td>
<td>54.8 (36.3)</td>
<td>56.6 (37.7)</td>
<td>55.5 (36.9)</td>
</tr>
</tbody>
</table>

aCORE-OM was used in study 1, CORE-10, in study 2

Table 2. Follow-up rates in groups randomized to four secondary outcome measures

<table>
<thead>
<tr>
<th>Follow-up Period</th>
<th>AUDIT</th>
<th>LDQ</th>
<th>APQ</th>
<th>CORE-OM or CORE-10a [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>497/949 (52%)</td>
<td>552/939 (59%)</td>
<td>529/947 (56%)</td>
<td>489/945 (52%)</td>
</tr>
<tr>
<td>3 months</td>
<td>376/949 (40%)</td>
<td>403/939 (43%)</td>
<td>414/947 (44%)</td>
<td>378/945 (40%)</td>
</tr>
<tr>
<td>Study 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>337/665 (51%)</td>
<td>316/668 (47%)</td>
<td>316/666 (47%)</td>
<td>308/668 (46%)</td>
</tr>
<tr>
<td>12 months</td>
<td>222/665 (33%)</td>
<td>225/668 (34%)</td>
<td>213/666 (32%)</td>
<td>194/668 (29%)</td>
</tr>
</tbody>
</table>

aCORE-OM in study 1, CORE-10 in study 2

Shown in Table 3 are comparisons of the follow-up rates between groups randomized to longer (23 or 34 items) and shorter (10 items) secondary outcome measures. Note that the sample sizes are similar in study 1 as there were two questionnaires in each category and dissimilar in study 2 where there was only one longer questionnaire (APQ) and three shorter ones. There is no evidence of any difference in attrition due to additional questionnaire length, and the 95% confidence interval suggests that any difference is no more than 2 percentage points.
Table 3. Follow-up rates in those allocated to longer and shorter secondary outcome questionnaires

<table>
<thead>
<tr>
<th>Follow-up Period</th>
<th>Longer</th>
<th>Shorter</th>
<th>Longer vs Shorter</th>
<th>Odds Ratio</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Difference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>1018/1892 (54%)</td>
<td>1049/1888 (56%)</td>
<td>−0.02% (−0.05% to 0.01%)</td>
<td>0.93</td>
<td>.28</td>
</tr>
<tr>
<td>3 months</td>
<td>792/1892 (42%)</td>
<td>779/1888 (41%)</td>
<td>0.01% (−0.03% to 0.04%)</td>
<td>1.03</td>
<td>.71</td>
</tr>
<tr>
<td>Study 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>316/666 (47%)</td>
<td>961/2001 (48%)</td>
<td>−0.01% (−0.05% to 0.04%)</td>
<td>0.98</td>
<td>.80</td>
</tr>
<tr>
<td>12 months</td>
<td>213/666 (32%)</td>
<td>641/2001 (32%)</td>
<td>−0.00% (−0.04% to 0.04%)</td>
<td>1.00</td>
<td>.98</td>
</tr>
<tr>
<td>Pooled analysis of both studies at all four follow-up intervals</td>
<td></td>
<td></td>
<td>0.00% (−0.03% to 0.02%)</td>
<td>0.98</td>
<td>.67</td>
</tr>
<tr>
<td>Pooled analysis adjusted for covariates</td>
<td></td>
<td></td>
<td>0.00% (−0.02% to 0.02%)</td>
<td>0.98</td>
<td>.75</td>
</tr>
</tbody>
</table>

Data comparing follow-up rates in groups randomized to the three measures of alcohol problems with those randomized to the mental health measure in both study 1 and study 2 are presented in Table 4. The post hoc pooled analysis identifies relevance to alcohol problems to be associated with a 3 percentage point increase in response rate, a result that was clearly statistically significant on unadjusted analysis but only of borderline statistical significance in the sensitivity analysis adjusting for baseline covariates.

Subgroup analyses by the four prespecified covariates identified no strong evidence of effect modification. All P values for interaction terms were in excess of .05 whether analyzed separately by study and time (as was prespecified) or pooled over studies and times.

Table 4. Follow-up rates in those allocated to more and less relevant (alcohol problems and mental health respectively) secondary outcome questionnaires

<table>
<thead>
<tr>
<th>Follow-up Period</th>
<th>Alcohol Problems</th>
<th>Mental Health</th>
<th>Alcohol Problems vs Mental Health</th>
<th>Odds Ratio</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Difference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month</td>
<td>1578/2835 (56%)</td>
<td>489/945 (52%)</td>
<td>0.04% (0.00%-0.08%)</td>
<td>1.17</td>
<td>.04</td>
</tr>
<tr>
<td>3 months</td>
<td>1193/2835 (42%)</td>
<td>378/945 (40%)</td>
<td>0.02% (−0.02% to 0.06%)</td>
<td>1.09</td>
<td>.26</td>
</tr>
<tr>
<td>Study 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>969/1999 (48%)</td>
<td>308/668 (46%)</td>
<td>0.02% (−0.02% to 0.07%)</td>
<td>1.10</td>
<td>.29</td>
</tr>
<tr>
<td>12 months</td>
<td>660/1999 (33%)</td>
<td>194/668 (29%)</td>
<td>0.04% (−0.00% to 0.08%)</td>
<td>1.20</td>
<td>.05</td>
</tr>
<tr>
<td>Pooled analysis of both studies at all four follow-up intervals</td>
<td></td>
<td></td>
<td>0.03% (0.01%-0.05%)</td>
<td>1.14</td>
<td>.01</td>
</tr>
<tr>
<td>Pooled analysis adjusted for covariates</td>
<td></td>
<td></td>
<td>0.03% (0.00%-0.05%)</td>
<td>1.11</td>
<td>.05</td>
</tr>
</tbody>
</table>

Discussion

Allocating participants to longer secondary outcome questionnaires did not lead to lower rates of follow-up when comparing 23 or 34 versus 10 items in addition to completion of primary outcome measures and associated trial entry procedures. More precisely, inspection of the confidence intervals indicates that secondary outcome questionnaire length

http://www.jmir.org/2011/4/e96/
does not reduce follow-up rates by more than approximately 2%. More relevant questionnaires assessing alcohol problems rather than mental health did produce higher rates of follow-up though the difference was small, being not greater than 5%, and the statistical significance was doubtful in the sensitivity analysis. These two main findings will first be considered separately.

**Questionnaire Length**

The unusual decision to randomize to secondary outcome measures was made to minimize attrition, both because we were persuaded by existing high quality evidence of the effects of questionnaire length on response rate and also because attrition was correctly anticipated as a formidable challenge in a trial undertaken completely online. We did not, however, investigate overall assessment burden, which could have been done by making a randomized comparison between the total burden, that is, completion of all secondary outcome measures, which is standard practice, versus one only. This would have required a comparison that assigned a large proportion of participants to a condition expected to be unfavorable to retention in the trial, and, therefore, we chose not to do this. This original study design decision is reemphasised here because of the implications for the interpretation of study findings.

We found that asking participants to answer an additional 23 or 34 questions rather than an additional 10 questions did not influence the likelihood of retention in the study. The unit of analysis in previous postal studies has been the number of pages per questionnaire [2] rather than the number of items per questionnaire, as was used in the present study. In both the previously cited review and in a related systematic review and meta-regression study, Edwards and colleagues identified significant unexplained heterogeneity in the effects of questionnaire length [16]. Effects were greatest when postcards were compared with conventional questionnaires. In six trials comparing one page against either two or three pages, no differences in response rate were observed. Only in the five trials in which a one-page questionnaire was compared against four or more pages did effects on response rate emerge [16].

We are aware of only one previous experimental study in a similar population of drinkers thinking about quitting or reducing their consumption that was not included in previous reviews [17]. It found that a brief alcohol consumption measure yielded a much higher response rate (51%) than did a more detailed and relatively time-consuming measure (22%). Both are commonly used approaches, though the time commitments involved have not been studied.

There are two previous online studies of the effects of questionnaire length on response rate. Both studies found shorter questionnaires to increase response rates by approximately 50% to 100%, which is in line with the mean size of effects observed in postal surveys. Deutskens and colleagues [18] compared a questionnaire taking approximately 15 to 30 minutes to complete with one taking 30 to 45 minutes to complete and found response rates of 24.5% and 17.1% respectively. Marcus and colleagues [19] compared a questionnaire with 91 items taking approximately 10 to 20 minutes to complete with one comprised of 359 items and described as taking 30 to 60 minutes to complete and obtained response rates of 30.8% and 18.6% respectively with the odds of response calculated as 0.51 (95% CI 0.42-0.62). Although the online follow-up context of the present study complicates a direct comparison with the wider literature, it seems very likely that the comparison we made is thus consistent with previous findings in that the difference between the two questionnaire lengths was simply too small to impact upon attrition.

**Relevance**

Those participants asked more relevant questions in the form of items addressing alcohol problems rather than mental health were on average 3% less likely to be lost to follow-up. These additional questions followed detailed questions about recent alcohol consumption. These findings suggest that the perceived relevance of research assessments could indeed influence attrition.

Our emphasis here is on perceived relevance in the context of an alcohol rather than a mental health trial, even though the perception itself has not been directly assessed. Some participants undoubtedly did have mental health difficulties and may have seen the mental health instrument as being just as relevant to their situation as an alcohol problems measure had they been offered one. Study findings indicate that it is some unspecified property of this instrument that leads to lower follow-up rates in comparison with the others. We assumed at the outset, however, that across the study population as a whole, the mental health content of the additional questionnaire would be viewed as less relevant than an alcohol problems one, and this assumption formed the basis of the hypothesis and the operationalization of the relevance construct. This remains our interpretation of the characteristic most likely to be responsible for the observed difference, though the possibility must be recognized that other features may also be at work.

The existing literature on relevance is rather less extensive than that available for questionnaire length, though again observed effects are much larger than were observed here (unadjusted OR = 1.14, adjusted OR = 1.11). Relevance has also been operationalized heterogeneously in these previous studies. There were three postal studies included in the review by Edwards and colleagues [2] for which the combined odds of response were approximately doubled when more and less relevant questionnaires were compared (OR = 2.00, 95% CI 1.32-3.04). These studies compared the effects on response rates of questionnaires on (1) skipping classes among undergraduates versus PhD students [20], (2) providing bowling versus restaurant feedback among participants in an amateur bowling competition [21], and (3) “a variety of interesting topics” versus “a boring topic in-depth” in market research [22] with the latter condition in each study being deemed to be less relevant. The only online relevance experiment of which we are aware found a similar effect size to ours (OR = 1.85, 95% CI 1.52-2.26) when comparing a highly salient questionnaire on the motives and personality of website owners against one on psychological aspects of Internet usage, which was deemed to be of relatively low salience among website owners [19]. As with the questionnaire length study, although comparisons are necessarily indirect, our relevance experiment involves a much less
pronounced contrast than any previously studied, including this online experiment. We compared two questionnaires both judged relevant to the needs of the study population at the outset though differing in likely degree of relevance as perceived by study participants, whereas in the postal studies, the relevance experiments have been designed to compare relevant with not relevant.

Putting the Findings Together

Our findings are strengthened by the large sample sizes employed, the randomized design, and the absence of any missing data given the nature of the study. The online context of the present study is important, as the Internet is likely to be the vehicle for an increasing number of studies of delivering health care and health promotion in the future, as well as many other types of research. The generalizability of data from this study population of hazardous and harmful drinkers to other populations is unknown.

The original decision to randomize to secondary outcome measures was influenced by the emerging literatures on “assessment reactivity” in the alcohol field [23-24] and on “mere measurement effects” elsewhere [25]. Work in this area suggests that participating in research studies and completing questionnaires can itself influence the target behavior under investigation, which, though relevant to all research designs, could be a particular problem in trials. The present findings on relevance, set in the context of the literature in this area, underscore how little is known about the unintended impacts of our research decisions on participant experience and behavior. The findings also indicate that attrition itself may be a useful proxy measure for unintended adverse effects of research design decisions.

We isolated two aspects of methodological decision making for experimental study here. Qualitative differences in questionnaire content were related to attrition, which suggests the possibilities that the aggregate effects of our methodological decisions may have a large influence not only on attrition but probably also on participant engagement with research in other ways. The absence of an effect of additional questionnaire length on attrition suggests that not all our decisions will do so. This suggestion is coherent with existing online findings of interactions between characteristics affecting response rates in surveys [19].

Further methodological studies of this type are important to pursue specifically in the context of both online and conventional trials and also more broadly, as the lack of prior study of the dynamics of response and attrition in different study designs should be rectified. Surely whether prospective research participants decide to enter studies or not, or stay in them if they do, depends upon what it is that is being asked of them.
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Abstract

Background: The majority of Internet-mediated studies use measures developed as paper-and-pencil measures or face-to-face-delivered material. Previous research suggests that the equivalence between online and offline measures must be demonstrated rather than assumed.

Objective: The objective of this study was to explore the equivalence of 4 measures completed in an online or offline setting.

Methods: A sample of students (n = 1969) was randomly assigned to complete 4 popular scales (the SF-12v2, the Hospital Anxiety and Depression Scale (HADS), the Fatigue Symptom Inventory, and a single-item fatigue measure) either online or by mail survey (pencil and paper). The response rate was 52.51% (n = 1034) and comparable between the online and offline groups.

Results: Significant differences were noted in fatigue levels between the online and offline group (P = .01) as measured by the Fatigue Symptom Inventory, with the online sample demonstrating higher levels of fatigue. Equivalency was noted for the SF-12v2, the Hospital Anxiety and Depression Scale, and the single-item fatigue measure. Internal consistency was high except for the SF-12v2. The SF-12v2 may not be an ideal measure to use for remote administration.

Conclusions: Equivalency of the Hospital Anxiety and Depression Scale (HADS) and the Physical Component Score and Mental Component Score of the SF-12v2 for online and offline data were demonstrated. Equivalency was not demonstrated for the Fatigue Symptom Inventory. Explanations for the difference in fatigue score between the online and offline samples are unclear. Research that seeks to match samples and control for extraneous online and offline variables is called for, along with exploration of factors that may mediate the completion of questionnaires or alter the respondents’ relationship with the same, to enhance progress in this area.

(J Med Internet Res 2011;13(4):e109) doi:10.2196/jmir.1593
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Paper-and-pencil questionnaire; equivalence; questionnaire

Introduction

An Internet-mediated approach to conducting research in the field of health affords researchers a myriad of advantages, including the ability to reach traditionally difficult-to-access groups such as rural populations, people living with illness and disability, and shift workers, and widens geographical access [1,2]. The Internet offers another route of participation in studies for those unable to leave their homes and for those who find reading common forms of print difficult [3]. The Internet may help to defuse embarrassment, feelings of being judged, or shyness [4] and may enhance disclosure [5]. Internet studies present fewer barriers to participation such as keeping appointments or putting a questionnaire in the mail [6].

While there is evidence that online tests can be reliable and valid [7,8], there is also evidence that psychometric properties may change subtly when a test is placed on the Web [9]. The evaluation of a 5-factor personality inventory [10] found that a
small number of the items loaded on different factors (ie, different factors from those they had loaded on in the offline development sample). Inflated results have been noted on the Hospital Anxiety and Depression Scale (HADS) [11] when completed online [12]. Counter to such results, a study of the equivalency of 16 scales noted no significant difference or trends in the completion of the scales [13], and a study of scales used across 16 countries found no discernible differences either [14]. Equivalence of mental health questionnaires (General Health Questionnaire, Symptom Checklist, Medical Outcomes Study Social Support Survey, Perceived Stress Scale, and Utrecht Coping List) found fair to excellent intraclass correlation coefficients (.54-.91) [14].

A key question is, that if indeed differences exist in the distribution of scores generated from online and offline measures, how critical are these? The distribution of scores becomes particularly important if clinical cut-off points are to be generated from the data collection.

The majority of studies that have been conducted in this field have drawn on existing findings, often poorly matched to the online study group and convenience samples. Few studies generate randomized samples assigned to online or offline completion. Issues of sampling bias must be taken into account when interpreting the results of many studies.

The aim of this study was to explore the equivalence of 4 self-report measures administered in an online and offline (paper version) setting.

**Methods**

**Participants**

A sample of 2000 students was randomly selected from a database containing all students enrolled at a university (N = 20,688) and then randomly assigned to either the online or offline completion group. This process was undertaken by a biostatistician independent of the study using the randomization feature in Excel 2007 (Microsoft Corporation, Redmond, WA, USA). Of the 2000 students selected, it was established that 31 students had left the university; the final denominator was 1969 (Table 1).

To enhance the response rate, three follow-ups were sent, unless a participant declined to participate (n = 18). The sample closely matched the wider student population by gender, ethnicity, and makeup of home and overseas students (Table 2).

**Table 1.** Participant response rates to online versus mail questionnaires

<table>
<thead>
<tr>
<th></th>
<th>Selected</th>
<th>Left the university</th>
<th>Final denominator</th>
<th>Declined participation</th>
<th>Unable to deliver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online</td>
<td>1000</td>
<td>14</td>
<td>986</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>Mail</td>
<td>1000</td>
<td>17</td>
<td>983</td>
<td>17</td>
<td>32</td>
</tr>
</tbody>
</table>

**Table 2.** Characteristics of study sample (total sample, online sample, and mail sample) and total study population

<table>
<thead>
<tr>
<th>Sample</th>
<th>Male</th>
<th>Female</th>
<th>White</th>
<th>Home student</th>
<th>Overseas student</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>Total</td>
<td>373</td>
<td>39.4%</td>
<td>594</td>
<td>61.4%</td>
<td>665</td>
</tr>
<tr>
<td>Online</td>
<td>180</td>
<td>38.3%</td>
<td>290</td>
<td>61.7%</td>
<td>319</td>
</tr>
<tr>
<td>Mail</td>
<td>193</td>
<td>38.8%</td>
<td>304</td>
<td>61.2%</td>
<td>346</td>
</tr>
<tr>
<td>Study population</td>
<td>8509</td>
<td>42.50%</td>
<td>11,511</td>
<td>57.50%</td>
<td>13,694</td>
</tr>
</tbody>
</table>

**Procedure**

The participants who were randomly assigned to participate by mail questionnaire were sent a letter of introduction and the questionnaire to their home address. A stamped, self-addressed envelope was also included, and participants were asked to complete the questionnaire and return this as soon as possible. Two further reminders were sent by mail to those who had not returned a questionnaire 2 weeks after the initial mailing, and then 2 weeks later. No further reminders were issued after this time.

The participants who were randomly assigned to participate by online questionnaire were emailed an invitation to participate. The email contained a Web link that when clicked took the participant to the questionnaire sited on the university’s intranet. The questionnaire was not accessible except through the link provided in the email. The questions were presented 6 to a page and in the same order as in the paper questionnaire. Participants were required to complete all questions and to submit each page, which then automatically brought up the next page of questions. Participants were not able to go back and view responses or change these once they had submitted the page.

**Data Collection**

The questionnaire contained the HADS [11], the SF-12v2 [15,16], a single fatigue item [17], and the Fatigue Symptom Inventory (FSI) [18].

The HADS [11] is a widely used instrument designed to briefly assess anxiety and depression in nonpsychiatric populations. The HADS comprises 14 items, and 2 subscales with 7 items related to anxiety and 7 items to depression. The SF-12v2 [15,16] is a measure of functional health across 8 domains and is used worldwide. A Physical Component Score
(PCS) and Mental Component Score (MCS) can be calculated from the items.

The single fatigue item from the Zung Self-Rating Depression Scale, “I get tired for no reason,” has been used to screen for cancer-related fatigue among 52 patients attending an ambulatory oncology clinic [17]. Sensitivity of 78.95% and specificity of 87.88% were noted when the cut-off point for fatigue was set at 3 (“A good part of the time”) and above, when measured against the FSI. Limitations include the generalizability of this scale to detect fatigue in different settings and for different client groups.

The FSI [18] contains 14 items, each with a 10-point scale designed to measure the intensity and frequency of fatigue and its disruptive impact on quality of life. The FSI was developed with a group of patients with breast cancer and a comparison group of healthy people with no history of cancer. The scale has been further used in an outpatient sample of men and women with a variety of cancer diagnoses [18]. The results indicated that the scale was able to discriminate between people with cancer experiencing fatigue and healthy, disease-free controls, supporting the construct validity of the scale. In addition, the instrument was not keyed to a specific illness, although the scale requires further use to validate its applicability to a range of conditions.

Data Analysis

Data were entered into SPSS version 17 (IBM Corporation, Somers, NY, USA). The internal consistency of each measure was explored using the Cronbach alpha coefficient, mean differences were explored using independent t tests, and the effect size of any significant differences were explored using the Cohen d.

Ethical Considerations

The proposal was approved by a University of Otago ethics committee. Return of the questionnaire was taken as consent to participate. The data returned were anonymous; the researcher could not trace the student by response.

Results

Response Rate

Of the 2000 students randomly selected for the study, 31 had left the university. The final denominator was 1969 (Table 1).

A few students (n = 18) chose not to take part in the study and informed us by return mail. A total of 55 questionnaires were undeliverable. The response rate, based on the final denominator, was 52.51% (n = 1034). The response rate was higher in the online group (n = 536, 54.4%) than in the mail group (n = 498, 50.7%); however, a review of the completion of questions across the questionnaire (Table 3) shows gradual attrition in the online group who completed the questionnaire online. This was not seen in the mail group. The single fatigue item, the last question before the demographic section, had a higher response rate in the mail group (n = 497, 50.6%) than in the email group (n = 472, 47.9%).

Sample Characteristics

The mean age of participants was 24.07 (SD 8.5) years. The mean age was 23.57 (SD 7.63) years among participants who competed the online questionnaire and 24.54 (SD 9.24) years for the mail questionnaire. There were no significant differences between the online and mail questionnaire groups by age, gender, home or overseas student status, or ethnicity.

Internal Consistency of the Measures

The internal consistency of the subscale of each measure was explored for each sample (Table 4). All scales, except for the SF-12v2, demonstrated good internal consistency in both the online and offline setting.

Distribution of Scores on the Single-Item Fatigue Measure

The distribution of scores on the single-item fatigue measure (Table 5) did not differ significantly between the online and mail groups ($\chi^2 = 0.1, P = .79$, Cochran-Armitage test for trend).

Mean Difference by Measure for Online and Mail Groups

The mean score on each measure for the online and mail groups was calculated (Table 4) and differences were explored. The only measure on which a statistically significant difference was noted was the FSI interference score. The mean fatigue interference score was higher for the online participants (mean 20.32, SD 14.59) than for the mail group (mean 18.04, SD 14.45; $t_{970} = 2.45, P = .01$). The effect size was very small (Cohen d = 0.07) [19].

Table 3. Participant response rates for individual items/scales

<table>
<thead>
<tr>
<th>Qu 1</th>
<th>SF-12v2</th>
<th>FSI</th>
<th>HADS</th>
<th>Single item</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>Online</td>
<td>536</td>
<td>54.4%</td>
<td>488</td>
<td>49.5%</td>
</tr>
<tr>
<td>Mail</td>
<td>498</td>
<td>50.7%</td>
<td>498</td>
<td>50.7%</td>
</tr>
</tbody>
</table>

a Start of the questionnaire.
b The SF-12v2 measures physical and emotional health.
c Fatigue Symptom Inventory.
d Hospital Anxiety and Depression Scale.
e “I feel tired for no reason.”
Table 4. Mean differences between measures

<table>
<thead>
<tr>
<th></th>
<th>Online questionnaire</th>
<th>Mail questionnaire</th>
<th>Difference</th>
<th>95% CI</th>
<th>t</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCS (SF-12v2)b</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>−0.49</td>
</tr>
<tr>
<td></td>
<td>54.13</td>
<td>7.2</td>
<td>.93</td>
<td>54.62</td>
<td>6.7</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>MCS (SF-12v2)c</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>−0.22</td>
</tr>
<tr>
<td></td>
<td>46.04</td>
<td>9.67</td>
<td>.66</td>
<td>46.28</td>
<td>10.02</td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>FSI\textsuperscript{d} interference score</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td>20.32</td>
<td>14.59</td>
<td>.93</td>
<td>18.04</td>
<td>14.45</td>
<td>.94</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>6.39</td>
<td>3.68</td>
<td>.80</td>
<td>6.31</td>
<td>3.72</td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>Mean</td>
<td>SD</td>
<td>Cronbach alpha</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>3.52</td>
<td>3.04</td>
<td>.76</td>
<td>3.24</td>
<td>3.05</td>
<td>.76</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Confidence interval.  
\textsuperscript{b} Physical Component Score of the SF-12v2.  
\textsuperscript{c} Mental Component Score of the SF-12v2.  
\textsuperscript{d} Fatigue Symptom Inventory.

Table 5. Single-item fatigue measure (“I feel tired for no reason”) score

<table>
<thead>
<tr>
<th></th>
<th>0 (none or a little of the time)</th>
<th>1 (some of the time)</th>
<th>2 (a good part of the time)</th>
<th>3 (most of the time)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>Online</td>
<td>202</td>
<td>42.8%</td>
<td>212</td>
<td>44.9%</td>
<td>38</td>
</tr>
<tr>
<td>Mail</td>
<td>214</td>
<td>43.1%</td>
<td>212</td>
<td>42.7%</td>
<td>52</td>
</tr>
<tr>
<td>Total</td>
<td>416</td>
<td></td>
<td>424</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Equivalency of the HADS and of the PCS and MCS of the SF-12v2 for online and offline data were demonstrated. The alpha scores for the SF-12v2 PCS scale in the mail group and the MCS scale in both groups were below the normal threshold of acceptability (.7) and indicate some uncertainty around the results of the online–offline comparisons. The SF-12v2 may not be an ideal measure to use for remote administration. The findings mainly supported those of earlier studies that have found no differences between the online and offline setting. Of note, no differences were found for the HADS, where inequivalence had been noted previously [12]. Possible reasons for the equivalence noted in this study (not noted in the previous study) were that participants were recruited from the same source and were randomly allocated to the online or offline group. Equivalency was not demonstrated for the FSI, however, the effect size of the difference in the mean scores on the FSI between the online and offline groups was very small. Explanations for the difference in fatigue score between the online and offline samples are myriad, although no one answer is likely to explain the situation. Computer aversion, computer anxiety, and computer self-efficacy have been proffered as influencing the completion of online questionnaires [9]. It is unlikely that any of these variables affected the completion of the fatigue questionnaire, where differences in the completion of the other measures were not affected, and where computer anxiety is known to be low and computer self-efficacy medium to high among university students [20]. Unlike previous studies reporting differences between data collected online and offline [21,22], the current study employed random sampling, and no obvious differences were observed between the two samples. The question of whether participants were influenced by social desirability in their response remains open; the online results may reflect greater openness to express symptoms, a phenomenon reported by other researchers [5,23], and chronic fatigue has been reported as viewed pejoratively by others [24]. However, given that self-reports of anxiety and depression, both known to be widely stigmatized, were invariant between the two data approaches, this explanation does not hold much weight either.

Questions remain around the ability to transfer an established measure for completion within an online environment without affecting the construct validity of the measure and the distribution of responses. The evidence to support differences between measures completed online and offline is not clear. There is evidence to suggest that the distribution of responses obtained from an online study may not be directly comparable with established norms. Research that seeks to match sample and control populations for extraneous online and offline variables is called for, along with exploration of factors that may mediate the completion of questionnaires or alter the respondents’ relationship with the same, if progress in this area is to be made.
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Abstract

Background: People with intellectual disabilities have poor access to health care, which may be further compromised by a lack of accessible health information. To be effective, health information must be easily understood and remembered. People with intellectual disabilities learn better from multimodal information sources, and virtual reality offers a 3-dimensional (3D) computer-generated environment that can be used for providing information and learning. To date, research into virtual reality experiences for people with intellectual disabilities has been limited to skill-based training and leisure opportunities within the young to mid age ranges.

Objective: This study assessed the acceptability, usability, and potential utility of a virtual reality experience as a means of providing health care-related information to people with intellectual disabilities. We designed a prototype multimodal experience based on a hospital scenario and situated on an island in the Second Life 3D virtual world. We wanted to know how people of different ages and with varying levels of cognitive function would participate in the customized virtual environment, what they understood from being there, and what they remembered a week later.

Methods: The study drew on qualitative data. We used a participatory research approach that involved working alongside people with intellectual disabilities and their supporters in a community setting. Cognitive function was assessed, using the Matrix Analogies Test and the British Picture Vocabulary Scale, to describe the sample. Participants, supported by facilitators, were video recorded accessing and engaging with the virtual environment. We assessed recall 1 week later, using a specialized interview technique. Data were downloaded into NVivo 8 and analyzed using the framework analysis technique.

Results: Study participants were 20 people aged between 20 and 80 years with mild to severe intellectual disabilities. All participants were able to access the environment and voluntarily stayed there for between 23 and 57 minutes. With facilitator support, all participants moved the avatar themselves. Participants engaged with the scenario as if they were actually there, indicating cognitive presence. Some referred back to previous medical experiences, indicating the potential for experiential knowledge to become the foundation of new learning and retention of knowledge. When interviewed, all participants remembered some aspects of the environment.

Conclusions: A sample of adults with intellectual disabilities of all ages, and with varying levels of cognitive function, accessed and enjoyed a virtual-world environment that drew on a health care-related scenario, and remembered aspects of it a week later. The small sample size limits generalizability of findings, but the potential shown for experiential learning to aid retention of knowledge on which consent is based appears promising. Successfully delivering health care-related information in a non-National
Health Service setting indicates potential for delivery in institutional, community, or home settings, thereby widening access to the information.
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**Introduction**

People with intellectual disabilities have the poorest access to health care [1], which may be worsened by a lack of accessible health information. In the United Kingdom, the Mental Capacity Act [2] makes it a legal requirement for health professionals to ensure patients are given full information, to enable them to make their own decision about treatment. However, people with intellectual disabilities may have difficulties in taking in and retaining information in order to make that decision, and therefore they may not get the treatment they need, or they may get treatment they didn’t want. Even when they agree to treatment, if they do not fully understand what is going to happen to them, they may refuse to cooperate. This could be distressing for the person, his or her caregiver, and the health care staff, and may lead to a longer stay in hospital. Normally, information leaflets and storybooks are used to provide health care information. However, a review of informed consent to health care interventions concludes that enhancing understanding may depend on the effort made to tailor the information to the abilities and needs of the individual with intellectual disabilities [3]. It is already known that learning in people with intellectual disabilities can be enhanced by using audio and video presentations [4,5]. Moreover, interactive multimedia technologies such as virtual reality provide opportunities for people to interact with virtual objects and events from everyday life, which can lead participants to feel that they are actually “there”—a subjective experience known as cognitive presence [6]. These techniques may help bridge the gap between information presentation and experiential learning [7]. Virtual reality has been shown to support learning in people with intellectual disabilities in a variety of ways [8-11] and to provide a safe setting in which they can practice activities that might not be possible in the real world [12].

Gaming technology, which can enhance motivation, is being used increasingly to develop interventions that improve health knowledge and assist in health-related decision making for the general population [13]. Virtual reality gaming studies show that people with intellectual disabilities enjoy experiences that allow them to take control of their environment and succeed in activities that are usually inaccessible to them [14]. Use of Internet-based virtual reality environments, such as Second Life, is also increasing. These environments can be accessed from any location and offer unique and interactive ways to facilitate health care information, particularly when full advantage is taken of the experiential features [15].

Existing research conducted with people with intellectual disabilities, using virtual reality applications, mainly relates to skill-based training [9,10,16-18], rehabilitative skills [12,19], developing participation in exercise skills [20], or leisure activity [14], and is mostly undertaken with a younger group of people in institutional settings. Our study adds to existing knowledge because it reports on the acceptability, usability, and potential utility of virtual reality as a means of providing health care-related information to people with intellectual disabilities, and includes adult participants from the whole age range, including older people. Delivering health care-related information in a social setting indicates potential for its use in community or home settings, thereby widening peoples’ access to it. Importantly, we used a participatory research method, working alongside people with intellectual disabilities and their supporters to ensure their rights were recognized within the process and their experiences were properly represented [21].

**Methods**

**Study Design**

This exploratory study drew on qualitative data, to assess the acceptability, usability, and potential utility of a virtual reality experience to provide health care-related information to people with intellectual disabilities. We were interested in how people of different ages and with varying levels of cognitive function would participate in the customized virtual environment, what they understood from being there, and what they remembered a week later.

We wanted to make the research participatory by working alongside people with intellectual disabilities and their supporters. Therefore, we worked collaboratively with the Grace Eyre Foundation in Hove, East Sussex, UK, which is a registered charity, providing support and services in the community for people with intellectual disabilities. We also involved people with intellectual disabilities in the delivery of the study itself, taking care to remain mindful of the potential vulnerability of the participants, and the need to pay close attention to issues of recruitment and consent. The conduct of the research was overseen by a steering group, which included a person with intellectual disabilities and representatives from Grace Eyre. Not only did this provide a reference group within which to discuss and monitor ethical practice, but also members provided practical advice on the production of recruitment information.

The participants were video recorded while accessing and engaging with the virtual environment. Six volunteer psychology graduates, who had been given rudimentary instruction on the use of Second Life (http://secondlife.com/) and the navigational tools, acted as facilitators to the delivery of the virtual environment. They encouraged the participants to recognize...
landmarks, and to engage and experiment with various interactive elements contained within the environment.

We assessed each participant’s memory of the virtual environment exposure 1 week later using a modified cognitive interview technique. The cognitive interview is made up of two parts. In the first part, the participant is asked to recount as much as possible of the experience, without interruption. The interviewer then probes the information systematically, using contemporaneous notes. Nonleading questions target key items of information; other questions probe meaning. In the second part, participants are shown screenshots of the exposure and asked questions aimed at further prompting memory. This technique has been shown to increase the reporting of accurate recall from various population groups [22-24], particularly if, as in this study, staged events are used [25]. An experienced clinical psychologist conducted the modified cognitive interview, with a 1-week time lapse between exposure and interview to mirror usual clinical practice when assessing retention of information on which capacity to consent is assessed.

We chose to video record the participants accessing and engaging with the virtual environment, although we acknowledge the potential criticisms of observer bias in studies using observational data. However, the communication difficulties associated with our participant group, and their recognized tendency to agreement and compliance, precluded direct questioning through standard interview or questionnaire. Data triangulation, achieved through comparing the results of the observation analysis with cognitive interview data and a focus group validation of findings, served to support study credibility [26].

Setting and Participants

The research was conducted at the Grace Eyre social center, which provided a well-resourced information technology suite. Undertaking the research at the center, rather than in a laboratory, allowed us to assess the potential for delivering the virtual environment in a real-life community setting. Moreover, it provided a sense of familiarity and security to the research participants. Participants were invited to bring their support workers, but only 7 chose to do so.

We recruited a convenience sample from people with intellectual disabilities who use the center. The sample comprised 20 people, 11 male and 9 female, between the ages of 20 and 80 years.

In order to describe the level of cognitive function in the sample, we used two minimally demanding screening tools: one for verbal material, and the other visual. The British Picture Vocabulary Scale (BPVS) assesses contextual receptive vocabulary and does not rely on speech or reading. The BPVS test is acceptable to adults with intellectual disabilities because there is minimal experience of failure. The Matrix Analogies Test (MAT) is a similar tool, requiring little language and no writing skills. Scoring for each is governed by clear, manualized criteria, and gives rise to raw, age-equivalent, and standard scores, from which an intelligence quotient can be estimated. From the analysis of the test results we determined that the sample consisted of people with low, medium, and high cognitive function within the intellectual disabilities range, with one exception indicated in the MAT score, a person with an autistic spectrum disorder (see Table 1). In addition, we observed other conditions such as Down syndrome.

Of the study participants, 16 had previously used a computer at Grace Eyre, but only 7 had medium and 1 had high levels of computer usage. Although the computers in the information technology suite were set up for use by people with intellectual disabilities, they had not previously been used to access Second Life. People with intellectual disabilities may have trouble operating multifunction control devices due to problems in remembering which device achieves which task, or they may experience fine-motor difficulties, which could leave them feeling frustrated and demotivated [27]. Using the equipment in the center, we undertook a small prestudy test to identify and rectify any preliminary problems with the navigational and interaction control devices used to access the virtual environment. No adjustments to the equipment were required.

| Table 1. Levels of cognitive function within the sample of people with intellectual disabilities |
|-----------------------------------------------|-------------------------------|-------------------------------|
| **BPVS**<sup>a</sup> age equivalent in years | Number of people in range (N = 20) | **MAT**<sup>b</sup> standard score | Number of people in range (N = 20) |
| Low (0–4) | 4 | Low (≤49) | 7 |
| Medium (5–6) | 14 | Medium (50–75) | 12 |
| Highest (10–14) | 2 | Highest (76–100) | 1 |

<sup>a</sup> British Picture Vocabulary Scale.  
<sup>b</sup> Matrix Analogies Test.

Consent

We paid particular attention to obtaining consent in this potentially vulnerable population. People with intellectual disabilities helped us write the patient information sheet and consent forms (Multimedia Appendix 1, Multimedia Appendix 2). Posters were displayed in the Grace Eyre center with an invitation to contact a staff member for more information and support to decide whether to volunteer (Multimedia Appendix 3). Center staff sought initial consent from the participant but verbal consent was also sought immediately prior to each element of the study.

Approval to undertake the study was granted by the University of Brighton Research Ethics and Governance Committee. In addition, UK National Health Service Research Governance approval was granted.
Virtual Environment Health Information Experience

A virtual environment, representing a stylized hospital building and internal rooms, was designed by Imperial College London. The environment was hosted on a private Second Life server and was accessible to the study, but not to the public, on a desktop computer over the Internet. Access to the virtual environment was limited to authorized account holders. Authorized users could login and tour the environment while being represented as an animated avatar in male or female human form. Users were able to control their avatars’ movements using a computer keyboard’s arrow keys and a mouse. A realistic 3-dimensional rendering of the key landmarks around the hospital in Brighton was developed, and suitable streets that could be easily navigated were linked to these (see figure 1). A realistically animated ocean bounded the simulated environment, and distant views of cliffs and buildings were produced using large photographic images placed on the borders of the simulated space, rather like a film set. Two avatars were created with features that could be selected to provide a broad match with the participant, such as male or female, hair color, and ethnicity, plus a wheelchair if required.

Interiors of the hospital buildings were also replicated (see figure 2). The hospital scenario incorporated a programmed “nurse” robot, which was activated by participants taking a seat in a waiting room. The nurse communicated with the participants using preprogrammed text in a dialogue box and could be summoned by phone to a specific room in order to explain its purpose. In addition, the nurse offered a tour of the hospital, with the participants having the choice of being pushed on a hospital bed, using a wheelchair, or walking from room to room. The nurse robot was generated by a special version of the Second Life client software running on a virtual server in the Amazon “cloud” and controlled by a script that specified its responses and actions.

The hospital also included a clinical examination room, with a bed on which the participant was invited to lie, and could experience an interactive blood pressure machine and cuff (see figure 3), a preparation room, an operating room wherein the participant could lie on the operating table, and a recovery ward containing a static patient in a bed.

Other interactive hospital equipment was built into the rooms to provide a suitably realistic experience. All of these virtual-world objects were automated using programs written in the Second Life java-like scripting language (Linden Scripting Language). Multimedia Appendix 4 provides a video walk-through of the virtual environment.

Figure 1. Screenshot of opening scene showing key landmarks and standard female avatar.
Data Capture, Production, and Analysis

The participants were video recorded while accessing and engaging with the virtual environment. A portable usability lab designed by the University of Brighton enabled us to capture audiovisual data in the community center. Two high-definition camcorders were strategically positioned: one to capture information about the physical use of computer equipment and navigational tools, and the other to capture the participants’ engagement with, and response to, the scenario on the computer.
screen. A video scaler and recorder captured concurrent images from the computer screen. Data from all three streams were merged using Apple iMovie 09 (Apple, Cupertino, CA, USA) video-editing software and downloaded into NVivo version 8 (QRS International, Doncaster, Australia), where an annotated account of key events in each exposure video was prepared.

Cognitive interviews were digitally recorded and transcribed verbatim. To determine the degree of accurate recall, a summary of each individual’s virtual environment experience was compared with the events they recalled in the cognitive interview. This was undertaken by the researcher who analyzed the video exposures, to reduce the risk of interviewer bias.

All data were entered into NVivo and analyzed using the framework approach, which allows for both deductive and inductive analysis [28]. This approach involves a systematic process of sifting, charting, and sorting material according to key issues and themes, which is appropriately targeted toward providing “answers” in the form of greater illumination or understanding of the issues. As there were specific questions that we wanted to answer, the framework for analysis was formed from themes arising directly from these questions and from the literature (see Table 2).

Textual data were analyzed thematically, with key issues arising from the analysis being entered into a casebook matrix in order to compare results across different characteristics or within and across themes (Multimedia Appendix 5). For instance, from the cross-analysis we were able to report on whether the people who enjoyed the experience were more likely to have identified with the avatar.

### Table 2. Major themes and issues underpinning the framework analysis

<table>
<thead>
<tr>
<th>Major themes</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporality</td>
<td>Time taken to sit at computer, use keyboard, gain ability to move avatar, recognize scenario, identify with the avatar; overall time spent in Second Life and looking at the screen</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Technical and physical barriers; chair and body position in relation to screen; moving and interacting in the virtual space; facilitators’ support of skills development</td>
</tr>
<tr>
<td>Context</td>
<td>Physical characteristics of user compared with avatar; recognition of scenario; facilitation style; role of support worker; culture of Grace Eyre; users’ previous experience of computers</td>
</tr>
<tr>
<td>Cognitive presence</td>
<td>Reaction to user interface, authentic scenario; identification with scenario; structure of scenario; visual cues; engagement with interactive activities; spontaneous recall of previous experience; relationship to avatar; emotional response to avatar actions; engagement with “nurse” robot; engagement with chat-based interaction; control; autonomy; enjoyment</td>
</tr>
<tr>
<td>Recall</td>
<td>Number of accurate statements, distortions, confabulations, and imported information</td>
</tr>
</tbody>
</table>

### Results

We set out to explore the acceptability, usability, and potential utility of virtual reality as a means of providing health care-related information to people with intellectual disabilities. All 20 participants completed the Second Life exposure and were interviewed, using the cognitive interview technique, within a 5-month period. The results from both these data sources are presented using the major theme headings outlined in Table 2.

#### Temporality

All participants sat at the computer, began to engage with the virtual environment immediately, and maintained good concentration throughout, only disengaging for short tea or toilet breaks. Within 5 minutes of starting the virtual environment exposure, 18 people independently moved the avatar, with the other 2 taking up to 10 minutes to do so. A total of 17 participants recognized aspects of the Brighton scenario right away. All participants instantly noticed the avatar, and almost all of them thought that it was “pretending” to be them. They remained in the exposure voluntarily between 23 and 57 minutes, with the majority staying between 40 and 45 minutes.

#### Accessibility

None of the participants had physical difficulty using the keyboard, although skill levels varied. Most of those who started with a low level of keyboard skills improved during the exposure. However, there were a small number whose skills remained underdeveloped throughout. With facilitator support, a lack of skills did not seem to inhibit either active engagement in the scenario or decisions as to where the avatar went and what it did.

The following extract from an annotated video record illustrates this observation:

>[Participant] understands how to move the avatar but reluctant to do so on her own without support although later in this room her fingers hover over keys in readiness to press them before guided. Gets on bed with help. Stands on bed by mistake and finds this funny.

The facilitators acted mainly as guides but sometimes intervened when participants could have done things for themselves. The ability to move the avatar skillfully and autonomously meant that sometimes people concentrated more on movement than on the content of the virtual environment, as demonstrated in the following annotated video record:

>Doesn’t know the purpose of the waiting room. Seeks help to move avatar onto seat. Not interested in the dialogue with the nurse or even acknowledging her presence other than to move the avatar to the next room.
Context

Two avatars were created with features that could be chosen to provide a broad match with the participant, such as male or female, hair color, and ethnicity, plus a wheelchair if required. However, other than gender, and skin color to reflect ethnicity, none of the other features were used in the study.

As a result, only 4 participants looked similar to their avatar and therefore it is difficult to assess whether this affected identification with it.

Everyone recognized some aspects of the virtual environment, although not everyone identified the outside of the hospital or was aware of the purpose of all the rooms they visited. The operating room was the most likely to be recognized spontaneously during the virtual environment experience, followed by the waiting room. However, in the cognitive interview, participants remembered activities that occurred in the assessment room, such as the use of the blood pressure machine.

The facilitators were instructed to enable a nonthreatening experience using self-directed, informal, and playful strategies. A lighthearted approach is important because engaging emotionally with the virtual environment improves enjoyment, thereby aiding memory. However, observed styles ranged from enabling to directive across the participant group, and sometimes even within the individual’s virtual environment experience. An enabling style encouraged participants to go where they wanted and do what they wanted, but it did mean that the balance of the exposure was lost, and the person often did not spend time in every area. Additionally, it meant that they might not have had the opportunity to experience many of the activities. A more directive style often meant the participant spent time in all the areas, but it sometimes resulted in the facilitator taking over the controls or telling the participant where to visit, which lost some of the opportunities for playful engagement.

The ideal facilitation style appears to be one that enables access to all the opportunities available in the virtual environment but takes a negotiated approach to determining what the person will do in it, and how much help they need and want. However, it should also be gently directive in supporting the person to learn to move the avatar to the best of his or her ability, while spending sufficient time in each area. We term this assertive facilitation.

Support worker involvement was minimal, occasionally sharing jokes and enjoyment and offering encouragement. Only 1 participant needed continuous input from her support worker to help her stay focused.

Our participants were recruited from an organization that takes a positive stance toward its clients’ use of technology and provides a structured day that encourages focused activity. This positive environment and previous experience of using computers may have influenced the length of time participants voluntarily stayed at the keyboard and their willingness to engage in the experience.

Cognitive Presence

Participants clearly knew that they were interacting with the virtual environment through a computer because they were using the keyboard and mouse to access it, but this did not detract from their engagement with the scenario. Several conditions promoted a sense of cognitive presence.

All participants identified with one or more of the virtual environment areas, with 17 recognizing Brighton sea front instantly. This led to a high degree of engagement, as the participants recalled previous experiences while in the virtual environment, expecting to see boats and to go swimming, and even expecting to be able to locate their own home. Most people were curious and explored the outdoor, as well as the indoor, environment. They tried to open doors in buildings to find out what was behind them; they rang doorbells and tried to sit on seats. Within the hospital component of the virtual environment they happily engaged in the programmed activities, such as having their blood pressure taken, or lying on the operating room table. One participant said “And I laid on a bed to see what it feels like when you do have an operation.”

More importantly, the experience also prompted them to recount prior experiences of hospital treatments, such as having blood or blood pressure taken, or x-rays, or more generally about being in hospital. When recognizing an x-ray machine, one participant said “I saw them before...when I had my hip done.”

These associations were so strong that some people recounted them in the interview a week later. The ability to extrapolate information from the virtual environment is important, as it indicates understanding of the scenario and provides a foundation for learning about it [29].

Full identification with the avatar did not seem to be important; only a few participants referred to the avatar as “I.” Others had a more superficial relationship with it, using it as a way of navigating through the scenario, with some expressing concern for what it was doing in potentially dangerous situations—for example, when crossing the road.

The technical performance of the nurse robot proved unpredictable during the virtual environment experience: some participants followed her and some verbalized recognizing her, but only one person wanted to talk to her. However, in the interview a week later, a large number of people mentioned a nurse and the patient in the bed.

Support worker involvement was minimal, occasionally sharing jokes and enjoyment and offering encouragement. Only 1 participant needed continuous input from her support worker to help her stay focused.

Our participants were recruited from an organization that takes a positive stance toward its clients’ use of technology and provides a structured day that encourages focused activity. This positive environment and previous experience of using computers may have influenced the length of time participants voluntarily stayed at the keyboard and their willingness to engage in the experience.
interest or confidence. In one example, a participant who chose to have his avatar pushed around the hospital on the bed epitomizes this loss of confidence. Prior to the bed tour the participant was attempting to move the avatar himself, but following the bed tour, he required continual prompting before he returned to his previous activity level. In another example, the facilitator takes over control of the keys, and the participant is observed losing concentration and starting to look round the information technology suite.

Maintaining control of the avatar allowed participants to satisfy their curiosity by going to look at things spontaneously. One participant asked “What’s that in there?” and, encouraged by the facilitator’s prompt “Let’s go and have a look—get a bit closer”, engaged in a dialogue about the use of the piece of hospital equipment.

The ability to move the avatar skillfully and autonomously was also linked with enjoyment. However, even those who had not improved their skills expressed enjoyment during the experience and also in the cognitive interview afterward, sometimes asking to repeat the virtual environment experience. For example, in response to the cognitive interview question “What else happened in the computer?” one participant with undeveloped skills responded “Dun a ‘puter myself” and later in the interview the participant reiterated “Do it again,” and yet later “Do it again—what date?”

Even when skills were underdeveloped, participants still wanted to navigate the avatar themselves and expressed enjoyment at the result, prompting exclamations such as:

**Because you can look up the hospital. You can press what you can do on those little—thing—pointer things.**

**On the computer. You can. Yes I enjoyed looking on the computer.**

Judged through observations of their facial expressions and body language during the exposure, 17 participants demonstrated enjoyment—for instance, smiling, leaning forward into the screen, laughing and pointing to elements on screen, and commenting and making jokes. Although we cannot say whether the other 3 participants enjoyed the experience because their expressions remained neutral throughout, they did not show any signs of physical or emotional agitation such as rocking, stereotypy, or distractibility. In fact, all 3 stayed in the virtual environment voluntarily for over 30 minutes.

From the above it can be seen that enjoyment was linked to the recognition of the scenario, the sense of achievement in moving or directing the avatar, or engagement in the activities, which sometimes stimulated wonder and amusement. When asked to explain, in the cognitive interview, why she had said the experience was quite good, one participant said:

**Well, going into hospital and look around. They give you confidence and then you won’t be frightened when you do go in.**

**Recall**

Participants were interviewed 1 week after the virtual environment experience. The cognitive interview is made up of two parts. In the first part, the participant was asked to recount as much as possible of the experience, without interruption. Nonleading questions targeted key items of information and asked—for instance, “You said you stood in the operating theatre, tell me what you saw in the operating theatre.” Other questions probed meaning, as in “You said there was an operating table; tell me what that’s for, what happens there.” In the second part of the interview, participants were shown screenshots of the exposure and were asked questions aimed at further prompting memory (for examples of screenshots see Figure 1, Figure 2, and Figure 3).

All participants reported some accurate memories, but the amount varied. Both parts of the interview elicited some made-up (confabulatory) information, or information that was added from their own experiences. This was significantly higher when memory was prompted by screenshots, with some participants “remembering” information about parts of the scenario that they had not visited. Although the inclusion of confabulated information is not unusual in the nonintellectual disabilities population, the increased reporting in the screenshot section indicates that the interview procedure needs to be revised. However, although our primary aim was to test for accuracy, it is important to bear in mind that the confabulated information was often based on the participant’s own personal experiences, indicating that they had an understanding of what was in the virtual environment and demonstrating potential for building on this knowledge.

**Validation of the Findings**

At the end of the study, 2 months after the cognitive interview, 8 participants volunteered to take part in a 35-minute structured focus group to validate the results. The clinical psychologist and another member of the research team with experience of working with marginalized groups led the participants through the findings. To enhance the credibility of this process, we invited one of the steering group members, a person with intellectual disabilities, to observe the focus group.

The participants confirmed that the results matched their perceptions of the virtual environment experience. They all offered unprompted comments about various aspects of the exposure, and many were keen to be involved in further stages of the virtual environment development, with some suggesting other things that could be added to the scenario. At the end of the focus group, our steering group member spontaneously commented that he was impressed that the participants were still “buzzing” about the experience 2 months later.

**Discussion**

The study found that adults with intellectual disabilities of all ages, and with various levels of cognitive function, could access and enjoy a virtual environment that drew on a health care-related scenario. They engaged with the scenario as if they were actually there, which encouraged them to talk about previous experiences. This indicates a potential for experiential knowledge to become the foundation of new learning about a health care-related scenario. All participants were able to remember some aspects of the virtual environment when interviewed a week later.
We were surprised by the degree of concentration and engagement shown by the participants. One of the influencing factors might have been the high degree of scenario recognition, through which the participants appeared to exhibit the subjective sensation of feeling and behaving as if they were actually there [30]. This engagement with the scenario is akin to the concept of cognitive presence, the predeterminants of which have been attributed variously to facilitation by technological equipment [7,31], or its psychological [32] or multidimensional nature [6]. Heeter’s [6] 3-dimensional model, consisting of personal presence (the sense of being there), social presence (reaction to other beings in the virtual environment), and environmental presence (the extent to which the environment appears to know that the person is there), best reflects the way we designed the environment. Our observations of the participants’ responses to the environment, in terms of their relationship to the nurse and patient, plus the interactive activities, support the relevance of the components of Heeter’s model. However, our participants were also aware of the need to use navigational tools to access the experience, but this did not seem to undermine their sense of being there, contrary to other authors’ suggestions that the sense of presence is greater when the mediation process remains unnoticed by the users [33]. Heeter [34] argues that other factors affect presence in nonmediated situations, and further consideration of these might help conceptualization of mediated presence. Thus, our findings support Thornson and colleague’s [32] arguments for presence as a phenomenon occurring in the mind, rather than in the specific technology. Human factors may also determine a person’s tendency to experience the cognitive state of presence [35]. Although the factors, described by Thornson et al [32] as empathy, spatial orientation, cognitive involvement (both passive and active), ability to construct mental models, and introversion, were identified using questionnaires with college graduates, they demonstrate some resonance with the observations made of the participants in this study. However achieved, the subjective experience of being there prompted participants in this study to remember previous experiences of medical treatments and visits to a hospital, which has the potential to provide the foundation for new learning, to open up an opportunity for clinical dialogue in order to elicit additional clinical information, and to assess psychosocial concerns [36].

These findings have implications for the mode of information delivery required to enhance the assessment of capacity to consent in people with intellectual disabilities and other marginalized groups. Del Carmen and Joffe [37] indicate five elements necessary for valid informed consent: voluntarism, capacity, disclosure, understanding, and decision. Assessment of capacity depends on the quality of the information provided, and this study has examined the feasibility of using a virtual environment as a way of disclosing information to people with intellectual disabilities in a way that enables them to understand the information and its relevance to their own situation. It is clear that the people in this study could access the virtual environment, engage with it for long enough to understand what it represented, and remember information about it a week later, mirroring the time lapse between giving information and interviewing to assess capacity that occurs in actual practice. Much of the research regarding consent in vulnerable populations relates to ability to recall information [38,39] or to make decisions [40]; however, there are also issues of ongoing consent, which have yet to be addressed [41]. Using a virtual environment to provide information to enable valid consent means it could be accessed and used freely, not only as a way of providing information on which the individual is assessed to have capacity to consent, but also, after initial consent, to ensure ongoing consent. Similarly, the opportunity to practice being a patient before coming into hospital may provide an increased sense of control over health care experiences [15].

In this study, psychology graduates facilitated access to the health care information and, although they had limited expertise in working with people with intellectual disabilities and no previous knowledge of Second Life, they needed little training to help participants access and navigate in Second Life. While we have commented on differing facilitation styles and speculated on how they might have influenced the participants’ experience, this is largely because the virtual environment prototype was exploratory, related to a nonspecific health information event, and included greater opportunities for divergence from the health information purpose. A virtual environment designed to deliver health care information on a specific treatment would be more tightly structured, and therefore the balance between enabling and directive facilitation would change, depending on the purpose of its use and the role of the person providing the facilitation. This study indicates that the virtual environment could be delivered not only in health institutions and community environments, but also by caregivers and support workers as well as health care professionals. For instance, a physician could use the virtual environment initially to explain a potential treatment scenario, and this may require more directive facilitation, whereas a nurse or support worker may use the virtual environment to help understanding and reinforce the information. Additionally they might use it to help the person rehearse what might happen in a treatment situation, using a less directive approach, enabling the person to talk about previous experiences and possible concerns [42]. However, further work is required to ascertain the degree of skill required to avoid overcontrol and disengagement, or low control and inadequate exposure and therefore to maximize engagement. Our proposed next phase of the research intends to address this.

**Limitations**

Our participants were recruited from an organization that takes a positive stance toward its clients’ use of technology and provides a structured day that encourages focused activity. Our small sample was recruited exclusively from this proactive organization, which precludes us from generalizing the findings to a wider population of people with intellectual disabilities. Moreover, we recognize that the scenario developed for this study was specifically tailored to our participants, which may have had a positive impact on the findings. While it may not be possible to customize future health care information experiences quite so specifically, new and emerging technological techniques and platforms, such as consumer-oriented 3-dimensional modeling, augmented reality, and high-fidelity 3-dimensional scanning, could enable some degree of “recognition.”
We argued earlier that potential criticisms of interpreter bias regarding observation data have been offset by triangulating these data against the verbal responses made in the cognitive interview and by validating the findings in the focus group. However, we acknowledge that there may still have been some subjective bias, particularly when commenting on visual or behavioral expressions of enjoyment. In future work we would consider developing a specialized interview technique for gaining verbal and nonverbal accounts of participants’ views.

**Conclusion**

Our study clearly demonstrates the potential for using virtual reality to provide health care-related information to people with intellectual disabilities. People with intellectual disabilities engaged with a health-related virtual environment experience as if they were actually there, which prompted them to talk about previous health care experiences. It also provided an opportunity for them to practice being patients, potentially providing more information about themselves and their worries, which could lead to an increase in confidence in treatment situations. Although we have not yet tested the effectiveness of the virtual environment model against existing 2-dimensional health care information delivery methods, the potential for experiential learning indicated in our study appears promising. Furthermore, successfully delivering health care-related information in social settings indicates potential for use in a variety of settings. Moreover, the study indicates the potential for several health-related applications such as use by physicians to explain treatments, or by nurses and support workers to help understanding and enable the person to rehearse what might happen in a treatment situation. Importantly, the opportunity to revisit the information-giving scenario offered by virtual environments may provide a way of addressing issues of ongoing consent.

Our study is the first step on a path to providing effective health information to people with intellectual disabilities, and we have learned a great deal by taking it. Our next step is to further develop the prototype with help from volunteers from our participant group. We will then test it out in a larger and more diverse population of people with intellectual disabilities and in a range of settings, drawing on the lessons learned in this exploratory study.
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Abstract

Background: Web 2.0 provides a platform or a set of tools such as blogs, wikis, really simple syndication (RSS), podcasts, tags, social bookmarks, and social networking software for knowledge sharing, learning, social interaction, and the production of collective intelligence in a virtual environment. Web 2.0 is also becoming increasingly popular in e-learning and e-social communities.

Objectives: The objectives were to investigate how Web 2.0 tools can be applied for knowledge sharing, learning, social interaction, and the production of collective intelligence in the nursing domain and to investigate what behavioral perceptions are involved in the adoption of Web 2.0 tools by nurses.

Methods: The decomposed technology acceptance model was applied to construct the research model on which the hypotheses were based. A questionnaire was developed based on the model and data from nurses (n = 388) were collected from late January 2009 until April 30, 2009. Pearson’s correlation analysis and t tests were used for data analysis.

Results: Intention toward using Web 2.0 tools was positively correlated with usage behavior (r = .60, P < .05). Behavioral intention was positively correlated with attitude (r = .72, P < .05), perceived behavioral control (r = .58, P < .05), and subjective norm (r = .45, P < .05). In their decomposed constructs, perceived usefulness (r = .7, P < .05), relative advantage (r = .64, P < .05), and compatibility (r = .60, P < .05) were positively correlated with attitude, but perceived ease of use was not significantly correlated (r = .004, P < .05) with it. Peer (r = .47, P < .05), senior management (r = .24, P < .05), and hospital (r = .45, P < .05) influences had positive correlations with subjective norm. Resource (r = .41, P < .05) and technological (r = .69, P < .05) conditions were positively correlated with perceived behavioral control.

Conclusions: The identified behavioral perceptions may further health policy makers’ understanding of nurses’ concerns regarding and barriers to the adoption of Web 2.0 tools and enable them to better plan the strategy of implementation of Web 2.0 tools for knowledge sharing, learning, social interaction, and the production of collective intelligence.

(J Med Internet Res 2011;13(4):e92) doi:10.2196/jmir.1398
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Introduction

Web 2.0 tools are people-based knowledge sharing, learning, social interaction, and collective intelligence tools that support knowledge collaboration, exchange, sharing, and creation. They provide the platform and tools such as blogs, wikis, podcasts, social networking bookmarks, really simple syndication (RSS), tags, and social networking software to enable learners to interact and communicate in a virtual environment [1,2]. Following the rapid growth in usage of Web 2.0 tools in knowledge sharing, learning, social interaction, and the production of collective intelligence [1,3-7], this paper aimed to investigate how Web 2.0 tools are to be applied in the nursing domain for these purposes and to investigate the behavioral perceptions of the adoption of Web 2.0 tools by nurses. The objectives of this study were to investigate how Web 2.0 tools can be applied for knowledge sharing, learning, social interaction, and the production of collective intelligence; to design a research model to identify factors influencing nurses’ intention to adopt the tool; to design hypotheses and a questionnaire based on the model; and to collect the data and identify the factors influencing nurses’ intention to adopt Web 2.0 tools for knowledge sharing, learning, social interaction, and the production of collective intelligence.

In the following sections, the use of Web 2.0 tools for the purposes mentioned above is discussed. The human adoption behavior models are reviewed and the proposed model, hypotheses, and questionnaire are designed. The sampling and statistical techniques used are also presented as well as the pilot testing and data collection results. Finally, the implications of the results and conclusions are discussed.

How Web 2.0 Tools Support Knowledge Sharing, Learning, Social Interaction, and the Production of Collective Intelligence by Nurses

Web 2.0 technologies such as blogs, wikis, really simple syndication, podcasts, tags, social bookmarks, and social networking software have the features of social interaction and collaboration to facilitate knowledge sharing, learning, social interaction, and the production of collective intelligence over the Internet [8,9]. Web 2.0 technologies allow a community to publish and edit a document collaboratively in a virtual environment [10]. Through such social interaction and collective intelligence, knowledge is created, exchanged, and shared.

Blog

A blog is a user-friendly content management tool that allows users (bloggers) to publish their own content on the Web [1,2,11-14]. A blogger shares his or her writings (blogs), gains comments or opinions from other bloggers, and links his or her blog to other blogs. Through such blog sharing and linkage, communities with the same interests and discussion topics are formed. Using blogs, nurses can learn about workplace experiences from each other, helping them to gain nursing knowledge from the virtual community and via social interaction [8].

Wiki

A wiki is a collaborative editing tool that allows authors to coedit a document [2,10-12,14,15]. A wiki has the features of content management, versioning control, rights management, and so forth [8]. Authors collaboratively edit, review, and revise a single document. Through such collaboration and collective intelligence, knowledge is created and acquired. Using a wiki, nurses can go through collaborative and reflective learning processes to gain knowledge from other nurses and apply this knowledge to solving a problem.

Really Simple Syndication

Really simple syndication (RSS) is a feed reader for content distribution, dissemination, and acquisition over Internet sources [14]. The RSS feed reader automatically sends an alert signal and pushes the updated content to RSS subscribers so that they can gather the most up-to-date information in real time. Using the RSS, nurses can share Internet resources with others to facilitate knowledge sharing, updating, and learning in a real-time environment.

Podcast

A podcast is a series of audio or video digital media files for playback on portable media players and computers [1,11,16]. It can be syndicated, subscribed to, and downloaded automatically when the content is updated. Podcasters distribute and disseminate digital media files over the Internet, and subscribers can obtain podcasts via an RSS feed reader at any time [8]. Using RSS, nurses can share or capture nursing skills and techniques in image, audio, or video files with other nurses via RSS to enable nursing learning and production of collective intelligence to take place anytime and anywhere.

Tags

Tags are the keywords or terms for describing digital media content such as social bookmarks, audio clips, video clips, blogs, wikis, and websites. Tags are built by a community and are used to describe its content [8]. The tag cloud function collects and counts the number of tags used by a community and groups and classifies them into different topics that enable a search engine to search more accurately [17]. Nurses can tag websites or learning resources for sharing.

Social Bookmark

A social bookmark enables Internet users to store, organize, search, and manage webpage bookmarks [2,17] and is described by tags. By clustering the bookmark’s tags, bookmark pages can be linked and clustered into different topics. Nurses can use social bookmarks for knowledge sharing and learning, to shorten their resource searching costs, and to facilitate the social learning atmosphere by sharing resources.

Social Networking Software

Social networking software typically provides social networking functions such as audio/video conferencing, Internet protocol (IP) telephony, desktop sharing, chat rooms, and whiteboards to enable a community to communicate and interact in a virtual environment. Professional social networking software may provide community-building functions such as an electronic
portfolio, resume builder, and social networking so that people can be connected together to form online communities to exchange and share knowledge [8]. Using social networking software, nurses can build and maintain their social community, thereby facilitating social interaction, learning, and the production of collective intelligence over the Internet, in a similar way as patients are doing [18,19].

In summary, Web 2.0 tools provide the features of collaborative work, social networking, community, and self-management. By using social networking software, blogs, and wikis, nurses can build communities and learn through knowledge collaboration, exchange, and sharing [7]. Web 2.0 tools provide a networked environment for learners to interact with each other in a single place and to learn new knowledge through social interaction and reflective learning processes. RSS, podcasts, tags, and social bookmarks are some other Web 2.0 tools that link up Internet learning resources in a virtual, distributed, and real-time environment that facilitates knowledge sharing and learning. However, the attitude of nurses to the adoption of Web 2.0 tools is critical to the success of its application for knowledge sharing, learning, and social interaction. What are the behavioral perceptions influencing nurses in the adoption of Web 2.0 tools? Since hospital-based nurses may require more collaboration, interaction, and knowledge sharing on patient care and nursing diagnosis than non–hospital-based nurses, this study mainly focuses on surveying hospital-based nurses.

**Human Behavior Models**

The theory of reasoned action (TRA), the theory of planned behavior (TPB) [20] and the technology acceptance model (TAM) [21,22] are the most widely used human behavior models [23,24,25] for studying human perceptions of the adoption of behaviors. The TRA (see Figure 1) predicts and explains the causes of behavior by evaluating a person’s attitude and subjective norms [26,27]. The TPB (see Figure 2) is similar to what is advocated by the theory of reasoned action (TRA) but with the injection of perceived behavioral control [28] in which personal beliefs such as resources, opportunities, and obstacles are considered. In other words, the TPB studies not only the perceptions of social individual variables but also internal and external constraints on the behavior.

However, human behavior with regard to adoption of information technology (IT) cannot be described by these social individual variables and constraints alone. Human behavior may involve some practical concerns or facilitating conditions. Thus, the TAM (see Figure 3) was developed by Davis to explain computer usage behavior [29,30] and is more oriented to analyzing human behavior with regard to IT than the TRA and TPB [31]. The two attributes, perceived usefulness and ease of use [30], determine major external variables that may affect the human decision to use IT. In turn, they form the actual outcome of an action. However, subjective norm is abandoned in this model due to “its uncertain theoretical and psychometric status” [29]. In addition, perceived behavioral control is also omitted from the TAM.

Thus, the decomposed theory of planned behavior (DTPB) [32-34] is derived from the basic beliefs and structure of the theory of planned behavior model. In the DTPB model (see Figure 4), attitude, subjective norm, and perceived behavior control are further decomposed into smaller constructs. This provides a more comprehensive explanation of adoption behavior. It has been said that “the model becomes more managerially relevant, pointing to specific factors that may influence adoption and usage.” This DTPB model also takes advantage of TAM, as it identifies specific salient beliefs that may influence IT usage. It incorporates significant subfactors, including relative advantage, compatibility, normative influence (subjective norm), efficacy, and facilitating condition, which are important determinants of human behavior.

The DTBP is more managerially relevant—pointing to specific factors that may influence adoption and usage—and is more understandable as a result of focusing on specific factors of the technology acceptance research context. Thus, the DTBP was used as the framework of the research model to study nurses’ behavioral perceptions on Web 2.0 tools adoption. Details of the proposed model are discussed in the following sections.

Figure 1. Theory of reasoned action.
Figure 2. Theory of planned behavior.

Figure 3. Technology acceptance model.
Proposed Model

Based on the DTPB model, a new proposed theoretical framework was established for studying the adoption of Web 2.0 tools among Hong Kong nurses. The proposed model and model description (see Figure 5 and Table 1) for studying factors influencing the adoption of Web 2.0 tools among Hong Kong nurses are demonstrated below. The usage behavior of adopting Web 2.0 tools is determined by behavioral intention, and the three major determinants—attitude, subjective norm, and perceived behavioral control—are used to determine the behavioral intention. The three major determinants are further decomposed into detailed belief constructs. Perceived usefulness, perceived ease of use, relative advantage, and compatibility are the constructs that determine attitude to Web 2.0 tools. Peers, senior management, and hospital influences are the constructs that determine subjective norm. Resources and technology-facilitating conditions are the constructs that determine perceived behavioral control.

Based on the model, the hypotheses were set (see Table 2) and the questionnaire developed (see Multimedia Appendix 1).
### Table 1. Model description

<table>
<thead>
<tr>
<th>Construct</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior or usage behavior (UB)</td>
<td>A person’s performance of a specific action or an individual’s decision to use Web 2.0 tools</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>A measure of the strength of intention to perform a specific action</td>
</tr>
<tr>
<td>Attitude</td>
<td>Whether a person possesses positive or negative feelings toward the behavior he or she performs</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>The degree to which a person believes that using a particular system would enhance his or her job performance</td>
</tr>
<tr>
<td>Compatibility</td>
<td>The degree to which the innovation fits with the potential adopter's existing values, previous experiences, and current needs</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>The degree to which a person believes that using Web 2.0 tools will be free of effort</td>
</tr>
<tr>
<td>Relative advantage</td>
<td>The degree to which an innovation is perceived as better than the idea it supersedes</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>The perceived social pressure to perform a behavior</td>
</tr>
<tr>
<td>Peer influence, senior management influence,</td>
<td>Influence of significant referents in our case</td>
</tr>
<tr>
<td>hospital influence</td>
<td></td>
</tr>
<tr>
<td>Perceived behavior control</td>
<td>The perception of the availability of skills, resources, and opportunities</td>
</tr>
<tr>
<td>Resource facilitating conditions</td>
<td>Resource factors such as time, money, and other factors relating to technology compatibility issues</td>
</tr>
<tr>
<td>Technology facilitating conditions</td>
<td>Available technology that is needed to make use of Web 2.0 tools</td>
</tr>
</tbody>
</table>

### Table 2. Hypothesis setting

<table>
<thead>
<tr>
<th>Hypothesis Number</th>
<th>Statement of Hypothesis</th>
<th>Question Number(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Perceived usefulness of using Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>10, 11</td>
</tr>
<tr>
<td>H2</td>
<td>Perceived ease of use of Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>H3</td>
<td>Relative advantage of using Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>4, 5, 8</td>
</tr>
<tr>
<td>H4</td>
<td>Compatibility of using Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>6, 7, 9</td>
</tr>
<tr>
<td>H5</td>
<td>Peers’ attitude toward using Web 2.0 tools is positively correlated with subjective norm.</td>
<td>16</td>
</tr>
<tr>
<td>H6</td>
<td>Senior management’s attitude toward using Web 2.0 tools is positively correlated with subjective norm.</td>
<td>15</td>
</tr>
<tr>
<td>H7</td>
<td>Hospital’s attitude toward using Web 2.0 tools is positively correlated with subjective norm.</td>
<td>17</td>
</tr>
<tr>
<td>H8</td>
<td>Resource facilitating conditions of Web 2.0 tools are positively correlated with perceived behavioral control.</td>
<td>18</td>
</tr>
<tr>
<td>H9</td>
<td>Technology facilitation conditions for using Web 2.0 tools are positively correlated with perceived behavioral control.</td>
<td>20</td>
</tr>
<tr>
<td>H10</td>
<td>Attitude toward Web 2.0 tools adoption is positively correlated with behavioral intention.</td>
<td>14</td>
</tr>
<tr>
<td>H11</td>
<td>Subjective norm concerning Web 2.0 tools adoption is positively correlated with behavioral intention.</td>
<td>19</td>
</tr>
<tr>
<td>H12</td>
<td>Perceived behavioral control of Web 2.0 tools adoption is positively correlated with behavioral intention.</td>
<td>21</td>
</tr>
<tr>
<td>H13</td>
<td>Behavioral intention of Web 2.0 tools adoption is positively correlated with usage behavior.</td>
<td>12, 13</td>
</tr>
</tbody>
</table>
Methods

Sampling
There were 19,068 qualified nursing staff members in public hospitals during the fiscal year 2007-2008. With a confidence level of 95% and a confidence interval of 5, under the 50% preference, the required sample size was 377. Full-time qualified frontline registered nurses who were working under private and public hospitals and providing nursing care were included in this study. Enrolled and registered nurses who were working in outpatient departments, daycare centers, and the operating theater were excluded from this study.

Ethics Approval and Data Access
Ethics approval was obtained from the Research Approval Committee of the Hong Kong Polytechnic University. Data access in this study was approved by the nursing research approval committees of the Caritas Medical Centre, the School of Nursing at the Hong Kong Polytechnic University, and the Nethersole School of Nursing at the Chinese University of Hong Kong from late January 2009 until April 2009 when random sampling of qualified subjects was performed.

Data Collection Procedures
The purpose, nature, benefits, and risks of the study and the data collection procedures were explained to the subjects. Consent was obtained from all subjects involved in this survey. The questionnaires were distributed and collected by the general nursing manager of the hospital. The return of the questionnaire was on a voluntary basis in a sealed envelope so as to ensure anonymity and confidentiality as stated in the cover letter of each questionnaire. The questionnaires for the sample recruited at the Hong Kong Polytechnic University and the Chinese University of Hong Kong were distributed by email and in person. The return of the questionnaire was also on a voluntary basis, with consents given by subjects and anonymity and data confidentiality being similarly ensured.

Statistical Analysis Methods
Pearson’s correlation coefficient, r, and t test were used [35]. The correlation coefficient was used to study the strength of relationship between two constructs and the t test was used to determine whether the correlation itself was due to chance or not (i.e., the significance level of the correlation).

Results

Pilot Testing
As a pilot test, the draft questionnaire was distributed to 34 nurses in the Hong Kong Polytechnic University, and 30 nurses returned them. The sample subjects found all the questions to be clear and understandable. No revisions were required. Only the reason for having nurses adopt Web 2.0 tools was found to be unclear. This aspect was then modified.

Response Rate of Sample
To meet the calculated sample size of 377, a total of 1053 questionnaires were distributed, and 392 questionnaires were
returned. Of these, 4 had not been completed, leaving 388 questionnaires for analysis for a response rate of 37%.

**Demographic Characteristics of the Sample**

The demographic characteristics of the sample are presented below (Table 3). The average age of the respondents was young, with the majority less than 30 years of age. Of the 388 respondents, 56% (219) were 21 to 30 years of age, 29% (111) were 31 to 40 years of age, and 14% (53) were 41 to 50 years of age. Only 1% (5) of respondents were 51 to 60 years of age, and none was over 60 years of age. Also, of the 388 respondents, 81% (314) were female and 19% (74) were male, while 66% (256) were single, 33% (129) were married, and 1% (3) were divorced.

In terms of education level, 26% (101/388) were subdegree holders (diploma), 64% (248/388) were degree holders, and 10% (39/388) had received a master’s level education. Most respondents were receiving continuous education (69% or 266/388) and clinical training (56% or 216/388). Almost all respondents were in good physical health, defined as having no or only one medical problem (89% or 344/388). Again, of the 388 respondents, 91% (354) were registered nurses and 9% (34) were advanced practice nurses. The majority of the 388 respondents had more than 5 years’ working experience (56% or 216).

### Table 3. Demographic characteristics of the sample (n = 388)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group</strong></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>219 (56%)</td>
</tr>
<tr>
<td>31-40</td>
<td>111 (29%)</td>
</tr>
<tr>
<td>41-50</td>
<td>53 (14%)</td>
</tr>
<tr>
<td>51-60</td>
<td>5 (1%)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>314 (81%)</td>
</tr>
<tr>
<td>Male</td>
<td>74 (19%)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>256 (66%)</td>
</tr>
<tr>
<td>Married</td>
<td>129 (33%)</td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (1%)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Sub-degree</td>
<td>101 (26%)</td>
</tr>
<tr>
<td>Bachelor’s</td>
<td>248 (64%)</td>
</tr>
<tr>
<td>Master’s</td>
<td>39 (10%)</td>
</tr>
<tr>
<td><strong>Continuous education</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>122 (31%)</td>
</tr>
<tr>
<td>Yes</td>
<td>266 (69%)</td>
</tr>
<tr>
<td><strong>Clinical training</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>172 (44%)</td>
</tr>
<tr>
<td>Yes</td>
<td>216 (56%)</td>
</tr>
<tr>
<td><strong>Medical problems</strong></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>344 (89%)</td>
</tr>
<tr>
<td>2-3</td>
<td>36 (9%)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>8 (2%)</td>
</tr>
<tr>
<td><strong>Rank</strong></td>
<td></td>
</tr>
<tr>
<td>Enrolled nurse</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>354 (91%)</td>
</tr>
<tr>
<td>Advanced practice nurse</td>
<td>34 (9%)</td>
</tr>
<tr>
<td>Nursing officer</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Years of experience in nursing</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>98 (0%)</td>
</tr>
<tr>
<td>2-5</td>
<td>74 (19%)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>216 (56%)</td>
</tr>
</tbody>
</table>

### Survey Results and Implications

All of the correlation coefficients of the hypotheses were significant ($P < .05$), except for hypothesis 2 ($r = .004$, $P < .05$) (see Table 4). This implies that perceived ease of use of the Web 2.0 tools was not significant in predicting attitude toward their adoption. Therefore, hypothesis number H2 was rejected.
Table 4. Hypothesis testing results

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Content</th>
<th>Correlation Coefficient</th>
<th>Significance</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Perceived usefulness of Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>.69</td>
<td>18.62</td>
<td>Accepted</td>
</tr>
<tr>
<td>H2</td>
<td>Perceived ease of use of Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>.004</td>
<td>Nil</td>
<td>Not Accepted</td>
</tr>
<tr>
<td>H3</td>
<td>Relative advantage of using Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>.64</td>
<td>16.53</td>
<td>Accepted</td>
</tr>
<tr>
<td>H4</td>
<td>Compatibility of using Web 2.0 tools is positively correlated with attitude toward its adoption.</td>
<td>.59</td>
<td>14.46</td>
<td>Accepted</td>
</tr>
<tr>
<td>H5</td>
<td>Peers’ attitude toward using Web 2.0 tools is positively correlated with subjective norm.</td>
<td>.47</td>
<td>10.31</td>
<td>Accepted</td>
</tr>
<tr>
<td>H6</td>
<td>Senior management’s attitude toward using Web 2.0 tools is positively correlated with subjective norm.</td>
<td>.24</td>
<td>4.835</td>
<td>Accepted</td>
</tr>
<tr>
<td>H7</td>
<td>Company’s attitude toward using Web 2.0 tools is positively correlated with subjective norm.</td>
<td>.45</td>
<td>9.95</td>
<td>Accepted</td>
</tr>
<tr>
<td>H8</td>
<td>Resource facilitating conditions of Web 2.0 tools are positively correlated with perceived behavioral control.</td>
<td>.41</td>
<td>8.85</td>
<td>Accepted</td>
</tr>
<tr>
<td>H9</td>
<td>Technology facilitation conditions for using Web 2.0 tools are positively correlated with perceived behavioral control.</td>
<td>.69</td>
<td>18.78</td>
<td>Accepted</td>
</tr>
<tr>
<td>H10</td>
<td>Attitude toward Web 2.0 tools adoption is positively correlated with behavioral intention.</td>
<td>.72</td>
<td>20.20</td>
<td>Accepted</td>
</tr>
<tr>
<td>H11</td>
<td>Subjective norm concerning Web 2.0 tools adoption is positively correlated with behavioral intention.</td>
<td>.45</td>
<td>9.81</td>
<td>Accepted</td>
</tr>
<tr>
<td>H12</td>
<td>Perceived behavioral control to Web 2.0 tools adoption is positively correlated with behavioral intention.</td>
<td>.58</td>
<td>14.02</td>
<td>Accepted</td>
</tr>
<tr>
<td>H13</td>
<td>Behavioral intention toward Web 2.0 tools adoption is positively correlated with usage behavior.</td>
<td>.60</td>
<td>14.77</td>
<td>Accepted</td>
</tr>
</tbody>
</table>

Discussion

The first set of hypotheses showed that perceived usefulness ($r = .69, P < .05$), relative advantage ($r = .64, P < .05$), and compatibility ($r = .59, P < .05$) are positively correlated with attitude. The significance of the correlations between attitude and perceived usefulness ($t = 18.62, P < .05$), relative advantage ($t = 16.53, P < .05$), and compatibility ($t = 14.46, P < .05$) are high. This is because adopting Web 2.0 tools is not an objective decision but depends on how beneficial and useful these tools will be to the nurses. In addition, the compatibility of Web 2.0 tools is also important to changing the actual behavior of nurses because of nurses’ concerns regarding whether the virtual environment of Web 2.0 tools can support knowledge sharing, learning, and social interaction in the traditional way. However, perceived ease of use is not a concern since most individuals have experience using Web 2.0 tools such as blogs and RSS or have used Internet technology in wired or wireless environments via personal desktops, notebooks, shopping kiosks, or mobiles.

The testing of the second set of hypotheses revealed that peer ($r = .47, P < .05$), senior management ($r = .24, P < .05$), and hospital influences ($r = .45, P < .05$) are positively correlated with subjective norm. The significance of the correlations between subjective norm and peer ($t = 10.31, P < .05$), senior management ($t = 4.83, P < .05$), and hospital ($t = 9.95, P < .05$) influences and are high. Peer and hospital influences are more significant than senior management influence. This can be explained by the fact that Web 2.0 is a virtual environment for the community, and a virtual community cannot be formed without peer participation. Thus, peer participation in activities over the Web 2.0 platform for knowledge sharing and social interaction significantly influences nurses’ decision to adopt it. On the other hand, since there may be some patient data privacy and confidentiality issues regarding the use of Web 2.0 tools for knowledge sharing [38], other issues important to nurses’ decisions are hospital policy, regulations, and guidance on the use of Web 2.0 tools. Most importantly, the hospital always plays a leadership role in promoting and supporting nurses’ adoption of new technology; thus, hospitals’ leadership and support in constructing a Web 2.0 environment for knowledge sharing, learning, social interaction, and the production of collective intelligence are important to their decision. Therefore, the hospital’s attitude is a major concern of nurses related to the adoption of Web 2.0 tools. In addition, senior management influence is also slightly relevant to nurses’ decisions because...
nurses require the support and encouragement of senior management to improve their nursing knowledge and learning. In summary, it can be concluded that peer participation and hospital support with policy and regulation on the use of Web 2.0 tools are the primary factors influencing their adoption by nurses and that senior management encouragement and support are secondary concerns.

The testing of the third set of hypotheses showed that the perceived behavioral control of human beings is positively correlated with resource ($r = .41, P < .05$) and technological conditions ($r = .69, P < .05$). The t value of the technology facilitating conditions ($t = 18.78, P < .05$) is higher than that of the resource facilitating conditions ($t = 8.85, P < .05$). This can be explained by the fact that nurses are mostly concerned about the availability of technology since Web 2.0 tools are new technology. Nurses are concerned about how and whether Web 2.0 functions can be accessed and used in Internet resources (eg, RSS feed reader) or their computing/mobile platform. This depends on the technology development of the Internet content or service providers or the technology infrastructure of the hospital environment [37]. By contrast, resource facilitating conditions such as money and time are less important to nurses when compared with technology facilitating conditions.

Testing the last set of hypotheses showed that usage behavior ($r = .60, P < .05$) is positively correlated with behavioral intention. Behavioral intention is positively correlated with attitude ($r = .72, P < .05$), subjective norm ($r = .45, P < .05$), and perceived behavioral control ($r = .58, P < .05$). The significance of the correlation between usage behavior and behavioral intention ($t = 14.77, P < .05$) is high. The significance of the constructs between behavioral intention and attitude ($t = 20.20, P < .05$), perceived behavioral control ($t = 14.02, P < .05$), and subjective norm ($t = 9.81, P < .05$) are in descending order. The result of testing the hypothesis regarding usage behavior is similar to the finding of Ajzen [26] that the three constructs are also correlated with behavioral intention. Thus, it can be concluded that the significant priorities of nurses’ concerns regarding the adoption of Web 2.0 tools are attitude, perceived behavioral control, and subjective norm.

In conclusion, the primary concerns regarding the adoption of Web 2.0 tools are usefulness, advantages, compatibility, and technology availability and the secondary concerns are resource facilitating conditions and peer, hospital, and senior management attitude. The implication, then, is that health policy makers should make more effort to illustrate the usefulness, advantages, and compatibility of the application of Web 2.0 tools for knowledge sharing, learning, social interaction, and the production of collective intelligence and ensure that the technology is available to nurses. The other work for policy makers is to take a leadership role in promoting and supporting the adoption of Web 2.0 tools in the hospital environment and encouraging nurses to adopt Web 2.0 tools with their peers and senior management. Other resources such as money, time, and trainers can be subsidized or provided by the hospital authority.

Because physicians, nurses, and other health care professionals have close interaction, collaboration, and communication with each other on medical assessment, patient care and therapy, then knowledge sharing, learning, social interaction, and the production of collective intelligence are important for them to improve their skills and deliver a higher quality of medical service. Since Web 2.0 tools provide a platform to connect all these professionals together for knowledge sharing, learning, social interaction, and the production of collective intelligence, health policy makers can extend the use of Web 2.0 tools to these professionals. Therefore, using the DTPB can help them to identify their concerns regarding the adoption of Web 2.0 tools and to define strategies for promoting Web 2.0 in the whole hospital environment.
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Abstract

Background: Smoking remains one of the most pressing public health problems in the United States and internationally. The concurrent evolution of the Internet, social network science, and online communities offers a potential target for high-yield interventions capable of shifting population-level smoking rates and substantially improving public health.

Objective: Our objective was to convene leading practitioners in relevant disciplines to develop the core of a strategic research agenda on online social networks and their use for smoking cessation, with implications for other health behaviors.

Methods: We conducted a 100-person, 2-day, multidisciplinary workshop in Washington, DC, USA. Participants worked in small groups to formulate research questions that could move the field forward. Discussions and resulting questions were synthesized by the workshop planning committee.

Results: We considered 34 questions in four categories (advancing theory, understanding fundamental mechanisms, intervention approaches, and evaluation) to be the most pressing.

Conclusions: Online social networks might facilitate smoking cessation in several ways. Identifying new theories, translating these into functional interventions, and evaluating the results will require a concerted transdisciplinary effort. This report presents a series of research questions to assist researchers, developers, and funders in the process of efficiently moving this field forward.

(J Med Internet Res 2011;13(4):e119) doi:10.2196/jmir.1911
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Introduction

Smoking remains the leading cause of 443,000 preventable deaths and nearly US $200 billion in excess costs in the United States each year [1]. Smoking rates in the United States have stalled near 20%, [2] and large-scale reduction in smoking prevalence remains an urgent public health imperative. Although the evidence-based cessation interventions recommended by the US clinical practice guideline for tobacco dependence treatment [3] have been shown to double quit rates, they are largely underused [4]. Reaching the US public health goals of cutting the smoking rate to no higher than 12% by 2020 [5] will require novel approaches to create new interventions, enhance the effectiveness of existing cessation treatments, and maximize the reach and utilization of both.

The evolution of the Internet and the growth of online social networks may present a solution to the intertwined problems of effectiveness and reach of cessation interventions. Social support [6], social integration [7], and social networks [8] appear to play important roles in smoking behavior and cessation. Yet numerous tobacco treatment studies aimed at creating supportive relationships (eg, peer or buddy training) or harnessing existing social relationships (eg, spouse interventions) have generally yielded disappointing results [9-12]. The limitations of traditional treatment settings in which this work was conducted (eg, low attendance, time constraints, or type and number of available support persons) may partially explain the difficulty in leveraging social support in the cessation process.

Online social networks, by contrast, offer round-the-clock access to vast numbers of participants, potentially superseding these limitations and offering a realistic delivery model for social support. In theory, smokers might benefit not only from active, personal interactions with other network members, but also from various passive sources of social support and influence. Such interactions could alter an individual’s motivation to quit, reinforce the undesirability of smoking, assist in buffering cessation-related stressors and enhancing coping skills, and provide suggestions for eliminating smoking cues [13]. To date, there has been a wealth of behavioral science research on the role of social networks in face-to-face interactions but little published research on online social networks [14-16].

The growth of online social networks and their penetration into popular awareness has been phenomenal, with over 70% of American adults now using some form of social media or online social network [17]. As of early 2011, an estimated 150 million Americans actively use Facebook, the largest of the online social networks [18]. Intentionally created online networks dedicated to smoking cessation are smaller but have been in existence for over a decade. These types of dedicated systems—where smokers and former smokers communicate through various channels in an effort to quit and stay abstinent—are now widely used by hundreds of thousands of smokers over relatively long periods of time [16,19]. Over the years, cessation-focused online networks have evolved from simple systems for the exchange of messages to complex networks complete with multiple modes of communication (eg, chat rooms, forums, or private messaging), self-representation (eg, personal profiles, blogs, or journals), and affiliations (eg, buddy or friends lists, or private groups), through which social norms, social influence, and social support may be conveyed in real time [16,20].

Concurrent with the exponential growth of online social networks has been the rapid evolution of social network science, spurred on as improvements in computer capacity and software have caught up with theory and the burgeoning size of available data sets [21,22]. In studies of real-world networks, social network science has demonstrated that social influence flows through networks and can influence a broad range of behavioral and emotional changes, including smoking and alcohol use [8,16,23], obesity [24,25], happiness [26], and depression [27], as well as loneliness [28] and suicide [29]. Social network analysis allows for an expanded view of an individual’s social universe, taking into account not only their own connections, but also the connections of their friends and contacts and beyond. This ability to look at the social structure in aggregate allows for inferences about how topology (the network structure) both enables and drives behavior change.

Actually cutting smoking prevalence by nearly half by 2020 will require cessation interventions that can reach millions of people in consumer-friendly ways. The convergence of robust evidence for the role of social support in cessation, the growth and proliferation of online networks, and the recent advances in social network analytic techniques present an opportunity for the development and dissemination of high-impact interventions targeting smoking. The notion that online social networks present a powerful and novel approach to cessation is supported by a research in relatively disparate disciplines, including tobacco control, social psychology, and social network science, to name just a few. Leveraging the enormous potential of online social networks to reach and treat smokers will require a transdisciplinary conversation among researchers, developers, and funders that bridges behavioral, network, and computer sciences and other fields [30,31]. We sought to initiate this discussion by convening a multidisciplinary group of experts to identify gaps in knowledge and research questions regarding the potential of online social networks to more rapidly reduce smoking prevalence. Our goal was to construct a strategic research agenda to guide future collaborative work. This paper presents this agenda in the form of 34 pressing research questions and related issues, along with brief discussion.

Methods

We invited approximately 100 experts and thought leaders (listed under Acknowledgements at the end of this article) across a range of relevant content areas to a 2-day workshop held September 30 to October 1, 2010 in Washington, DC. Participants represented a broad range of disciplines, including economics, engineering, epidemiology, linguistics, mathematics, medicine, nursing, psychology, public health, network science, sociology, software engineering, and product design and commercialization. A small number of participants were invited to give focused overview presentations to help bridge disciplinary borders and to establish a common starting point for discussion. These included presentations on the epidemiology and treatment of tobacco use; basic principles of social support...
theory and social support interventions in tobacco control; social network science and network-based interventions in tobacco control; the history, evolution, and current state-of-the-science of general and cessation-specific online social networks; and methodological, measurement, and analytic issues regarding social network data collection, analysis, and interpretation. Additionally, representatives from three of the largest for-profit, health-related, online social network interventions were invited to describe their programs and the lessons they had learned in managing online networks.

Following the overview presentations, participants were divided into small multidisciplinary working groups and tasked with developing a list of priority research questions. The guiding framework for workgroup discussions was to address the key question “What do we know and what do we need to learn that will make a difference in improving cessation outcomes?” The framing of the question was deliberately broad to enable participants from diverse disciplines and with varying content expertise to contribute their perspectives.

Participants were instructed to formulate and group research questions into four major categories: (1) advancing theory (developing, refining, or integrating existing theories and models from online and offline social network, social support, smoking cessation, and behavior-change domains), (2) understanding fundamental mechanisms (how online social networks produce behavior change at the individual and network level), (3) intervention approaches valuation (methods and metrics for appropriate program, process, and outcome evaluations). To encourage brainstorming, groups were instructed to imagine they had access to the intellectual, financial, and technical resources represented by any combination of the attendees or speakers at the workshop. Each working group presented their list of research questions back to the full group for further discussion. The groups worked independently on each major theme area, and then their recommendations were synthesized and refined with feedback from the entire group. After the workshop, the planning committee met to review the findings and to summarize the general areas of research topics and priorities for dissemination.

Results

Participants generated a large number of research questions at varying levels of granularity. Common and overlapping ideas were integrated and a subset of questions was selected for further discussion and elaboration by the report’s authors. For each key topic area, we present a summary of discussions and provide examples of the most pressing research questions or issues raised.

Several overarching themes emerged from the discussions. First, participants noted that traditional models of offline (eg, face-to-face) intervention and evaluation are often reflexively applied to online observations or interventions. While there are ways in which offline and online behaviors overlap and can reciprocally inform models, mechanisms, implementation, and evaluation, there are also important differences that require critical thinking about online networks. There is a need to challenge and test the assumptions inherent in traditional models when developing, implementing, and evaluating online interventions.

A second theme related to the mechanisms of behavior change. Numerous theory-based processes of behavior change have been described within social networks, including diffusion of information, viral spread of interventions, social support, social norms, and modeling. It is unknown whether these or other unidentified processes are important in online social networks for cessation, and if any of these may be iatrogenic (ie, promoting continued smoking rather than cessation).

A third theme centered on the appropriate use of theoretical models, empiricism, and statistical or simulation modeling techniques. Future advances in online social network interventions will likely depend on a transdisciplinary approach to develop appropriate theoretical models, test them in vivo and in silico (software modeling), rapidly iterate to determine interventions with the highest probability of effect, and perform intervention trials with appropriate research designs and end points. Such advances will require improvements in existing capacity to collect complex and large-scale longitudinal data on behaviors and interactions within online networks.

Finally, we note a common assumption during the workshop that social network interventions will increasingly take advantage of mobile delivery mechanisms—whether smart phone apps, text messages, or other formats. While few questions address this shift explicitly, we have attempted to write this summary to be agnostic toward delivery platform. Both questions and recommendations are intended to be broadly applicable, regardless of location or modality.

Advancing Theory of How Social Networks Influence Smoking-Cessation Behavior

Social network and social support models in smoking cessation [6] derive primarily from social learning theory [32] and from the study of interventions to change existing social support interactions or develop new supports (eg, from a counselor and other members of a group participating in face-to-face smoking-cessation treatments) [10,33]. Observational studies have shown that social support is associated with smoking initiation and cessation, and that smokers associate with other smokers in proximal social networks. Intervention studies, though, have yielded mixed and largely disappointing results in attempting to manipulate or harness support [6,10,33]. These findings highlight the importance of the need for a theoretical framework that permits simultaneous understanding of the observed association between social phenomena and smoking, and manipulation of the social environment to effect change. There is a need to evolve our theories and models to refine their explanatory power and their applied utility to facilitate behavior changes, such as smoking cessation [34].

The application of network theory to social networks has largely occurred in studies of real-world (ie, offline) networks [8,29,35-37] using retrospective self-report measures and cross-sectional data. Recent research on social networks has rapidly evolved using online data [16,38-42], new computational methods, and mathematical and simulation modeling [37,43,44]. Data from electronic communications networks (eg, online
social networks, email systems, and telephone networks) can be collected in real time and can record communications and interactions at multiple levels and with repeated observations of intrapersonal, interpersonal, and contextual influences. Such methods can inform interventions and measures of process and outcome, but the proliferation of data and results calls for new or more refined models or theoretical frameworks to facilitate interpretation and application.

Theories that try to explain and change behavior in small real-world settings may not translate easily into the online world, where interactions occur on a larger scale and in a different medium. A transdisciplinary synthesis [30,45] is likely required to integrate our understanding of the nature and form of social networks, as instantiated or reflected in the online world, and their functions that serve to initiate and maintain changes in individual behaviors. Structuralist social network theories, which address how patterns of social relationships are associated with substantive topics such as health behaviors [37,45], come closest to fusing form and function, and serve as a useful point of departure for understanding how social networks and individual behavior use behaviors intersect.

A century ago, Simmel [35] called for more than knowing how to measure characteristics of networks, such as the density of their interconnections, and recommended developing a set of assumptions about how best to describe and explain the social phenomenon of interest in its proper context. This challenge remains today as we seek to integrate social and individual theories of behavior change. Indeed, the structure of a network may induce, maintain, or strengthen a behavior not just by transmission of information, but via forces of exclusion, adaptation, or the binding together of members [46]. Looking at network causes of phenomena of interest requires asking what kinds of social networks lead to particular outcomes.

Specific Questions
1. How well do theoretical models of social influence translate between offline and online contexts?
2. How does online social network data map onto real-world networks? Does research based on retrospective self-report with sparse observations in the real-world match with dynamic, observed behavioral data collected online?
3. How can behaviorally important ties be identified in online social networks that may be composed of large numbers of apparently weak ties?

Understanding Fundamental Mechanisms

Online social networks exist across a broad range of health conditions and behavioral risk factors including tobacco use (eg, becomeanex.org, quitnet.com, and stopsmokingcenter.com), diet and fitness (sparkpeople.com), diabetes (tudiabetes.com), chronic diseases (patientslikeme.com), and others [16,47-49]. Research is in its infancy regarding the mechanisms through which these online social networks might or might not effect behavior change. Social support models suggest that behavior change is mediated in part through information exchange, instrumental or emotional support, stress buffering, or improved self-efficacy [6]. However, other mechanisms may be as or more important in online networks, such as exposure to new or different norms or behaviors modeled by other network members [16]. To date, the design and implementation of online networks has been largely based on offline cessation approaches, usually comprising only small groups of smokers actively trying to quit. The evolution of more effective cessation interventions will require an in-depth, sophisticated understanding of the unique aspects of online social networks and the specific mechanisms through which they effect behavior change, as well as the careful selection of evaluation strategies matched to this intervention context.

Homophily, Heterophily, and Network Topology

Homophily refers to the tendency of people to associate with similar others (“birds of a feather”), while heterophily refers to the tendency to collect in diverse groups. That homophily tends to be a driving factor in the formation of social networks [50] is an important consideration in offline networks: the tendency of smokers to associate with other smokers may decrease the impact of normative exposure to non-smokers or former smokers within a network. In contrast, online social networks may be heterophilous, comprising individuals across the cessation continuum including individuals who have been abstinent for years [16] or current smokers who are curious but not yet motivated to quit. Research in offline networks suggests that topological factors (the pattern of ties between individuals within the network), such as clustering of smokers, affects cessation over time [8]. Other work in online networks indicates that dense connections at the individual level reinforce social signaling and increase the chance of behavior change [39]. As most existing online networks remain uncharacterized, little is known about their structure or the optimal topology to effect behavior change.

Specific Questions
1. What is the role of homophily in the formation of online networks?
2. What is the role of heterophily in the provision of social support throughout the cessation process, and how does it influence cessation outcomes?
3. Can ties within online social networks be fostered or manipulated to “rewire” networks, modify topology, and drive behavior change?
4. What impact does network topology have on behavior change? For example, does having a dense local network increase the probability of making a quit attempt, cessation, and maintenance of abstinence?

Social Diffusion

Information and behavior diffusion through offline social networks are well-studied phenomena, encompassing myriad behaviors from seed choice by farmers to the spread of smoke-free policies from city to city [51]. In contrast, inducing or manipulating diffusion through both online [40,41] and offline networks [51,52] has proved challenging in practice; deliberately causing spread of information or a behavior is easier to conceptualize than to implement. In commerce and industry, the term viral marketing refers to this deliberate seeding and
resulting diffusion of a message through a targeted network, such as the promotion of a new product [53]. While viral marketing is a common practice, there is little academic literature on its use for health topics or for online approaches for health behavior change. Nonetheless, deliberate seeding and diffusion may allow for the dissemination through created networks of specific information (eg, information about a new cessation medication), interventions (eg, a quit smoking app through Facebook), smoking/cessation norms, and other health behaviors.

**Specific Questions**

1. How does information spread through an online social network? Are there identifiable patterns of information spread that can be leveraged in intervention research?
2. Can key participants in a network be identified and targeted to foster information diffusion or make it more efficient?
3. What are the drivers of the viral spread of an application, concept, or innovation through online networks?
4. How does network topology affect diffusion? Can social network measures and concepts such as centrality or clustering be used to predict or alter diffusion?

**Social Norms and Modeling Behavior**

Despite the fact that members do not know each other at the outset, created online networks can develop their own language and norms [54]. Existing members may convey expectations for certain behaviors or participation in the network that guide and support new or struggling members [55]. These expectations and norms may differ from those in the participant’s offline network. For example, the public health community has worked hard to normalize the use of nicotine replacement as a cessation aid; however, most smokers do not use pharmacotherapy when quitting [4] and many have concerns about the safety of any form of nicotine [56]. Online social networks may present norms supportive of medication use, and existing users may model successful medication use behavior. Other norms such as recycling after failed quit attempts, enlisting external social support, or the use of telephone counseling are other examples of potential norms (positive or negative) within social networks.

**Specific Questions**

1. How are social norms established and communicated in an online social network?
2. What is the effect of online social norms when they differ from a user’s offline environment?
3. Does anonymity in online networks enhance or diminish the effect of modeling behavior and communication of norms?
4. Are norms and modeling effective mechanisms to influence “lurkers” (ie, members of a network that read other members’ posts/comments but rarely communicate with other members)?

**Network Formation, Social Integration, Retention, and Longitudinal Stability**

There are numerous online communities and created social networks dedicated to health-related behavior change—some of them in existence for over a decade with thousands of members—yet it remains unclear what factors led to their growth or stability. Previous research has shown that small numbers of individuals may be responsible for approaching and “integrating” new members as they join an online network for cessation [16]. Most research has reported results from successful, stable networks [14,16,57], while projects that fail to form networks are rarely reported [58]. As a result, the factors that drive member integration and retention and network stability remain unclear. Adequate understanding of these factors is required to build new interventions and to maintain existing versions or enhance their effectiveness.

**Specific Questions**

1. What predicts engagement in an online social network? What demographic, smoking, psychosocial, or other characteristics are predictive of participation and integration?
2. What is the role of timing of interactions in online social network in influencing integration and participation? What forms of outreach and communications (eg, private messages, instant messaging, public forums, or blogs) drive tie formation?
3. What is the role of long-term users in network structure and network stability over time?

**Intervention Design and Approaches**

The incredible growth of online social networks offers the opportunity for novel intervention designs. Created networks such as online communities dedicated to smoking cessation are a common component of modern health behavior-change systems and often center on the “build it and they will come” premise of intervention delivery. These networks generally comprise motivated individuals ready to make or maintain changes to one or more health risk behaviors. Such systems benefit from a specific focus, on the part of both the user and intervention designers. However, they generally do not yet take full advantage of the potential to proactively reach larger populations. Individuals must generally seek out and enroll in the closed system, and ultimately many registrants fail to return to the site [59], much less engage with the social aspects as designed (they become, at best, lurkers or, at worst, completely unengaged). In contrast, general-purpose networks such as Facebook offer unique opportunities and challenges, related primarily to their enormous size, including the potential for autonomous propagation (viral spread) of interventions. Certainly, intervention design decisions should be informed by relevant and sophisticated theories that specify the active ingredients and mechanisms of action, but the surfeit of potential participants in these extremely large networks ultimately allows for data-driven methods to drive the ongoing design and refinement of interventions.

**Target Populations**

Smoking-cessation interventions most frequently target individuals ready to make a quit attempt. Yet many people who join online cessation systems have already quit or are not ready to make a quit attempt [60-63]. Traditional social support models will need to be modified to assist these individuals and to maximize their utility in supporting others. Significant public and private resources are used each year to denormalize smoking and encourage cessation using traditional media [64,65]. As
public health organizations increasingly use advertising and outreach efforts to drive utilization of online resources, it will become imperative to identify the types of smokers that may benefit from social network-based approaches to cessation. A one-size-fits-all approach is unlikely to be efficient or effective, and it is unclear how much customization or individual tailoring is needed to make an incremental addition to outcomes [66,67].

Specific Questions
1. Do smokers who are not motivated for behavior change benefit from social network interventions? What influence do social support and normative exposures have on smokers who may not be thinking of quitting?
2. Can online social networks assist smokers who have already quit to maintain abstinence? Can recruiting abstinent smokers into a network strengthen the network’s capacity for social support?
3. Are demographic or psychosocial characteristics important predictors of online social network utilization? What is the impact of age, gender, race/ethnicity, or other identifying characteristics with regard to network phenomena such as integration or tie formation?
4. How can network-based interventions capitalize on secular trends and historical events, such as a change in the federal excise tax rate, new year’s resolutions, The Great American Smokeout, or major smoking-related media stories such as the death of Peter Jennings from lung cancer? Do smokers recruited during the “surges” associated with these events differ from those who join an online social network at other times or for other reasons?

Systems Integration
The oldest examples of online social networks for cessation are relatively siloed intervention approaches, focused largely on engaging users with other participants on a cessation-specific website and in an anonymous fashion. More recent interventions integrate online social networks into other treatment-delivery approaches, such as telephone quitlines [13,68,69]. The rapid expansion of large-scale networks such as Facebook where users are personally identifiable offers the opportunity to disseminate cessation interventions through existing networks, but without the aspect of anonymous participation. It is unknown the degree to which the advantages of leveraging an existing network where participants are identified are offset by the potential benefits of a network where members are anonymous. Integration of online social networks with other treatment modalities (eg, text messaging, health care-delivery settings, or electronic medical record systems) offers the opportunity to enhance treatment effectiveness, augment social support mechanics, and increase the reach of traditional services. At the same time, such integration introduces multiple new complexities.

Specific Questions
1. What is the best mechanism for online social networks to interface with other elements of health care or tobacco treatment (eg, telephone quitlines, over-the-counter and prescription pharmacotherapy, physician advice, electronic medical record, mass media campaigns, or policies)?
2. How does involving a smoker’s offline network (eg, friends, family, medical practitioners, worksite wellness, or occupational health programs) augment or diminish the effect of an online social network on cessation?

Development Methods
There is a chasm between the rapid-cycle, diffusion-focused development methods used by entrepreneurs and industry to launch online programs and the traditional, efficacy-based development methods of behavioral and social scientists. For example, Facebook has grown literally from a dorm room project to over 150 million Americans a month in approximately 6 years. Ironically, this is typically the same amount of time between submission of a federal grant application and the publication of its main outcome paper. Shortening this timeline is critical if we are to develop effective interventions that can be deployed on a large scale to benefit public health in a timely fashion. Engineering principles of iterative development and early evaluation have been adapted in the behavioral sciences (eg, multiphase optimization strategy, or “MOST”, [70]) and provide one approach to achieve this goal. Online interventions are particularly suited to these methods; large, available target populations enable intervention variations to be tested against each other with statistical significance in rapid sequence or in factorial models, in theory improving effectiveness and tightening research and development timelines [67,70].

Specific Questions
1. Can engineering models, such as MOST, speed development time and/or increase efficacy of network-based interventions?

Evaluation
Several high-quality randomized controlled trials of Internet cessation programs have been conducted [13,57,62,67,71-76]. Yet, to date, there have been no published reports of tobacco intervention trials that link social network structure or dynamics to either social support metrics or more distally to cessation outcomes. Not all of these trials have included social network components, but among the ones that did, there are several reasons for this gap in the literature: the difficulty of constructing appropriate assessment and intervention protocols, the difficulty in maintaining participants in social interventions, and the challenge in disentangling social processes from other features of many Web-based interventions (eg, tailored materials, expert systems, or access to counseling staff). There is a critical need for the identification of appropriate research designs, data collection methods, and evaluation strategies to determine the impact of social processes within online interventions that may drive cessation and abstinence.

Research Design
The use of randomized control trials in research to evaluate online network-based interventions presents a number of challenges. Among these are selecting a feasible, ethical, and rigorous control condition [77,78]; avoiding contact between
participants randomly assigned to different conditions; and managing the attrition observed across virtually all online interventions [59]. Alternative evaluation designs used in eHealth research, such as practical clinical trials, pragmatic randomized controlled trials, and nonexperimental and quasi-experimental designs [77,79-81], may be appropriate as well for social network interventions. Given the size of data sets that are generated from online social network interventions, automated systems for the categorization and extraction of data (such as natural language processing and sentiment analysis, data mining, and pattern recognition) may also play important roles in exploratory analyses. The use of varied methods and data sets will make consistent and standardized reporting of results increasingly important as the field advances.

**Specific Questions**
1. Given that alternative Internet interventions are a mouse-click away, what are the important considerations in selecting a rigorous and appropriate control group and evaluating contamination (ie, exposure to the intervention arm among control participants)?

2. Other than randomized control trials, what rigorous research designs can be aptly used to optimize online social network interventions? Are there specific research designs that are best used at specific phases of the development–dissemination–implementation continuum?

**Data Collection and Analysis**

Online interventions and social networks in particular are part of the “big data” problem [22], an emerging issue where the quantity of behavioral and other process data exceeds the capacity for traditional analysis. Academic computational social science—the collection and analysis of these data—lags behind other fields such as physics and biology, as well as the corporate capacity of Google and Facebook in managing big data [21]. The two primary challenges inherent in big data are adequately defining and capturing the appropriate data, and conducting effective and efficient analyses. Data collection methods such as ecological momentary assessment, mobile tracking data, content and sentiment analysis, and observation of online interactions can provide granular information about behavior with minimal impact on the user or their friends and contacts. These methods can generate much richer—and also more complicated—representations of social networks that contain information about the weight of ties, their valence (positive or negative), and the presence of hidden or latent ties [82].

**Specific Questions**
1. How can novel data collection methods such as ecological momentary assessment, passive tracking data from websites, or data from mobile devices be used to gather network-level data without affecting individual behavior or the network itself?

2. What new techniques and analytic methods will be required for analysis of “big data” and increasingly complicated network representations?

**Expanded Outcomes and End Points**

Traditionally, research has evaluated the impact of an intervention only on the individuals enrolled in a study. Bolstered by evidence from both offline [8,23-29,51,52] and online [39-42,53] studies, network theory suggests that behavior change may diffuse through a network. Successful intervention with an individual smoker may have positive externalities (a term for collateral effects, drawn from the economic literature) that ripple through the network [83] causing other smokers to quit or to cut back on their smoking, or resulting in changes in attitudes or other beliefs [8]. For example, a quit attempt by an individual enrolled in a program might prompt a close friend to also attempt cessation. Success of the friend would not normally be part of a traditional analysis, but becomes critical from a network standpoint, particularly since interventions may be specifically designed to elicit this effect. Given that evaluating changes in behavior among individuals outside the purview of a research study may be difficult or impossible, alternative end points, outcomes, and evaluation strategies become imperative [83].

**Specific Questions**
1. What end points or surrogate outcomes will permit the evaluation of externalities in online network interventions?

2. What are the ethical implications of observing or even inducing behavior change in individuals that have not consented to participate in a research study?

**Modeling to Inform Design and Evaluation**

The use of mathematical predictive models in public health, and tobacco control in particular, has recent support [84-86]. Their use to design, refine, or evaluate behavioral interventions for cessation is less defined, but the opportunities are compelling. Previously, models have been employed to examine how best to optimize the multiple modes of delivery of smoking-cessation interventions, as well as to capitalize on context, such as multilevel influences of restrictive polices, mass media, and increased sales taxes [85,87-89]. In silico techniques such as agent-based modeling, where powerful computers simulate autonomous users interacting within a network over time, can be used to predict responses to intervention design changes [90]. Under certain circumstances they can also be used to disentangle behavioral outcomes from network processes and potentially contribute to evaluation [34]. Such techniques not only may play a valuable role in accelerating intervention development and evaluation, but also may help to determine the potential impact of interventions prior to time consuming and costly promotion and implementation–dissemination efforts.

**Specific Questions**
1. How can mathematical and computer-driven simulations of various kinds (eg, dynamic systems models or agent-based models) contribute to intervention development, refinement, or evaluation?

2. How can existing systems models inform work with online social networks? How might existing systems models be affected or informed by large-scale social networks (such as Facebook)?

**Discussion**

An increasingly interconnected online social Web provides incredible opportunities to shift behavior, affect health, and
meet public health challenges. Despite promising starts in individual fields, it will take further rigorous and transdisciplinary research and development to meet the potential described in this report. Tackling the questions posed here, structuring research protocols, and developing appropriate analytic techniques will require true collaboration across multiple fields and divergent disciplines [30]. Success may lead to interventions with the capacity to reach large populations, augment existing treatment modalities, and effect behavioral change in novel ways.

While we have focused on tobacco use and smoking cessation, the same questions and approaches may apply to virtually any behavior change of interest. Interventions need to be informed by and should inform theory, model testing, and protocols for refinement. As we gain experience working in transdisciplinary teams and refine our models, we will have a clearer picture of the new measures needed for empirical data collection and testing of models to identify the mechanisms, pathways, and key processes that influence intermediate and final behavior-change outcomes of interest. Such iterative approaches will also lead to ways to validate self-report measures and integrate or triangulate the tracking of online activities with observational data and social network and support activities that are conducted offline.

Given the rapid evolution of the field of online communications and smoking-cessation interventions, and the numerous disciplines involved, we will need more agreement and standardization on metrics. For example, assessing norms and answering questions about their impact on behavior will require the development and validation of new instruments to determine active norms in an online social network and their importance. This work will be a necessary precursor to any efforts to modify existing norms or introduce new norms into existing or evolving networks. Ultimately the refinement of theories, models, and interventions would benefit from the development of standardized measures not only for norms, but for virtually all metrics mentioned in this report. Such measures would ideally have good reliability and validity across different projects, organizations, and even disciplines. Establishing a set of core measures that should be used across studies of online social networks will help test and improve both internal and external validity and will enhance theory testing by ensuring robustness, generalizability, replicability, consistency, and convergent validity across studies.

There are several limitations to this report. The recommendations presented are dependent on the individuals present at the conference and the structure provided by the organizers. Different participants or a different structure undoubtedly would have produced different questions and topics. The research priorities and recommendations presented here are but one set of views that we hope will serve to stimulate additional dialogue and research efforts. Addressing the questions posed in this report will present significant, but not insurmountable, challenges around personal privacy and the ethical treatment of research participants and their social contacts. Behavioral and biomedical researchers have traditionally thought about the impact on individuals, but social network interventions will challenge us to draw on the experience of public health professionals, social marketers, and sociologists as we increasingly target networks.

Networks and technology evolve on their own timeline, independent of the needs, funding, or aims of researchers. The study of rapidly evolving networks will require investigators and funders to tighten their timelines through the entire process (from idea, to funding, to execution, to publication). The traditional models of funding research via federal grants such as those in place at the National Science Foundation or National Institutes of Health in the United States are notoriously slow compared with industry and entrepreneurial interests. Network science and online interventions are changing rapidly and the traditional funding models must adapt as well. In 2009, Lazer and colleagues voiced concerns that research on large-scale networks “could become the exclusive domain of private companies and government agencies” [21], an outcome they noted would not be in the public interest. Developing and maintaining a strong academic research program is imperative and will require adjustments by funders, researchers, and publishers of scientific research.

Research efforts designed to address the topics and questions in this report may help identify mechanisms to significantly decrease the burden of tobacco related disease in the United States and elsewhere. The core ideas and themes developed here for smoking cessation may also apply—recognizing differences in context—to a variety of behaviors (eg, obesity, substance abuse, or adherence to medical recommendations) that could directly or indirectly improve the well-being and quality of life of our society. It is important to recognize that the powerful forces and rapid transmission of information across networks may also be used inappropriately or destructively (both intentionally and unintentionally) as well as for doing good. Ultimately, we hope that the kinds of research efforts encouraged in this paper will give rise to a new generation of interventions to help people quit smoking and stay quit, delivered and spread through a variety of social networks—networks that we recognize today, and networks that will develop tomorrow.
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Abstract

Background: Patients want to use electronic communication to access health services more easily. Health authorities in several countries see this as a way to improve health care. Physicians appear to have conflicting opinions regarding the suitability of electronic communication in clinical settings.

Objectives: The aim of our study was to measure how long it actually takes physicians to answer questions from patients through an electronic communication channel, and whether some of the questions are especially time consuming.

Methods: We monitored electronic patient–physician communication. A total of 1113 messages from 14 participating physicians from 7 medical offices were analyzed. The length of questions and answers, and the time physicians spent answering the questions were recorded and analyzed.

Results: Physicians spent an average of 2.3 minutes (median 2 minutes) answering questions from patients. The patients’ questions had an average length of 507.1 characters (95% CI 487.4–526.9, SD 336.2), while physicians’ answers averaged 119.9 characters (95% CI 189.8–210.0, SD 172.6). The results show that the influence of patient question length on time spent responding was negligible. For the shortest 25% of the questions the answer time was 2.1 minutes (95% CI 1.9–2.3), while it was 2.4 minutes (95% CI 2.2–2.7) for the longest 25%. Even extremely long questions had a minimal impact on the time spent answering them. A threefold increase in question length from patients resulted in only an 18% increase in physician response time.

Conclusions: The study shows the potential clinical usefulness of electronic communication between patients and health care services by demonstrating the potential for saving time.

(J Med Internet Res 2011;13(4):e79) doi:10.2196/jmir.1583
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Introduction

While the majority of the European population are using the Internet for health purposes, only 1 in 10 Internet users communicate directly with their physician over the Internet. However, this number is rising, increasing from about 5% in 2005 to 9.7% in 2007 [1]. This increase appears to be driven both by patients wanting easier access to health services and by health authorities wanting to make health care more efficient [2].

Among physicians there appear to be conflicting opinions regarding the usefulness of electronic communication in clinical settings. Patt and colleagues [3] reported that some physicians saw email as more convenient, more flexible, and time saving. In contrast, others felt that email could become an added burden, especially if the physician was solely responsible for handling the contact. Also, physicians have expressed concerns that...
patients’ messages might be inappropriate and inefficient [4]. In sum, physicians’ negative perceptions of email contact appear linked to the concern that answering questions from patients will take too much time, and in particular that answering long and complex questions will consume a disproportionate amount of time.

In Norway, purpose-written applications are used for patient–physician communication, since ordinary email does not meet the required security level set by the Norwegian Data Inspectorate. Apart from the user having to log on using a password and one-time codes, the systems provide the same functionality as an email system. From the physicians’ point of view, they do, however, integrate more tightly with the electronic patient record. Evidence appears to support that purpose-written applications can be at least as cost effective in large-scale use as email [5]. Also, there is evidence that electronic communication is replacing some traditional inquiries, including visits [6] and telephone calls [7,8], and in general patients hold a positive view of electronic access to health care providers[7].

This study aimed to measure how long it actually takes physicians to answer electronic questions from patients, and whether some of the questions are especially time consuming. Two main hypotheses were posed:

A: The length of questions from patients predicts the time physicians spend answering.

B: The longest questions consume an unreasonably large amount of physicians’ time resources.

It is obvious that how long a time a physician uses to compose an answer is correlated with the number of characters he or she is typing. However, the strength of the correlation should be investigated, especially in relation to how long the message from the patient is.

Methods

We asked the 2 suppliers of secure patient communication systems in Norway, Visma Unique [9] and DIPS [10], to provide us with a list of the offices that used the systems actively, and where the systems were integrated with the electronic patient record system. At the time of the study, these 2 systems were the only ones in use in Norway that enabled secure patient–physician communication. From a list of 13 offices, 9 were willing to participate in the study. Due to technical issues, the data from 2 of these offices were inaccessible, leaving us with 7 offices included in the study.

Table 1. Descriptive statistics of question length for patients and physicians

<table>
<thead>
<tr>
<th></th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient question length (number of characters)</td>
<td>100</td>
<td>3315</td>
<td>507.1</td>
<td>336.2</td>
</tr>
<tr>
<td>Physician answer length (number of characters)</td>
<td>14</td>
<td>1634</td>
<td>119.9</td>
<td>172.6</td>
</tr>
</tbody>
</table>

A program logging the time physicians spent answering and the length of the patient questions was installed at the offices included in the study. Time was logged by automatically recording how long the physician took from opening the patient question to sending the answer. In addition, the program recorded the length of the question and of the answer. Prior to sending the answer, the physician was presented with a dialog box indicating the time that had elapsed. This time estimate could then be adjusted if the physician felt this was inaccurate. Both additive and subtractive adjustments could be made. For instance, subtractive adjustments could be made if the physician was interrupted while typing, and additive adjustments could be made if the physician had used more time composing the answer than was recorded by the system. The adjusted time had to be given as an integer. Unadjusted time was therefore also rounded to the closest positive integer, giving a minimum answer time of 1 minute. A total of 380 adjustments were made.

The study ran for 1 year, starting December 2005. A total of 1321 messages were recorded in the period. Physicians sending fewer than 10 messages (n = 1) and physicians not completing the task of returning the data (n = 3) were excluded. Office personnel were not included. This resulted in 14 participating physicians (3 female) and a total of 1113 messages. The physicians had on average worked 15.7 years (range 3–30 years) and had an average patient load of 1441 (range 1100–2300 patients).

The target patient population was all those using primary health services. Earlier studies have shown that young, well-educated persons are overrepresented in using electronic health services [11].

The Regional Committee for Medical and Health Research Ethics approved the study. Hypotheses were investigated by descriptive statistics and linear regression analysis. Data were analyzed using SPSS version 18.0 (IBM Corporation, Somers, NY, USA).

Results

Questions from patients averaged 507.1 (95% CI 487.4–526.9, SD 336.2) characters in length, while the physicians’ answers averaged 119.9 (95% CI 189.8–210.0, SD 172.6) characters. Physicians spent an average of 2.3 (SD 2.0) minutes answering questions; 17 (1.5%) of the questions took more than 10 minutes to answer, while 125 (11.2%) of the questions took between 5 and 10 minutes to answer. Table 1 summarizes the descriptive statistics and Table 2 shows the time the participating physicians spent answering patient questions.
Table 2. Response time of participating physicians

<table>
<thead>
<tr>
<th>Physician ID</th>
<th>Number of questions answered</th>
<th>Mean (minutes)</th>
<th>Median (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>A</td>
<td>68</td>
<td>2.7</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>187</td>
<td>2.1</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>123</td>
<td>3.2</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>24</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>E</td>
<td>18</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>F</td>
<td>20</td>
<td>1.8</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>74</td>
<td>3.0</td>
<td>2</td>
</tr>
<tr>
<td>H</td>
<td>46</td>
<td>2.8</td>
<td>1</td>
</tr>
<tr>
<td>I</td>
<td>39</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>12</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>K</td>
<td>79</td>
<td>1.7</td>
<td>1</td>
</tr>
<tr>
<td>L</td>
<td>218</td>
<td>2.1</td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>82</td>
<td>1.8</td>
<td>1</td>
</tr>
<tr>
<td>N</td>
<td>123</td>
<td>2.0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>1113</td>
<td>2.3</td>
<td>1</td>
</tr>
</tbody>
</table>

We expected that the length of the patients’ questions would predict response time (hypothesis A). The hypothesis was investigated through regression analyses. Two models were tested. The first model included only the length of the patients’ questions. While the model significantly explained variance ($P = 0.007$), the effect size was small ($\beta = .08$) and the overall fit of the model was very low ($R^2 = 0.01$). The second model included also the length of the physicians’ answers (Table 3) and showed better fit ($R^2 = 0.26$). The results indicate that the influence of patient question length on response time is negligible ($\beta = –.05, P = .05$) compared with the length of the physician’s answer ($\beta = .53, P < .001$).

Table 3. Summary of regression analysis for patient question length and physician answer length predicting response time (minutes)

<table>
<thead>
<tr>
<th>Model</th>
<th>B</th>
<th>SE</th>
<th>Beta</th>
<th>t</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>1.20</td>
<td>.10</td>
<td>-</td>
<td>12.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patient question length</td>
<td>.00</td>
<td>.00</td>
<td>-.05</td>
<td>-1.94</td>
<td>.05</td>
</tr>
<tr>
<td>Physician answer length</td>
<td>.01</td>
<td>.00</td>
<td>.53</td>
<td>19.75</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Patient questions were categorized based on their length. Patient questions were divided into quartiles each containing 25% of the messages (Table 4). This confirmed that for most of the questions, the effect of question length on answer time was negligible. The answer time was 2.1 minutes (95% CI 1.9–2.3) for the shortest 25% of questions and 2.4 minutes (95% CI 2.2–2.7) for the longest 25%.

Table 4. Time physicians spent answering patients’ questions by question length

<table>
<thead>
<tr>
<th>Patient question length</th>
<th>Number of characters</th>
<th>Number of answers</th>
<th>Physician answer time in minutes (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartile 1</td>
<td>0–308</td>
<td>278</td>
<td>2.1 (1.9–2.3)</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>309–398</td>
<td>280</td>
<td>2.3 (2.1–2.5)</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>399–594</td>
<td>277</td>
<td>2.2 (1.9–2.5)</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>595–3315</td>
<td>278</td>
<td>2.4 (2.2–2.7)</td>
</tr>
</tbody>
</table>

Hypothesis B states that the longest questions would consume an unreasonably large amount of physicians’ time resources. These questions were defined as being the top 10% of questions (110 questions) with regard to length (>916 characters) (see Table 5).
As shown in Table 5, the 10% longest patient questions were approximately 3 times the length of shorter questions (420 characters versus 1300 characters). However, the physicians spent on average 18% more time answering the 10% longest questions (2.6 minutes compared with 2.2 minutes). These results were not in favor of hypothesis B.

Table 5. Time physicians spent answering the longest 10% of patients’ questions

<table>
<thead>
<tr>
<th></th>
<th>Number of questions</th>
<th>Patient question (mean number of characters)</th>
<th>Physician answer time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest 90% of questions (&lt;916 characters)</td>
<td>1003</td>
<td>420</td>
<td>2.2</td>
</tr>
<tr>
<td>Longest 10% of questions (&gt;916 characters)</td>
<td>110</td>
<td>1300</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Results from other investigations indicate that patients are willing to adapt to guidelines regarding the focus and content of messages [4], which should help to minimize the potential problem of lengthy patient questions. Obviously, the time-saving potential is highly dependent on electronic messages substituting for patient office visits [6].

Discussion

The results give mixed support to the hypotheses. As expected, the length of patients’ questions predicted answer time, but the analysis also shows that the predictive value is negligible compared with the length of the physicians’ answers. We did not find conclusive support for the hypothesis that very long patient messages should have a large effect on physician answer length and answering time. Instead, we observed a modest increase in physician answer length and only a marginal increase in answering time related to extremely long patient questions.

As noted, one of the main reasons physicians are skeptical about electronic communication is the potential for increased workload [12]; for instance, physicians might fear that patients would overuse it or that responding to questions would be time consuming. The results of the current study show, however, that these specific concerns might be unfounded. While it does take extra time to read long questions from the patient, this does not have large effects on the total time used by physicians to answer patient inquiries. In fact, a threefold (300%) increase in patient question length resulted in only an 18% increase in physician response time. Even though the average numbers may support the effectiveness of an electronic communication system, and other studies indicate that responses to email messages do not take more time than responses to nonelectronic patient messages [13], one may still question whether extreme cases will jeopardize these effects in a real-life office setting. Based on the current results these concerns appear unfounded. The average physician response time to a patient message was 2.3 minutes using the systems described in this study. Only 1.5% of questions took more than 10 minutes to answer. When compared against the average consultation time in Norwegian general practice (15–20 minutes) [14], even these unusual cases will have to be regarded as time saving, if the electronic messages substitute patients’ office visits [6]. It is, however, unlikely that electronic messages can be a substitute for office visits in a one-to-one relationship. Other studies have shown that electronic messages can replace phone calls [7,8], and it is very likely that electronic messaging will find relevance as a supplement to personal encounters, for instance by recommendation of ethical guidelines [15].

Limitations

This study included a considerable proportion of Norwegian physicians using electronic patient communication at the time the study was performed. It is not self-evident that the result would be valid for all physicians using similar services. An alternative approach would be to select a random sample of all physicians using electronic communication. At the time of the study, only a few Norwegian physicians were offering electronic communication services. A random sample could therefore be biased toward physicians being positive to electronic communication. In some countries, for instance Denmark [1], it has become mandatory for physicians to offer electronic communication services. In such contexts, a similar study based on random selection would be feasible.

The current study does not involve analysis of the content of the messages. The main challenge in doing this would be that it would require written consent from every patient. However, a prior study in similar populations has shown that only a small proportion of these messages are used for simple administrative purposes such as scheduling [11]. Instead, the majority of the patient messages are concerned with health-related questions, and requesting prescriptions, test results, and documentation for medical leave.

The average time spent answering messages might be influenced by factors such as workload and reimbursement policies. This limits the external validity of the current results. However, the investigated relationships between variables (eg, that the length of patients’ messages had limited impact on the answer time), rather than their absolute values, are much more likely to also be valid in other cultural contexts.

Conclusions

Studies have demonstrated how email and electronic messaging systems can be used to promote balanced and patient-centered communication [16], in support of clinical decision making [17-19]. We believe the results reported here further extend the clinical usefulness of electronic communication between patients and health care providers by demonstrating the potential for saving time.
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Abstract

Background: Many online physician-rating sites provide patients with information about physicians and allow patients to rate physicians. Understanding what information is available is important given that patients may use this information to choose a physician.

Objectives: The goals of this study were to (1) determine the most frequently visited physician-rating websites with user-generated content, (2) evaluate the available information on these websites, and (3) analyze 4999 individual online ratings of physicians.

Methods: On October 1, 2010, using Google Trends we identified the 10 most frequently visited online physician-rating sites with user-generated content. We then studied each site to evaluate the available information (eg, board certification, years in practice), the types of rating scales (eg, 1–5, 1–4, 1–100), and dimensions of care (eg, recommend to a friend, waiting room time) used to rate physicians. We analyzed data from 4999 selected physician ratings without identifiers to assess how physicians are rated online.

Results: The 10 most commonly visited websites with user-generated content were HealthGrades.com, Vitals.com, Yelp.com, YP.com, RevolutionHealth.com, RateMD.com, Angieslist.com, Checkbook.org, Kudzu.com, and ZocDoc.com. A total of 35 different dimensions of care were rated by patients in the websites, with a median of 4.5 (mean 4.9, SD 2.8, range 1–9) questions per site. Depending on the scale used for each physician-rating website, the average rating was 77 out of 100 for sites using a 100-point scale (SD 11, median 76, range 33–100), 3.84 out of 5 (77%) for sites using a 5-point scale (SD 0.98, median 4, range 1–5), and 3.1 out of 4 (78%) for sites using a 4-point scale (SD 0.72, median 3, range 1–4). The percentage of reviews rated ≥75 on a 100-point scale was 61.5% (246/400), ≥4 on a 5-point scale was 57.74% (2078/3599), and ≥3 on a 4-point scale was 74.0% (740/1000). The patient’s single overall rating of the physician correlated with the other dimensions of care that were rated by patients for the same physician (Pearson correlation, r = .73, P < .001).

Conclusions: Most patients give physicians a favorable rating on online physician-rating sites. A single overall rating to evaluate physicians may be sufficient to assess a patient’s opinion of the physician. The optimal content and rating method that is useful to patients when visiting online physician-rating sites deserves further study. Conducting a qualitative analysis to compare the quantitative ratings would help validate the rating instruments used to evaluate physicians.
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Introduction
In 2010, 88% of adult Americans used the Internet to search for health-related information [1-3]. Patients are seeking information not only about disease conditions but also about physicians and hospitals. In fact, in the United States, 47% looked up information about their providers online, 37% consulted physician-rating sites, and 7% of people who sought information about their provider posted a review online [4]. A separate study found that 15% of consumers compare hospitals before making a selection, and 30% of consumers compare physicians online before making a selection [5].

Many physician-rating websites provide users with basic information about the physician such as years in practice and contact information [6,7]. Some of the websites access various databases to display further information about board certification, residency, and any disciplinary action [8]. This information can be obtained for free, or patients can pay to obtain a more in-depth report about the physician [9].

Many websites enable users to enter reviews and rankings about specific physicians. This capability has drawn the attention of consumer advocacy groups, providers, insurance companies, and hospitals. Although knowledge about the patient experience is useful, critics of these portals identify them as being at risk for misinformation, sabotage, and manipulation [10-14]. Few large-scale studies have been conducted to assess the content and rating methods of these physician-rating sites [15].

The goals of this study were to (1) determine the most frequently visited physician-rating websites that have user-generated content, (2) evaluate the content characteristics of each site to rate physicians, and (3) analyze online ratings of 4999 individual physician ratings.

Methods
Approval for this study was obtained from the Institutional Review Board at Stanford University School of Medicine.

Table 1. Semantic conversion table used to normalize different dimensions of care used to rate physicians on the websites

<table>
<thead>
<tr>
<th>Overall rating</th>
<th>Communication Skills</th>
<th>Access</th>
<th>Facilities</th>
<th>Staff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>Communication</td>
<td>Appointments</td>
<td>Office cleanliness</td>
<td>Courteous staff</td>
</tr>
<tr>
<td>Level of trust</td>
<td>Explanation</td>
<td>Approachable</td>
<td>Office setting</td>
<td>Staff</td>
</tr>
<tr>
<td>Overall quality of care</td>
<td>Explanation of medications</td>
<td>Doctor availability</td>
<td>Office environment</td>
<td>Staff friendliness</td>
</tr>
<tr>
<td>Recommendation</td>
<td>Follow-up</td>
<td>Convenience</td>
<td>Service</td>
<td>Staff helpfulness</td>
</tr>
<tr>
<td>Recommend to a friend</td>
<td>Attentive during visit</td>
<td>Ease of appointment</td>
<td>Waiting room</td>
<td>Staff professionalism</td>
</tr>
<tr>
<td>Patient satisfaction</td>
<td>Listens and answers questions</td>
<td>Quality of referrals</td>
<td>Facilities</td>
<td>Office friendliness</td>
</tr>
<tr>
<td>Likely to recommend</td>
<td>Bedside manner</td>
<td>Helps patient understand</td>
<td>Punctuality</td>
<td></td>
</tr>
</tbody>
</table>
Analysis of Individual Physician Ratings

Raw data without specific physician identifiers were obtained in October, November, and December 2010 via a nonrandom selection of 4999 online physician ratings from 23 multiple specialties (allergy, cardiology, cardiothoracic surgery, dermatology, endocrinology, gastroenterology, general surgery, hematology, internal medicine, nephrology, neurology, neurosurgery, obstetrics and gynecology, oncology, ophthalmology, orthopedic surgery, otolaryngology, pediatrics, plastic surgery, primary care, pulmonary medicine, rheumatology, and urology) in 25 metropolitan areas (Atlanta, GA; Austin, TX; Baltimore, MD; Boston, MA; Charlotte, NC; Chicago, IL; Colorado Springs, CO; Columbus, OH; Denver, CO; Houston, TX; Los Angeles, CA; Miami, FL; Minneapolis, MN; New Orleans, LA; New York City, NY; Orlando, FL; Phoenix, AZ; Portland, OR; Salt Lake City, UT; San Diego, CA; San Francisco, CA; Raleigh, NC; San Jose, CA; Seattle, WA; and Washington, DC). We chose these cities because they have the highest Internet usage and largest population in the United States [18-20]. The selection of physicians was nonrandom to avoid counting the same physician more than once.

The number of reviews collected from each website varied proportionally by how frequently the websites were visited based on Web traffic estimates from Google Trends. Therefore, the number of reviews from each website was proportional to Web traffic volume assuming that search patterns on Google are similar to those on other search engines.

The sequence of steps followed to acquire each physician rating was to visit the website, enter the city, choose a specialty, enter the largest search radius, and then sort physicians by name when possible. If sorting by name was not possible then location was used. Only reviews that had at least one physician rating completed by a patient within the years 2000–2010 were included in the analyses. Each analyst was assigned a set of metropolitan areas to evaluate physician data.

Cut-offs of 75 (100-point scale), 4 (5-point scale), and 3 (4-point scale) were used to define the favorable threshold for each category of physician-rating website. To compare rankings from different websites with the same rating system, we used a weighted average to accurately represent the overall compiled rating. Only physician-rating sites with the same rating system were compared with one another.

To facilitate analyses, similar dimensions of care—but with different terms used by each website—were grouped into 1 of the 5 categories defined above (overall rating, access, communication skills, facility, and staff). For example, wait time, waiting room time, waiting time, and punctuality were all grouped as part of access (Table 1).

Results

The Most Commonly Visited Physician-Rating Sites

The 10 most commonly visited online physician-rating websites with user-generated content per Google Trends were HealthGrades.com, Vitals.com, Yelp.com, YP.com, RevolutionHealth.com, RateMD.com, Angieslist.com, Checkbook.org, Kudzu.com, and ZocDoc.com (Table 2).

Table 2. Top 10 most frequently visited physician-rating websites as a relative measure of Web traffic as measured through Google Trends (October-December 2010)

<table>
<thead>
<tr>
<th>Website</th>
<th>Percentage</th>
<th>Daily unique visits (per Google Trends)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HealthGrades</td>
<td>40%</td>
<td>254,600</td>
</tr>
<tr>
<td>Vitals</td>
<td>20%</td>
<td>127,300</td>
</tr>
<tr>
<td>Yelp</td>
<td>15%</td>
<td>95,475</td>
</tr>
<tr>
<td>Checkbook</td>
<td>7%</td>
<td>44,555</td>
</tr>
<tr>
<td>YP</td>
<td>5%</td>
<td>31,825</td>
</tr>
<tr>
<td>ZocDoc</td>
<td>4.8%</td>
<td>30,552</td>
</tr>
<tr>
<td>AngiesList</td>
<td>3.2%</td>
<td>20,368</td>
</tr>
<tr>
<td>RateMD</td>
<td>3%</td>
<td>19,095</td>
</tr>
<tr>
<td>RevolutionHealth</td>
<td>1%</td>
<td>6365</td>
</tr>
<tr>
<td>Kudzu</td>
<td>1%</td>
<td>6365</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>636,500</td>
</tr>
</tbody>
</table>

Content Characteristics of Each Website

Patients rated 35 different dimensions of care in the websites, with a median of 4.5 (mean 4.9, SD 2.8, range 1–9) dimensions of care per website (Table 1). There was a varying degree of information available on each physician-rating website. Some websites provide users with information on board certification. Some websites have advertisements and other websites provide users the ability to compare physicians side-by-side. Table 3 summarizes information, features, and the presence of advertisements on physician-rating websites.
Table 3. Information available on the top 10 physician-rating sites

<table>
<thead>
<tr>
<th>Website</th>
<th>Comments</th>
<th>Board certification</th>
<th>Years in practice</th>
<th>Physician comparison</th>
<th>Advertising</th>
<th>Sanctions</th>
</tr>
</thead>
<tbody>
<tr>
<td>RateMD</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Vitals</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>AngiesList</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>HealthGrades</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>YP</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Kudzu</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yelp</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>ZocDoc</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CheckBook</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>RevolutionHealth</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Analysis of Individual Physician Ratings

The average rating was 77 (308/400, 77.0%) for sites using a 100-point scale (SD 11, median 76, range 33–100). For sites using a 5-point scale the average rating was 3.84 (76.8%, 2764/3599, SD 0.98, median 4, range 1–5). For sites using a 4-point scale the average was 3.1 (77.5%, 774/1000, SD 0.72, median 3, range 1–4).

Table 4. Physician ratings from the top 10 physician-rating websites with user-generated content. Percentage favorable ratings defined as ≥3 of 4, ≥4 of 5, or ≥75 of 100

<table>
<thead>
<tr>
<th>Website</th>
<th>Number of reviews evaluated</th>
<th>Percentage of total</th>
<th>Favorable reviews</th>
<th>Overall rating</th>
<th>Lowest rating</th>
<th>Highest rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100-Point scales</td>
<td></td>
<td></td>
<td></td>
<td>SD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Checkbook.org/PatientCentral</td>
<td>350</td>
<td>7%</td>
<td>217</td>
<td>77.59</td>
<td>10.48</td>
<td>76.00</td>
</tr>
<tr>
<td>RevolutionHealth</td>
<td>50</td>
<td>1%</td>
<td>29</td>
<td>74.24</td>
<td>16.01</td>
<td>76.00</td>
</tr>
<tr>
<td>Weighted average</td>
<td>400</td>
<td>8%</td>
<td>246</td>
<td>77.17</td>
<td>11.17</td>
<td>76.00</td>
</tr>
<tr>
<td>5-Point scales</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AngiesList</td>
<td>159</td>
<td>3%</td>
<td>103</td>
<td>3.95</td>
<td>0.95</td>
<td>4.00</td>
</tr>
<tr>
<td>HealthGrades</td>
<td>2000</td>
<td>40%</td>
<td>1139</td>
<td>3.82</td>
<td>0.98</td>
<td>4.00</td>
</tr>
<tr>
<td>Kudzu</td>
<td>49</td>
<td>1%</td>
<td>26</td>
<td>3.74</td>
<td>0.96</td>
<td>4.00</td>
</tr>
<tr>
<td>RateMD</td>
<td>150</td>
<td>3%</td>
<td>87</td>
<td>3.84</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>YP</td>
<td>750</td>
<td>15%</td>
<td>442</td>
<td>3.86</td>
<td>0.97</td>
<td>4.00</td>
</tr>
<tr>
<td>YP</td>
<td>250</td>
<td>5%</td>
<td>158</td>
<td>3.93</td>
<td>0.92</td>
<td>4.00</td>
</tr>
<tr>
<td>ZocDoc</td>
<td>241</td>
<td>5%</td>
<td>123</td>
<td>3.77</td>
<td>0.92</td>
<td>4.00</td>
</tr>
<tr>
<td>Weighted average</td>
<td>3599</td>
<td>72%</td>
<td>2078</td>
<td>3.84</td>
<td>0.98</td>
<td>4.00</td>
</tr>
<tr>
<td>4-Point scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vitals</td>
<td>1000</td>
<td>20%</td>
<td>740</td>
<td>3.10</td>
<td>0.72</td>
<td>3.00</td>
</tr>
<tr>
<td>Total</td>
<td>4999</td>
<td>100%</td>
<td>3064</td>
<td>61.28</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The percentage of reviews with a rating of 75 or higher on physician-rating sites with a 100-point scale was 61.5% (246/400). The percentage of reviews with a rating of 4 or higher on sites with a 5-point scale were 57.74% (2078/3599). The percentage of reviews with a rating of 3 or higher on sites with a 4-point scale were 74.0% (740/100) (Table 4 and Figure 1).

The multiple dimensions of care rated by patients on the physician-rating sites with a 5-point scale had a strong correlation with the overall rating (Pearson correlation, \( r = .73, P < .001 \)). In fact, the 20 correlations between each of the 5 dimensions of care measured ranged from .715 to .923 (Pearson correlation, \( P < .001 \)). Even the dimension of care with the lowest correlation coefficient with overall rating (ie, staff rating) was significant: Pearson correlation, \( r = .715, P < .001 \) (Figure 2).
Figure 1. Distribution of percentile ratings for each dimension of care rated on all physician-review sites.

Figure 2. Pearson correlation comparing overall rating versus staff rating (n = 4999, Pearson correlation, $r = .715, P < .001$).
Discussion

Results are Consistent with Prior Studies

This analysis of 4999 physician ratings across 10 websites revealed that approximately 2 out of 3 patient reviews are favorable. These results are consistent with a study that found that 88% of 190 reviews of 81 Boston physicians were favorable [15]. In that study, a positive rating was defined as a rating of 3 or 4 in sites with a 4-point scale, or 4 or 5 in sites with a 5-point scale. Our results are also consistent with a report that showed that 67% of all Yelp reviews in 2008 were 4 or 5 stars [21,22]. The majority of physician-rating websites depend on subjective data input and offer limited quantitative information about quality and cost of care. Despite these limitations, patients like these websites because they provide insight into the patient experience from peers [23,24]. This issue is becoming more important, as some physicians and hospitals are caught off guard by online reviews that are critical of their services [8-11]. The optimal content, structure, and rating methods for online physician-rating sites that are most useful deserve further study [1,25-27].

One Feedback Question May be Sufficient to Assess Patient Experience

In all, 35 different dimensions of care were rated by patients in the websites, with an average of 5 questions per site. There was a high correlation between the overall rating of the physician and the other dimensions of care rated (access, communication skills, facility, and staff). This is consistent with using net promoter score methodology to measure customer satisfaction [28]. This raises the issue of whether 1 question may be sufficient to capture the patient’s general experience. In fact, the more questions on a rating site, the less likely a patient will complete the survey [29-32]. A single question such as “Would you recommend Dr X to a loved one?” may be as useful as the multitude of specific questions currently surveyed [33]. Also, from the physician’s point of view, obtaining actionable information to change communication style, facility, or staff may be better obtained by allowing patients to write in specific feedback and commentary rather than by a scaled survey. In other words, if the facility receives a rating of 1 out of 5 stars, and then the patient comments on how dirty the exam rooms were, then the provider will better understand the low rating.

What makes Physician Ratings Different From Other Professional Service Reviews

Many physicians will take the position that online review sites do not give insight into quality of care. This is valid since obtaining consensus on the definition of quality, even among experts, is challenging. However, patient satisfaction ratings and comments do offer insight into a patient’s experience. As more user-generated content is added, the value of ratings will increase. Patient satisfaction is derived from several factors including the baseline expectation of the patient [25,34,35]. Even government agencies, such as the Consumer Assessment of Healthcare Providers and Systems of the Agency for Healthcare Research and Quality and the value-based purchasing programs proposal introduced by the Center for Medicare & Medicaid Services (CMS), are collecting data on the patient experience [36,37]. CMS even launched a portal of their own to allow for physician comparisons [38]. In fact, the German Medical Association assigned the Agency for Quality in Medicine with the task of elaborating quality standards for online physician- and hospital-rating sites [39]. They suggest that a good online rating site defines how the website is financed, separates rating content from advertising, requires user authentication, provides contact information for the site owner, and allows providers to counter offending statements or correct misinformation.

Despite the overall favorable rating of physicians by patients, the topic of physician ratings is rather sensitive [3,6,10,14,40-47]. Advocates for transparency favor a platform that enables patients to truthfully review their experiences. Yet, with further investigation, a few of these “reviews” have become an outlet for patients who are dissatisfied for not getting what they want despite receiving appropriate medical care. Even worse, some reviews are believed to be acts of sabotage from competing providers or organizations [48-50]. Some physicians have even gone as far as getting a court order to remove a review only to find out that such an action invites Internet vigilantes who find it essential that censorship not be tolerated. Also, patient privacy laws make it very challenging to defend against online misinformation and defamation [48-50]. What makes this issue different from other service industries is that “customers” may die or suffer despite appropriate medical care.

Physician-rating websites hosted by insurance companies have been questioned because of the conflict of interest that insurance companies have by reporting data that can potentially drive patients to providers that are cheap and not because they are good [8]. Consumer review organizations have tried though courts to get access to claims data to report volume of care to the public [51]. However, the American Medical Association and US Department of Health Services and Human won an appeal to protect privacy of physician information. Some physicians request their patients to sign agreements that prohibit them from writing about them on physician-rating websites [49,52,53].

Limitations

This study has several limitations. There is an implicit selection bias to websites that depend on the user to actively engage the review site and write a review. In the future, to get more feedback, providers may bundle review requests with online services such as appointments (eg, ZocDoc.com) and social networking sites. This may reduce the selection bias that limits the value of physician ratings. We derived physician-rating site traffic from Google Trends, which is not an absolute measure of total site traffic. Also, the authenticity of the review may be in question [48-50].
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Abstract

Background: A basic tenet of consumer health informatics is that understandable health resources empower the public. Text comprehension holds great promise for helping to characterize consumer problems in understanding health texts. The need for efficient ways to assess consumer-oriented health texts and the availability of computationally supported tools led us to explore the effect of various text characteristics on readers’ understanding of health texts, as well as to develop novel approaches to assessing these characteristics.

Objective: The goal of this study was to compare the impact of two different approaches to enhancing readability, and three interventions, on individuals’ comprehension of short, complex passages of health text.

Methods: Participants were 80 university staff, faculty, or students. Each participant was asked to “retell” the content of two health texts: one a clinical trial in the domain of diabetes mellitus, and the other typical Visit Notes. These texts were transformed for the intervention arms of the study. Two interventions provided terminology support via (1) standard dictionary or (2) contextualized vocabulary definitions. The third intervention provided coherence improvement. We assessed participants’ comprehension of the clinical texts through propositional analysis, an open-ended questionnaire, and analysis of the number of errors made.

Results: For the clinical trial text, the effect of text condition was not significant in any of the comparisons, suggesting no differences in recall, despite the varying levels of support \( (P = .84) \). For the Visit Note, however, the difference in the median total propositions recalled between the Coherent and the (Original + Dictionary) conditions was significant \( (P = .04) \). This suggests that participants in the Coherent condition recalled more of the original Visit Notes content than did participants in the Original and the Dictionary conditions combined. However, no difference was seen between (Original + Dictionary) and Vocabulary \( (P = .36) \) nor Coherent and Vocabulary \( (P = .62) \). No statistically significant effect of any document transformation was found either in the open-ended questionnaire (clinical trial: \( P = .86 \), Visit Note: \( P = .20 \)) or in the error rate (clinical trial: \( P = .47 \), Visit Note: \( P = .25 \)). However, post hoc power analysis suggested that increasing the sample size by approximately 6 participants per condition would result in a significant difference for the Visit Note, but not for the clinical trial text.

Conclusions: Statistically, the results of this study attest that improving coherence has a small effect on consumer comprehension of clinical text, but the task is extremely labor intensive and not scalable. Further research is needed using texts from more diverse clinical domains and more heterogeneous participants, including actual patients. Since comprehensibility of clinical text appears difficult to automate, informatics support tools may most productively support the health care professionals tasked with making clinical information understandable to patients.
KEYWORDS
Health literacy; comprehension; vocabulary; patients; language tests; retention (psychology)

Introduction

A basic tenet of consumer health informatics is that understandable health resources empower the public by increasing knowledge and improving decision making [1]. Research indicates that most laypeople have difficulty comprehending medical documents, especially those that describe complex information pertaining to clinical research (for example, [2]). For example, numerous studies suggest that most patients, especially those with lower income levels and literacy skills, have difficulty reading and comprehending informed consent documents [3]. Poor understanding of health information thus has an impact on public health. This has prompted many research efforts to close the gap between the difficulty level of documents and readers’ literacy by improving the readability of health-related materials.

Readability itself is a concept drawn from kindergarten to grade 12 education, in which field research findings suggest that readers’ ability to comprehend a passage decreases as the number of “difficult” words (that is, words unfamiliar to the average reader) increases. Typically, readability measures are derived from sentence and word length. Substituting simpler, more familiar vocabulary improves readability in texts whose subject matter addresses general knowledge domains. (For a comprehensive review, see [4]).

Attempts to lower the readability level of health materials, usually to grades 7–9, have successfully employed these techniques, but health information presents additional challenges. Health information not only contains unfamiliar and difficult words, but also abounds with complex concepts such as those related to physiology and pharmacology. In addition, understanding health materials requires readers to make inferences that access a body of specialized knowledge supporting the information. Experts possess this specialized body of knowledge and so are able to make inferences, but even highly educated nonspecialists may not be able to make those inferences because they lack the necessary training and experience.

Literature Review

Patients and Clinical Language

Medical terminology has long been recognized as a specialized language that is acquired through education and clinical practice [5]. For decades, medical terminology has been cited by physicians as a significant concern about patients’ possible misinterpretation of medical record content [6-10]. Much of this literature derives from early controversies over patient access to records—first, in psychiatry, proposed initially as an entirely theoretical construct by Westin [11], and then, in the early years of the British Access to Health Records Act, which in 1990 first gave British patients access to their medical information “held in manual form” [8].

Surprisingly, given the early concerns expressed about patient understanding of medical terminology, few studies published since the mid-1990s have examined the problem. Only Tomkins et al [12] examined patients’ comprehension of physician letters. Far more common is the assertion that medical terminology is a nail, and customized patient education materials the appropriate hammer. For example, Nijland et al [13] found that terminology was a barrier to usability in patient self-care applications, concluding that “Self-care support applications should match the vocabulary of the users and the language of the medical systems.”

The medical terminology problem is compounded by the consumer health vocabulary problem: that the everyday language used by consumers to describe diseases and treatments is a hybrid of specialized terms and common words that are part of general spoken vocabularies (see Keselman et al [14] for a discussion of research in this area to date). Consumer terms are also characterized by levels of granularity and specificity different from their medical counterparts. For example, anatomical words such as “blood” or “brain” usually suffice for lay discussion of physiology or pathology, while the specialist requires terms that describe much smaller, more specific aspects of the blood or the brain. For these reasons, any approach to vocabulary simplification is challenging, particularly for analysis by reading level. Words that contain many syllables, such as “hospitalization,” contribute to a higher calculated reading level for that document, yet the term hospitalization is easily understood by laypeople who know what a hospital is; conversely, short and simple words such as “gene” or “immune” are terms referencing complex entities and processes.

Carefully designed entry vocabularies may be able to serve as bridges between terms and concepts used by different user communities. This idea was the impetus for development of the Unified Medical Language System, which focuses on the numerous sublanguages of health care. The idea that consumers constitute a user community of their own, however, is more recent (see [15] for a review), and details of how such an entry vocabulary can be used in real-world implementations are lacking. Zeng and Tse [16] argued in opposition to Patrick et al [17] that simply providing users with a list of medical terms or a dictionary would not solve the terminology problem for informatics applications. More recently, Leroy and Miller [18] found some evidence supporting Zeng and Tse. This reading comprehension study investigated the effect of automatically generated health topics overviews (HTOs). These HTOs, described as functioning “much as a table of contents,” were overviews, not dictionaries, but like dictionaries were intended to function as information assists. Leroy and Miller found that “vulnerable” consumers—those identified as having low health literacy or high stress—were found to rely on the HTO even more than they did on the text that the HTO summarized—so much so that vulnerable consumers performed more poorly when an HTO was not available.
Dictionaries can be considered a good starting point for language bridges, since they contain definitions presumed to be standard and thus common across communities. However, the sociocultural dimensions of term variability require more depth and breadth of expression than any dictionary or glossary can effectively provide without a great deal of customization; Velardi and colleagues have commented on the resource intensiveness of the interactive glossary process itself [19]. Indeed, the literature of medical informatics is largely silent on this question, since the usefulness of dictionaries or glossaries as terminology support in health informatics is an untested assumption, with one exception: Diefenbach and Butz [20] constructed a virtual health center for use in educating patients with prostate cancer. The library “room” in this health center used a glossary in which some medical terms were hyperlinked to short definitions. A focus group of patients and spouses identified the glossary as helpful.

Coherence

Text coherence, a concept from the fields of cognitive psychology and education, refers to the connectedness of ideas in a text, which affects comprehension [21]. A distinction is usually made between local and global coherence. Local coherence refers to the explicit connection between adjacent clauses and sentences, also referred to as cohesion; global coherence refers to the logical organization in which macro-level ideas are presented. [22]. Text coherence is the function of both text and reader; an identical text may be perceived as either well or poorly connected, depending on the reader’s background knowledge. Extracting meaning from text always requires some inferences, and it is the background knowledge that determines whether the needed inferences are trivial or insurmountable.

When discussed as a feature of a text, coherence usually applies to its “average” reader, or target audience. When it comes to comprehending medical information, laypeople lack the in-depth knowledge of the domain, an expertise that is characteristic of the professional who wrote those texts. Medical documents such as those contained in electronic and personal health records, informed consent forms, and medication instructions are likely to refer to concepts and make connections with which readers may not be familiar.

To support consumer comprehension, we must bridge the gap that exists between writers’ and readers’ knowledge: between the elaborate background expertise of the writer that serves as a basis for assumptions in the text, and the more modest background familiarity of the reader. In other words, we need to make the text more “coherent,” ensuring that its ideas are well connected not only with each other, but with the likely background knowledge of the intended reader; that the number of inferences, or mental leaps, required of the reader moving from one idea to the next is not excessive; and that these inferences are easy to make.

Consider the following statement: “After Jennifer mentioned that her daughter was ‘always thirsty,’ the doctor asked if she had recently lost weight.” A reader with some knowledge about type 1 diabetes will know that thirst and weight loss are both symptoms of diabetes. Such a knowledgeable reader will infer the connection between the two clauses of the sentence, will understand that the word “she” refers to the daughter rather than the mother, and may even anticipate the doctor’s next questions. The reader without prior knowledge of diabetes, however, will not be able to make the connection.

Coherent texts ensure that less effort is required for the reader to transition from clause to clause, extracting meaning and building a mental representation of the text. In comprehension research, text memory and mental representations are typically measured in terms of propositions. A proposition is the smallest meaningful unit of thought, often consisting of two concepts and a relationship that connects them (antiobiotic_TREATS_infection), or a concept and a modifier (infection_IS_bacterial). Propositions typically correspond to sentence clauses. Not every proposition of the original text is encoded and remembered [23]: concepts and relationships that are connected to the reader’s prior knowledge are more likely to be retained.

Reduced comprehension effort is not necessarily always better for all readers. In fact, studies suggest that when readers with strong background read less coherent texts, they are forced into deeper processing, and actually learn more [21,24]. For less knowledgeable readers, however, lack of coherence in the text is detrimental to comprehension and learning. As they lack background knowledge concepts to which they can relate the text, they remember little, and build representations characterized by omissions and errors [25]. Laypeople reading medical documents are likely to fall into the category of less knowledgeable readers, those whose comprehension would benefit from more coherent texts.

Little is known about the coherence of standard medical documents, because research into the comprehensibility of these materials has typically focused on readability. As noted above, however, readability does not ensure coherence. Local coherence is likely to be compromised by the unfamiliar concepts and relationships between them—as in the example given above regarding thirst and weight loss—as well as by general writing style issues, neither specific nor limited to the health domain. Global coherence, additionally, is likely to be compromised if the overall structure of the documents reflects health professionals’ rather than lay conception of health and disease.

Studies in cognitive psychology suggest that rewriting texts using explicit coherence principles, rather than writers’ intuition, leads to improved comprehension for less knowledgeable readers. McNamara et al [26] analyzed 12 available studies that revised texts to change their coherence (which these authors refer to as cohesion). Principles for improving local coherence typically involve strategies such as the addition of argument overlap (making each sentence repeat the linking word from a previous sentence), the use of sentence connectives, and the rearrangement of clauses so that sentences repeat old ideas before introducing new ones. Improving global coherence involves introducing background concepts; making important references explicit; explaining causal connections between events; adding headers and topic sentences; and clearly linking subtopics to the main topic [21,25,27,28].

Although published studies describe many strategies for improving text coherence, they do not provide specific guidance.
for choosing among them. Most studies use a combination of techniques, directed at improving both local and global coherence. Vidal-Abarca et al. [27] explicitly compared the effect of local versus global coherence improvements in a history text on the Russian Revolution, and concluded that global, but not local, coherence improvements led to deeper comprehension, as measured by the ability to answer inference questions and focus on main ideas during recall. Vidal-Abarca and colleagues also concluded that the strongest benefits for comprehension were produced by a version with both local and global coherence revisions. To the best of our knowledge, no studies have compared the impact of local versus global comprehension revisions as a function of text difficulty. It is reasonable to expect that global coherence revisions, which target gaps in knowledge, are more essential for texts in knowledge-rich domains, such as history or medicine, than for domains with weaker ties to specialized subject knowledge, such as fiction.

At the same time, one should keep in mind that conceptual complexity (and thus global coherence) is not purely a characteristic of a text, but of a match between the text, the knowledge and intention of its authors, and its reader. This makes global coherence editing more art than science, compared with local coherence editing.

While the cognitive psychology literature outlines rather specific principles for improving text coherence, professional writers of health education brochures have a wide range of notions about what it means for the text to be coherent and how coherence can be achieved (Kools et al. [29]). Certain specific principles of coherence were overlooked by these writers—for example, the use of sentence connectives to clarify relationships, especially causal relationships, between concepts; and the correct use of word order, to make clear that new information is related to information previously given to the reader. Extending the focus of consumer health comprehension research beyond readability to include coherence is likely to lead to insights about ways to support patients’ understanding of medical documents.

Study Goals

The need for efficient ways to assess consumer-oriented health texts, and the availability of computationally supported tools to accomplish these tasks, led us to explore the effect of various text characteristics on readers’ understanding of health texts, as well as to develop novel approaches to assessing these characteristics. We were particularly interested in coherence and the complexity of health-specific vocabulary. To explore these issues, we conducted an exploratory study to compare two approaches to improving the readability of health materials.

One approach focuses on identifying and explaining difficult words; the other focuses on identifying logical gaps and providing additional texts to facilitate inference, thereby increasing coherence.

The goal of this study was to compare the impact of three interventions on individuals’ comprehension of short, complex passages of health text. Two interventions provided terminology support via (1) standard dictionary, or (2) contextualized vocabulary definitions developed specifically for the study. The third intervention provided coherence improvement. The Methods section describes these interventions in detail. We tested the following 4 hypotheses.

H1: Readers’ comprehension of a text enhanced by providing standard, off-the-shelf dictionary definitions (hereafter referred to as the Dictionary condition) will be equivalent to their comprehension of the original text (hereafter referred to as the Original condition).

H2: Readers’ comprehension of a vocabulary-enhanced text (hereafter referred to as the Vocabulary condition) will be significantly greater than in the Original and Dictionary conditions combined.

H3: Readers’ comprehension of a text with improved coherence (hereafter referred to as the Coherent condition) will be significantly greater than in the Original plus Dictionary conditions.

H4: Readers’ comprehension of the Coherent condition will be significantly greater than in the Vocabulary condition.

Methods

Participants

A total of 80 people associated with the University of Wisconsin-Madison as staff, faculty, or students participated in the study. Participants were recruited in two cohorts. The first cohort of 40 participants consisted of mixed faculty, staff, graduate, and undergraduate students recruited via campus fliers and newspaper advertising. After we determined that the initial sample size was insufficient to capture the effects of the interventions, we recruited a second cohort, consisting entirely of graduate students in library and information studies, from the University of Wisconsin-Madison School of Library and Information Studies, via an in-class announcement. All participants completed the tasks individually and received $25 bookstore gift cards for participating. The study was approved by the Social Sciences Institutional Review Board of the University of Wisconsin-Madison on February 23, 2007.

All participants completed an anonymous demographic questionnaire to report their gender, age, racial/ethnic characteristics, educational level, and work experience. Participants also self-rated their biomedical understanding on a scale from 1 (“I rarely read texts on biomedical topics”) through 4 (“I read and understand general medical articles”) and their knowledge about diabetes mellitus on a scale from 1 (“very little”) to 5 (“a good deal”).

Table 2 (see the Results section) shows the characteristics of the sample obtained from this questionnaire.

Document Types

Clinical Trial

The first document type (see Textbox 1) was a description of a clinical trial entitled “Non invasive assessment of liver glycogen kinetics and ATP synthesis in type 1 diabetics”, adapted from ClinicalTrials.gov (database trial identification number NCT00481598), the largest existing registry of clinical trials, maintained by the National Library of Medicine. This trial was...
selected because it concerned diabetes mellitus, a common diagnosis, and because the documentation of the trial included a description of the study's purpose. This made it ideal for a study assessing consumer comprehension of text, as opposed to other dimensions of health literacy, such as understanding of tabular data, or numeracy in general. In fact, McCray and Ide [30] wrote early in ClinicalTrials.gov's history that one motivation for creating this website was the desire to make clinical trial information “available to individuals with serious or life-threatening diseases and conditions, to other members of the public [our emphasis], to health care providers, and to researchers” and available “in a form that can be readily understood by members of the public.” Leroy and colleagues similarly chose a clinical trial document for a readability study because it represents “the most difficult language...that consumers will encounter and are expected to understand, that is, [a document] meant for them.” [31]

Visit Notes
The second document type was a sample cardiology office Visit Notes document (Textbox 2) obtained from an online collection of sample medical transcripts at MedicalTranscriptionSamples.com. The site is a reference resource for medical transcriptionist training. The Visit Notes document was selected because of its focus on heart disease, a common consumer health concern. The document included the following sections: (1) history of present illness, (2) physical examination, (3) medications, (4) diagnoses, and (5) plan. A nurse practitioner reviewed the document and found it representative of office Visit Notes.

Textbox 1. Clinical Trial Document

NCT00481598 Non Invasive Assessment of Liver Glycogen Kinetics in Type1 Diabetics

Patients with Type 1 diabetes suffer from impaired postprandial hepatic glycogen storage and breakdown, if they are under poor glycaemic control. Poor glycogen storage in the liver puts these patients at risk of fasting hypoglycemia. Amelioration of glycaemic control could improve these abnormalities and thereby reduce the risk of hypoglycemia in these patients. The “gold standard” technique for the assessment of hepatic glycogen metabolism in humans, 13 C magnetic resonance spectroscopy (13C-MRS), is expensive and limited to a few centers worldwide. Aim 1 of our project is to establish a new assessment method for glycogen metabolism. This new method is based on oral administration of 2H2O and acetaminophen.
Visit Notes document

History of Present Illness:
This 66-year-old white male was seen in my office on Month DD, YYYY. Patient was recently discharged from Doctors Hospital at Parkway after he was treated for pneumonia. Patient continues to have severe orthopnea, paroxysmal nocturnal dyspnea, cough with greenish expectoration. His exercise tolerance is about two to three yards for shortness of breath. The patient stopped taking Coumadin for reasons not very clear to him. He was documented to have recent atrial fibrillation. Patient has longstanding history of ischemic heart disease, end-stage LV systolic dysfunction, and is status post ICD implantation. Fasting blood sugar this morning is 130.

Physical Examination:
VITAL SIGNS: Blood pressure is 120/60. Respirations 18 per minute. Heart rate 75-85 beats per minute, irregular. Weight 207 pounds.
HEENT: Head normocephalic. Eyes, no evidence of anemia or jaundice. Oral hygiene is good.
NECK: Supple. JVP is flat. Carotid upstroke is good.
LUNGS: Severe inspiratory and expiratory wheezing heard throughout the lung fields. Fine crepitations heard at the base of the lungs on both sides.
CARDIOVASCULAR: PMI felt in fifth left intercostal space 0.5-inch lateral to midclavicular line. First and second heart sounds are normal in character. There is a II/VI systolic murmur best heard at the apex.
ABDOMEN: Soft. There is no hepatosplenomegaly.
EXTREMITIES: Patient has 1+ pedal edema.

Medications:
1. Ambien 10 mg at bedtime p.r.n.
2. Coumadin 7.5 mg daily.
3. Diovan 320 mg daily.
4. Lantus insulin 50 units in the morning.
5. Lasix 80 mg daily.
7. Toprol XL 100 mg daily.
8. Flovent 100 mcg twice a day.

Diagnosis:
1. Atherosclerotic coronary vascular disease with old myocardial infarction.
2. Moderate to severe LV systolic dysfunction.
3. Diabetes mellitus.
4. Diabetic nephropathy and renal failure.
5. Status post ICD implantation.
7. Chronic Coumadin therapy.

Plan:
1. Continue present therapy.
2. Patient will be seen again in my office in four weeks.

Study Conditions
We transformed the original documents three times to create the study conditions: health dictionary support (for the Dictionary condition), contextualized vocabulary support (for the Vocabulary condition), and coherence enhancement (for the Coherent condition). Each transformation is described below. For a summary comparison of characteristics of the original and transformed texts, see Table 1 in the Methods section, below.

Health Dictionary Support Transformation (Dictionary Condition)
We applied the predictive health term difficulty algorithm created by Zeng et al [5] to each document in order to identify terms unlikely to be familiar to consumers. Additionally, three nonclinician researchers independently extracted all potentially difficult health-related terms and expressions from the texts, adding them to the list of terms needing additional explanation. Finally, a nurse practitioner identified any remaining terms that were potentially problematic. These terms were selected for dictionary support.
“Difficult” terms were highlighted in blue in the text of the Dictionary condition. Terms in this condition had definitions provided in pop-up balloons activated by mousing over the text presented on a computer screen (see Figure 1). We culled definitions of terms from readily available Internet dictionary sources, such as Merriam-Webster’s Medical Dictionary and others identified by Google’s “define” function.

**Contextualized Vocabulary Support Transformation (Vocabulary Condition)**
This was similar to the transformation undertaken for the Dictionary condition described above, but in the Vocabulary condition, term definitions appearing in the pop-up balloons were edited by the nurse practitioner to specifically apply to the terms’ contextual usage in the documents (see Figure 2).

**Coherence Enhancement (Coherent Condition)**
This condition was developed in collaboration with the nurse practitioner, based on the principles outlined in the literature review above. We attempted to increase document coherence both at the local level (that is, between adjacent sentences) and at the global level (that is, across all sentences of the document), without altering the texts’ graded readability level as measured by the Flesch-Kincaid formula [32]. Given the very different structures and the different intended original audiences for the two documents, we used two different procedures for improving their coherence.

While we attempted to target both local and global coherence, local coherence was not applicable to the sections of the Visit Notes that contained numbered items rather than sentences. This is because local coherence deals with sentence overlaps, often mentioning a concept from the previous sentence at the beginning of a new one; this makes it clear and unambiguous what various pronouns refer to (eg, does “it” refer to the heart or the procedure performed on it?). When text consists largely of bulleted or numbered lists, it is hard to do this kind of local coherence correction. For example, in a medications list made up of numbered sentence fragments, concepts mentioned in new sentences cannot be clearly linked to earlier sentences.

Global coherence, conversely, presents a contextual issue rather than a compositional one. We felt that coherence gaps in both documents had to do with the lay readers’ insufficient background knowledge, leading to difficulty making inferences. In addition, potential coherence-related difficulties with the Visit Notes could be related to the topical organization and section and subsection headers in the document, a structure highly conventional and likely very familiar to medical professional authors and readers, but not to laypeople. The procedures by which we improved the coherence of the texts are described in detail below.

**Clinical Trial Document Type**
We first segmented this text into units of analysis, usually complete sentences. In some cases, complex sentences were divided into propositions, keeping intact phrases beginning with words such as “therefore” or “because.” Next, we identified coherence gaps, defined as places where an inference was needed to comprehend each sentence on the basis of preceding sentences. Information was then added to the text, either by supplementing existing sentences or by adding new sentences that contained contextualized explanations. Examples of such added information include a missing background concept—for example, an explanation of the dangers of hypoglycemia—or the rationale behind the assessment procedure—for example, explaining the need to have good methods for measuring liver glycogen metabolism. Additionally, to make the clinical trial’s research objectives more obvious, information about the purpose of the trial was rearranged from its original location so that it appeared in the opening sentence of the transformed document. Finally, to ensure local coherence, we checked the final text to ensure that the referents of pronouns were explicit. The coherence-transformed clinical trial text appears in Figure 3.
Visit Notes Document

The revision of this document involved a macrostructure analysis, performed by the nurse practitioner. This involved analyzing the relationship between sections of the document and the logic of the thematic organization of information within these sections. The nurse practitioner noted that grouping of diagnoses and complaints in the History of Present Illness and Diagnosis sections of the original document lacked a particular order. These complaints were accordingly regrouped into heart-related, diabetes-related, and related to breathing difficulties. “Chief complaint” was added to the breathing difficulties subheading. Just as the research objectives of the clinical trial were made more prominent in the transformed text, so for the Visit Note, medical concepts were explained in the body of the document. For example, in the Physical Examination section, test results were explained and interpreted (eg, by placement within or outside the normal range). In the Medications section, medications were regrouped by function; specific functions (eg, breathing problems; heart function and blood pressure) were explained, as were methods of action of individual medications.

Once we completed the coherence editing, we analyzed the text for readability level according to the Flesch-Kincaid Grade Level formula [32]. Based on these findings, adjustments were made to the Coherent condition of the clinical trial document, to ensure that its readability level remained comparable with that of the original text. In the case of the Visit Notes, the readability score for the coherent version was significantly higher than that of the original (see Table 1). As was noted early by Chapman et al [33], calculation of reading level using Flesch-Kincaid can be problematic for clinical text, because this formula relies partly on sentence length to establish difficulty, and medical documentation can be written in very short sentences. In our Visit Note, many sections of the original text were not written in complete sentences, resulting, in our estimation, in a deceptively low grade. In this case, we decided not to attempt matching readability levels, deeming that the Flesch-Kincaid formula underestimated the difficulty of the original.
Table 1. Text characteristics of documents

<table>
<thead>
<tr>
<th>Document type and condition</th>
<th>Number of words</th>
<th>Number of vocabulary definitions</th>
<th>Number of sentences</th>
<th>Grade level (Flesch-Kincaid)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical trial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>108</td>
<td>NA(^a)</td>
<td>6</td>
<td>14.1</td>
</tr>
<tr>
<td>Dictionary</td>
<td>b</td>
<td>12</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>b</td>
<td>12</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Coherent</td>
<td>394</td>
<td>NA(^a)</td>
<td>18</td>
<td>13.8</td>
</tr>
<tr>
<td><strong>Visit Notes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>326</td>
<td></td>
<td>43</td>
<td>9.5</td>
</tr>
<tr>
<td>Dictionary</td>
<td>b</td>
<td></td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>b</td>
<td>12</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Coherent</td>
<td>1219</td>
<td></td>
<td>66</td>
<td>11.3</td>
</tr>
</tbody>
</table>

\(^a\) Not applicable.

\(^b\) Dictionary- and Vocabulary-enhanced versions had the same number of words and same Flesch-Kincaid Grade Readability Level and sentences as the original versions.

**Procedure**

Study participants worked on individual computers; a research assistant served as proctor, observing at all times to ensure that work was done individually. Participants were randomly assigned to one of the four conditions (Original, Dictionary, Vocabulary, or Coherent). It was explained to all participants that some of them would see balloon features in their documents, and that they should feel free to take advantage of these features.

The order of presentation of the clinical trial and Visit Notes documents was randomized among participants. After completing the anonymous demographic questionnaire, participants read their first document on the computer screen. After a waiting period of 10 minutes, participants wrote their recollection of the text they read in this document using Microsoft Word. They were instructed to retell the document they had just read as if they were making the information available to a person who had never seen it before. In addition, participants in the second, but not the first, cohort answered an open-ended questionnaire about the text they read (see Textbox 3). This procedure was then repeated for each participant’s second document.

Observation during the session indicated that participants did indeed invoke the balloon features. Participants were allowed to take as long as they required to “retell” each text; the modal time to completion was 20 minutes in both cohorts. The time period was selected to be sufficient for all participants to complete the task without pressure, regardless of the length of the stimulus text. All participants were able to finish their work before the time elapsed.

**Textbox 3. Open-Ended Questionnaire for Clinical Trial Text.**

1. Who is being recruited for the study described in this paragraph?
2. This paragraph mentions measuring something. What is the thing that is being measured?
3. Why is it important to measure this thing?
4. Many health problems are associated with diabetes. Which particular health problem is the main focus of this text?
5. What is the innovation of the research described in this text?

**Coding and Statistical Analysis**

There were three outcomes of interest: (1) number of propositions recalled, (2) open-ended questionnaire score, and (3) number of errors made by participants. These were collected over the four study conditions for each of the two document types. We assessed the effect of the conditions on the outcomes separately for each document type.

**Demographic Questionnaire Analysis**

Demographic variables were summarized by frequency and percentage or median and interquartile range (IQR) based on the distribution type of each variable. We compared demographic factor variables between the four groups with Fisher exact tests. We compared demographic score variables between the four groups with Kruskal-Wallis tests. The Kruskal-Wallis test was used because it is the nonparametric test for comparing more than two groups. All demographic comparisons were insignificant so no pairwise comparisons were made.

**Propositional Analysis**

We followed the standard procedure of segmenting original versions of each text into propositions, or basic units of analysis.
corresponding to two concepts connected by a relationship (e.g., [antigen] attacks [immune system]) or a concept with a modifier (e.g., severe [pain]) [34]. Disagreements about whether a particular statement constituted a proposition were resolved via discussions among three of the authors (AK, CAS, and PWD). Scoring was based on participants’ recall of the propositions of the original texts. Lists of propositions found in the original texts were used as scoring sheets against which to analyze participants’ recall.

Each transcript was scored to indicate the presence or absence of the original text’s proposition in the retelling. The coding guide was developed through discussions, using a pilot (training) dataset. We obtained the pilot retellings from our colleagues and family members with demographics similar to the participants’. Two raters (AK and CAS) scored three randomly selected pilot retellings of each document. The analysis of interrater reliability yielded kappa coefficients of .73 (substantial agreement), .8 (almost perfect agreement), and .83 (almost perfect agreement) for the Visit Notes and .71 (substantial agreement), .76 (substantial agreement), and .8 (almost perfect agreement) for the clinical trial. Disagreements were resolved via discussions, following which AK and CAS each scored half of the protocols. The transcripts were scored in random order and the scorer was blind to the condition being scored [35].

Open-Ended Questionnaire

We administered an open-ended questionnaire to each participant in Cohort 2, one questionnaire for each document type for a total of two questionnaires per participant. (For an example of the clinical trial document’s open-ended questionnaire, see Textbox 3 above). Authors CAS and AK jointly coded all the questionnaires and resolved disagreements through mutual discussion. The clinical trial questionnaire was scored by assigning each answer a score of 0, 1, or 2, reflecting the accuracy and completeness of participants’ answers; for the Visit Notes questionnaire, since answers reflected retention and understanding of much more granular information, a point was awarded for each medication, diagnosis, etc. recalled correctly by the participant.

Statistical Analysis

Similar statistical analysis was performed for (1) the number of propositions recalled, (2) open-ended questionnaire score, and (3) number of errors. For each variable, initially, a Kruskal-Wallis test was performed to test for differences in the outcomes based on the four study conditions. In those circumstances in which the Kruskal-Wallis test was insignificant, the initial hypothesis that there would be no difference between the Original and Dictionary conditions was tested with a Wilcoxon rank sum test. If this test was also insignificant, then these two groups were combined and Kruskal-Wallis analysis was rerun comparing the three condition groups as follows: (1) Original + Dictionary, (2) Vocabulary, and (3) Coherent. If this Kruskal-Wallis test was significant, then pairwise Wilcoxon rank sum tests were conducted with Holm adjusted P values for multiple comparisons. All comparisons were conducted at an alpha level of .05.

In addition, post hoc power analysis was done for comparison of the Visit Notes total open-ended questionnaire scores among the four conditions. This analysis was done for the Visit Notes, but not for the clinical trial, because for the Visit Notes, the distribution of the medians for the four conditions showed a steady trend in the expected direction.

Results

Table 2 shows results of the experiment and characteristics of the participants.
Table 2. Characteristics of participants

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group</th>
<th></th>
<th></th>
<th></th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Original</td>
<td>Dictionary</td>
<td>Vocabulary</td>
<td>Coherent</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td>17 (85)</td>
<td>15 (75)</td>
<td>17 (85)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>5 (25)</td>
<td>3 (15)</td>
<td>3 (15)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>12 (60)</td>
<td>10 (50)</td>
<td>12 (60)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&lt;30</td>
<td></td>
<td>4 (20)</td>
<td>2 (10)</td>
<td>2 (10)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>30–39</td>
<td></td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>40–49</td>
<td></td>
<td>5 (25)</td>
<td>5 (25)</td>
<td>7 (35)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>50–65</td>
<td></td>
<td>12 (60)</td>
<td>10 (50)</td>
<td>12 (60)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>&gt;65</td>
<td></td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Education level attained, n (%)</td>
<td></td>
<td>3 (15)</td>
<td>2 (10)</td>
<td>3 (15)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>High school</td>
<td></td>
<td>18 (95)</td>
<td>17 (94)</td>
<td>17 (94)</td>
<td>19 (95)</td>
</tr>
<tr>
<td>College degree</td>
<td></td>
<td>1 (5)</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Master’s</td>
<td></td>
<td>12 (60)</td>
<td>10 (50)</td>
<td>12 (60)</td>
<td>12 (60)</td>
</tr>
<tr>
<td>&gt;Master’s</td>
<td></td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Degree type a, n (%)</td>
<td></td>
<td>1.5 (1.0–3.0)</td>
<td>2.0 (1.0–2.0)</td>
<td>2.0 (1.0–2.0)</td>
<td>2.0 (2.0–3.0)</td>
</tr>
<tr>
<td>Biomedical knowledge</td>
<td></td>
<td>18 (95)</td>
<td>17 (94)</td>
<td>17 (94)</td>
<td>19 (95)</td>
</tr>
<tr>
<td>Diabetic knowledge</td>
<td></td>
<td>2.0 (1.0–3.0)</td>
<td>2.0 (1.8–3.0)</td>
<td>2.0 (2.0–3.3)</td>
<td>3.0 (2.0–3.3)</td>
</tr>
</tbody>
</table>

a Of highest earned degree.

Number of Original Text Propositions Recalled

The effect of the version on the number of the original text propositions recalled was assessed separately for each document type, clinical trial and Visit Notes alike. Both document types showed insignificant differences between the Original and Dictionary conditions ($P = .65$, $P = .48$, respectively). The two conditions were combined for the subsequent analysis.

For the clinical trial text, the effect of the condition was not significant in any of the comparisons, suggesting no differences in recall, despite the varying levels of support ($P = .84$). For the Visit Note, however, we found a significant difference in the median total propositions recalled between the Coherent and the (Original + Dictionary) conditions ($P = .04$). This suggests that participants in the Coherent condition recalled more of the original Visit Notes content than did participants in the Original and the Dictionary conditions combined. No comparisons involving the Vocabulary condition were significant. Median, IQR, and range for the number of propositions recalled for each document type are presented in Table 3.
### Table 3. Total propositions recalled

<table>
<thead>
<tr>
<th>Document type and condition</th>
<th>n</th>
<th>Median</th>
<th>IQR(^a)</th>
<th>Range</th>
<th>Contrast</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical trial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>20</td>
<td>8.5</td>
<td>6.75–12.25</td>
<td>4–21</td>
<td>O(^b) vs D(^c)</td>
<td>.63</td>
</tr>
<tr>
<td>Dictionary</td>
<td>20</td>
<td>9.0</td>
<td>7.0–13.25</td>
<td>5–23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined (O(^b) + D(^c))</td>
<td>40</td>
<td>9.0</td>
<td>7.0–13.0</td>
<td>4–23</td>
<td>Kruskal-Wallis</td>
<td>.84</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>20</td>
<td>10.0</td>
<td>6.75–12.25</td>
<td>2–18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherent</td>
<td>20</td>
<td>10.5</td>
<td>7.75–13.5</td>
<td>4–18</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Visit Notes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>20</td>
<td>17.5</td>
<td>14.0–21.25</td>
<td>9–39</td>
<td>O(^b) vs D(^c)</td>
<td>.48</td>
</tr>
<tr>
<td>Dictionary</td>
<td>20</td>
<td>20.0</td>
<td>16.5–23.25</td>
<td>4–41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined (O(^b) + D(^c))</td>
<td>40</td>
<td>19.0</td>
<td>15.0–22.0</td>
<td>4–41</td>
<td>O(^b) + D(^c) vs V(^d)</td>
<td>.36(^e)</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>20</td>
<td>22.5</td>
<td>15.75–32.75</td>
<td>5–50</td>
<td>V(^d) vs C(^f)</td>
<td>.62(^e)</td>
</tr>
<tr>
<td>Coherent</td>
<td>20</td>
<td>25.5</td>
<td>20.5–33.25</td>
<td>13–41</td>
<td>O(^b) + D(^c) vs C(^f)</td>
<td>.04(^e)</td>
</tr>
</tbody>
</table>

\(^a\) Interquartile range.  
\(^b\) Original.  
\(^c\) Dictionary.  
\(^d\) Vocabulary.  
\(^e\) Holm adjusted P values for multiple comparisons.  
\(^f\) Coherent.

### Open-Ended Questionnaire Scores

This comparison involved the effect of the conditions on the open-ended questionnaire scores. For both text types, the initial Kruskal-Wallis comparison of the Original and Dictionary conditions was insignificant (clinical trial: \( P = .70 \), Visit Note: \( P = .36 \)), so the two conditions were combined. The analysis found no significant effect of the text version in any of the clinical trial comparisons (\( P = .86 \)). The effect of the text version for the Visit Notes also did not reach significance (\( P = .20 \)). Median, IQR, and range for the number of main ideas for each document type are presented in Table 4.

### Table 4. Open-ended questionnaire scores

<table>
<thead>
<tr>
<th>Document type and condition</th>
<th>N</th>
<th>Median</th>
<th>IQR(^a)</th>
<th>Range</th>
<th>Contrast</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical trial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>20</td>
<td>6.0</td>
<td>3.25–8.0</td>
<td>1–10</td>
<td>O(^b) vs D(^c)</td>
<td>.70</td>
</tr>
<tr>
<td>Dictionary</td>
<td>20</td>
<td>6.0</td>
<td>4.5–8.0</td>
<td>3–10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined (O(^b) + D(^c))</td>
<td>40</td>
<td>6.0</td>
<td>3.75–8.0</td>
<td>1–10</td>
<td>Kruskal-Wallis</td>
<td>.86</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>20</td>
<td>5.5</td>
<td>5.0–7.0</td>
<td>3–8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherent</td>
<td>20</td>
<td>6.0</td>
<td>4.25–6.0</td>
<td>3–9</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Visit Notes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>20</td>
<td>11</td>
<td>10.25–14.25</td>
<td>7–20</td>
<td>O(^b) vs D(^c)</td>
<td>.36</td>
</tr>
<tr>
<td>Dictionary</td>
<td>20</td>
<td>13.5</td>
<td>12.25–15.5</td>
<td>9–16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined (O(^b) + D(^c))</td>
<td>40</td>
<td>12.5</td>
<td>10.75–15.25</td>
<td>7–20</td>
<td>Kruskal-Wallis</td>
<td>.20</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>20</td>
<td>14.0</td>
<td>13.0–18.75</td>
<td>7–20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherent</td>
<td>20</td>
<td>15.0</td>
<td>14.25–15.0</td>
<td>10–18</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Interquartile range.  
\(^b\) Original.  
\(^c\) Dictionary.
Because the open-ended questionnaire was added to the study after the first half of the participants completed the study, the data sample was small, consisting of 10 participants per condition. We performed a post hoc power analysis for the test of differences between the four treatment conditions for Visit Notes open-ended questionnaire scores. With the assumption of normal data with means 11, 13.5, 14, and 15, which were the median values seen in the actual data, and overall standard deviation of 3.4, the post hoc power analysis indicated that we had only 57% power to find a difference with 10 participants per condition. To achieve adequate 80% power to detect a difference, under the normality assumption, we would have needed 16 participants per condition. Even though the data are nonnormal, they are only slightly skewed from normality, and this would only minimally increase the needed sample size for sufficient power. Median, IQR, and range for open-ended questionnaire scores for each document type are presented in Table 4.

### Number of Errors

The initial Kruskal-Wallis comparison of the Original and Dictionary conditions was insignificant (clinical trial: $P = .20$, Visit Notes: $P = .91$), so the two conditions were combined. The analysis found no significant differences, regardless of the document type. Median, IQR, and range for the number of errors for each document type are presented in Table 5.

#### Table 5. Total errors made

<table>
<thead>
<tr>
<th>Document type and condition</th>
<th>N</th>
<th>Median</th>
<th>IQR $^3$</th>
<th>Range</th>
<th>Contrast</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical trial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>10</td>
<td>1.5</td>
<td>0.75–3.0</td>
<td>0–5</td>
<td>$O^b$ vs $D^c$</td>
<td>.99</td>
</tr>
<tr>
<td>Dictionary</td>
<td>10</td>
<td>1.0</td>
<td>1.0–3.0</td>
<td>0–6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined ($O^b + D^c$)</td>
<td>20</td>
<td>1.0</td>
<td>1.0–3.0</td>
<td>0–6</td>
<td>Kruskal-Wallis</td>
<td>.47</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>10</td>
<td>2.0</td>
<td>1.0–2.0</td>
<td>0–3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherent</td>
<td>10</td>
<td>2.0</td>
<td>1.0–3.25</td>
<td>0–6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Visit Notes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>10</td>
<td>2.5</td>
<td>1.0–3.25</td>
<td>0–7</td>
<td>$O^b$ vs $D^c$</td>
<td>.91</td>
</tr>
<tr>
<td>Dictionary</td>
<td>10</td>
<td>2.0</td>
<td>2.0–4.0</td>
<td>0–4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined ($O^b + D^c$)</td>
<td>20</td>
<td>2.0</td>
<td>1.0–4.0</td>
<td>0–7</td>
<td>Kruskal-Wallis</td>
<td>.25</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>10</td>
<td>2.0</td>
<td>1.0–3.25</td>
<td>0–5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coherent</td>
<td>10</td>
<td>3.5</td>
<td>2.0–5.0</td>
<td>0–10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Interquartile range.

### Discussion

The results of this study expand our understanding of consumer difficulties with the technical language of medicine. Much research in this area has focused on terminology bridge solutions through technologies such as the Unified Medical Language System. Slaughter et al [36] looked at consonance of patient symptom expressions with nurses’ terminology in the medical record, but the goal of this research was to understand differences, not to measure incomprehension. Similarly, Hong et al [37] compared terminology in an electronic health record system with patient-friendly terms in the same system to find consonance between the two.

On a purely lexical basis, a translation from clinical to consumer language is appealing. Unfortunately, making complex clinical concepts clearer to laypeople requires more than a dictionary. The physician’s lack of time to explain concepts found in medical records was an often-cited criticism in the early literature concerning patient access to those records [8,11]. For this reason, two early studies built time and personnel resources into their design to avoid this problem. Golodetz et al [38] provided their psychiatric patient participants with at least one nursing staff member to help explain terminology. Fischbach et al [40] surveyed the depth of the problem by designing a study in which patients and providers collaborated on authorship of the medical record: 20 patients with mixed diagnoses were asked to initiate and formulate their own problem list, with four providers suggesting modifications; both parties then worked together to write continuation notes (symptoms, clinical findings, and assessments). Fischbach et al found that physicians’ prospective worries about the time required to effectively communicate were entirely justified; these coauthoring consultations took as much as 50% longer than traditional visits; but these researchers saw value in incorporating the patient perspective into the health care documentation process. Participation in the coauthorship process “helped to eliminate serious misconceptions on the part of the patients.” In fact, a new language of cooperation was described as emerging out of this dialogue: “[T]he requirement for collaborative writing, which necessitated constant negotiation and feedback, created a meld of medical jargon and layman’s slang into a mutually useful language” (p 3). [40].

What do the results of this study tell us? We present here our original hypotheses:
H1: Readers’ comprehension of a text enhanced by providing standard, off-the-shelf dictionary definitions will not be significantly greater than their comprehension of the original text.

As expected, there was no difference in comprehension (as measured by the recall, answers to open-ended questions, or the number of errors) between the Original and Dictionary conditions. Comprehension was measured by the participants’ recall, their answers to open-ended questions, and the number of errors they made.

This supports the contention of Zeng and Tse [16] that the simple provision of a dictionary does not improve reader comprehension. However, it is important to remember that the dictionary is only a vehicle by which vocabulary is transported; vocabulary is the real problem, not the dictionary itself. Dictionary definitions may indeed be simple, clear, and likely to help the user; for the medical words we reviewed, however, the typical consumer dictionary was found to be extremely useless. For example, the National Library of Medicine’s consumer health website, MedlinePlus, is a portal intended explicitly for laypeople and not for health care professionals or researchers; among its licensed resources is the Merriam-Webster Medical Dictionary. This dictionary’s definition for acetaminophen reads as follows:

*a crystalline compound C8H9NO2*that is a hydroxy derivative of acetaldehyde and is used in chemical synthesis and in medicine instead of aspirin to relieve pain and fever—called also paracetamol; see liquorice, panadol, tylelon [41]

Readers who does not know what acetaminophen is are unlikely to be assisted by this information.

H2: Readers’ comprehension of a vocabulary-enhanced text will be significantly greater than in the Original and Dictionary conditions combined.

This hypothesis was not supported. A specifically contextualized vocabulary developed for the purposes of this text did not improve comprehension, as assessed by any of the three comprehension measures. The lack of positive effect of a carefully constructed, clear vocabulary is counterintuitive. This result may be attributable to our choice of very complex medical texts for the study. The conceptual density of these texts may have created coherence gaps that were too large to be ameliorated by vocabulary definitions.

H3: Readers’ comprehension of a text with improved coherence will be significantly greater than in the Original plus Dictionary condition.

This hypothesis is partially supported, for the Visit Notes document but not for the clinical trial document. The $P$ value for the Visit Notes in the Coherent condition compared with the Original plus Dictionary conditions is significant at .04. For this particular hypothesis, then, the researcher’s glass is half empty and half full. Many cognitive studies in other fields have shown that coherence is a factor affecting comprehension. Our results show that this is true for the Visit Notes document, a particularly impressive finding because, as discussed above, improving coherence of this document required making an already long text even longer—while the original Visit Notes document was 326 words long, the version with enhanced coherence totaled 1219 words. Despite this fourfold increase in length, the more coherent document still managed to hold the participants’ attention. Examples showing the difference between a participant with high recall in the Coherent condition and one with a low recall with the Original text condition appear in Textboxes 4 and 5. Each example is a description of the cardiac problems remembered from the Visit Notes.

For the clinical trial document, however, this is still not a promising result. While the median recall was increased from 9.0 to 10.5 propositions in the Coherent condition over the Original and Dictionary conditions, the error rate remained the same in the Coherent condition as in the other conditions; that is, no matter what was done to the text, the number of errors remained constant. The clinical trial document, then, was apparently simply so difficult, and so short, that nothing was able to make it easier to read.

H4: Readers’ comprehension of the Coherent condition will be significantly greater than in the Vocabulary condition.

This hypothesis was rendered irrelevant by the overall lack of significant comprehension improvement in the Vocabulary condition. Our expectation had been that both the Vocabulary and the Coherent conditions would improve comprehension compared with the Original and Dictionary conditions, with the gain being greater for the Coherent conditions. In this study, however, the improvement was observed only for the Coherent condition (and then only for the Visit Notes text).

Textbox 4. Excerpt of Visit Notes Text About Cardiac Problems Composed by Participant 28 Showing High Recall of Propositions [total of 43] in the Coherent Condition

<table>
<thead>
<tr>
<th>Heart:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The blood vessels are tightening as the result of a build up of cholesterol.</td>
</tr>
<tr>
<td>2. The patients heart beats irregularly</td>
</tr>
<tr>
<td>3. The patient has a pacemaker device to help control the hearts beat, this works by sending an electric pulse when the patients heart gets off beat.</td>
</tr>
<tr>
<td>4. There is a particular weakness in the left ventricle of the patient’s heart.</td>
</tr>
<tr>
<td>5. The patient is on blood thinners to reduce the risks of clotting which are a special threat for patients having suffered a heart attack, such as this patient.</td>
</tr>
</tbody>
</table>

Limitations
This study has limitations that may restrict the generalizability of its results. These include its small size (80 participants) and the educational background of the research participants: 90% were college graduates. This educational background, however, does allow us to make the suggestion that people with less education could have performed even more poorly. Additionally, our conclusions may be confounded by the fact that we tested only one clinical trial and only one Visit Notes document. It is difficult to say, for example, whether a clinical trial involving rheumatoid arthritis and Visit Notes involving pregnancy would have evoked different readability responses in our participants.

Conclusion and Future Directions
We conclude by reviewing the findings of this study and examining their implications for future work. The practical significance of this study lies in showing the full extent of the difficulty and labor intensiveness of improving comprehension of clinical documents. This work explores cognitive characteristics of the reader–text match that show why commonly attempted solutions—lowering readability scores and providing dictionary definitions—are not sufficient. It also points to strategies for intervention that merit future research attention. Much research effort could be directed at (1) identifying aspects of coherence that are particularly relevant for comprehending complex medical texts, and (2) seeking automatic tools that can aid in document revision. Statistically, we have shown that improving coherence of typical clinical documents has a small effect on consumer comprehension, but this task is not scalable with automated solutions and would be impractical with manual solutions. Perhaps a promise of automation scalability lies in an iterative hybrid approach, where automated textual analysis for coherence is followed by manual editing, which is then rechecked with an automated tool. While automatic text editing is still a matter of the distance future, validated automated tools capable of distinguishing between high- and low-coherence versions of textual documents do exist [26]. Unfortunately, while an automated approach is well fitted for analyzing indices of local coherence, such as argument overlap, it is not capable of assessing many aspects of global coherence, such as the appropriateness of topic sentences and the background information level. In the case of knowledge-rich texts, such as medical documents, increasing local coherence alone is likely to be insufficient. Further research is needed using texts from more diverse clinical domains and more heterogeneous participants, including actual patients.

Second, it is interesting that the coherence-enhanced Visit Notes document was able to hold readers’ attention despite the fact that increasing coherence almost quadrupled the size of the document. This finding has implications not only for coherence, but also for text construction itself. It may be the narrative format that allows lay readers to form a more coherent story. Thinking of the medical record as narrative is a well-established trope in the medical humanities; Epstein, for example, writing about the development of genetics, points to the importance of the physician as writer: “a chronicler of bodily events and systematic narrator of particular phenomena in a particular context” [42]. Kennedy points to the “case...as the predominant form of medical narrative” and argues that it cannot be understood “aside from its involvement with literary discourse” [43]. Recent work on illness narratives constructed from diaries—written by both nurses [44] and patients [45]—reveals that narrative structure assists participants in health care in sense-making—constructing a coherent account of the illness. In fact, considered in this light, the 30-year-old study by Fischbach et al [40] may have been as much about narrative as it was about medical record co-construction.

Finally, our results suggest that given the difficulty of engineering comprehensibility of clinical text, the most useful informatics tools will be those that can support the physicians, nurses, and patient educators tasked with making clinical information understandable to patients. These health care professionals use a repetitive cycle of explaining concepts, asking questions to ensure that patients comprehend, and explaining again. If the attainment of coherence is the end result of an iterative process, no single instance of a static document will solve the coherence problem.
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Abstract

Background: Personal health records (PHRs) remain a relatively new technology and concept in practice even though they have been discussed in the literature for more than 50 years. There is no consensus on the definition of a PHR or PHR system even within the professional societies of health information technology.

Objective: Our objective was to analyze and classify the opinions of health information professionals regarding the definitions of the PHR.

Method: Q methodology was used to explore the concept of the PHR. A total of 50 Q-statements were selected and rated by 45 P-samples consisting of health information professionals. We analyzed the resulting data by using Q methodology-specific software and SPSS.

Result: We selected five types of health information professionals’ opinions: type I, public interest centered; type II, health information standardization centered; type III, health consumer centered; type IV, health information security centered; and type V, health consumer convenience centered. The Q-statements with the highest levels of agreement were as follows: (1) the PHR is the lifetime record of personal health information, (2) the PHR is the representation of health 2.0, and (3) security is the most important requirement of the PHR. The most disagreed-with Q-statements were (1) the PHR is a paper-based system, and (2) it is most effective to carry the PHR information in USB storage.

Conclusion: Health information professionals agree that PHRs should be lifetime records, that they will be useful as more information is stored electronically, and that data security is paramount. To maximize the benefits of PHR, activation strategies should be developed and extended across disciplines and professionals so that patients begin to receive the benefits associate with using PHRs.

(J Med Internet Res 2011;13(4):e105) doi:10.2196/jmir.1781
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Introduction

Recently, personal health records (PHRs) have been receiving increased attention from both the information and communications technology industry and academia as tools for consolidating, recording, and self-managing personal health information, as well as enabling self-efficacy, or the ability of patients to manage their own health. In the United States, PHRs such as Epic’s MyChart, Dossia, and Microsoft’s HealthVault that allow users to manage all of their health information in a single application are gaining many satisfied users, and many health care organizations have also built PHRs internally. According to the California Health Association’s research, 1 out of 14 Americans use PHRs, and the number has doubled in the past 2 years. Also, a majority of the users are of high-income demographic status, and they tend to be younger than those who do not use PHRs. However, low-income and older patients are also increasingly adopting PHRs, as are those with chronic illnesses [1]. This may be because the system provides benefits for health management regardless of income or age. In one survey, two out of three responders expressed concerns about the security and privacy of their health information, but responders’ concerns were reduced after experiencing the many benefits of PHRs. Additionally, it is predicted that the quality of life may even increase and the cost of health care will fall as PHRs become more widely used [2]. The primary participants in the PHR industry can be divided into service providers (such as the medical, health management, and information technology industries), consumers who use PHR services, and central and local governments that support the development and advance of the technology. To realize the goals of PHRs, the perspectives of all these participants need to be considered and fairly reflected [3].

The Healthcare Information Management and Systems Society has defined PHRs as follows [4]:

An electronic Personal Health Record (“PHR”) is a universally accessible, layperson comprehensible, lifelong tool for managing relevant health information, promoting health maintenance and assisting with chronic disease management via an interactive, common data set of electronic health information and e-health tools. The ePHR is owned, managed, and shared by the individual or his or her legal proxy(s) and must be secure to protect the privacy and confidentiality of the health information it contains. It is not a legal record unless so defined and is subject to various legal limitations.

The Medical Library Association/National Library of Medicine Joint Electronic Personal Health Record Task Force also examined the state of PHRs in an extensive review in 2010. After examining various existing definitions, they provide the following working definition [5]:

Electronic personal health record (PHR): a private, secure application through which an individual may access, manage, and share his or her health information. The PHR can include information that is entered by the consumer and/or data from other sources such as pharmacies, labs, and health care providers. The PHR may or may not include information from the electronic health record (EHR) that is maintained by the health care provider and is not synonymous with the EHR. PHR sponsors include vendors who may or may not charge a fee, health care organizations such as hospitals, health insurance companies, or employers.

We recently published a systematic review on the history and trends of PHR research [6]. To assess the research efforts concerning the PHR to date, we searched the literature on research involving PHRs and have summarized the results, as well as describing how the topics assessed have evolved over time. For the search strategy, we queried PubMed, which returned 695 results. Through one-by-one analysis, we removed the results with the acronym PHR but with different definitions. In the end, we analyzed a total of 229 articles. The first appearance of PHR in an academic journal was in Germany in 1969—“Personal record linkage,” in Methods of Information in Medicine Supplement. However, forms were, of course, not computerized at that time, so the early literature on the PHR refers to a simple collection of paper. In other words, the PHR in a historical context was a simple collection of notes containing information on one’s health, and early studies of PHRs focused on such paper records. The shift to patient-centeredness was found afterward, and the “P” for personal in PHR was frequently used as an acronym for patient in the 1990s. Also, the phrase personally controlled health records strongly expresses the rights of control over one’s personal records. A similar but not identical example of the use of P as an acronym for parent was published in 1993, in the phrase parent-held record. The PHR started to be accepted as a separate concept from the electronic medical record (EMR) with the use of phrases such as personal medical record (1995) and computer-generated patient-held medical record (1996). The distinction between digitized and paper records in the medical field began when computerized records became the standard, and the word electronic was added to PHR in order to distinguish it from past paper records. In the middle of the 21st century, as the discussion of electronic health records (EHRs) became increasingly common, the term personal was added to EHR. This is also the period when the phrases personal health application, personal health information, personal health folder, and personal health record books came into use. As privacy and security were stressed, PHR sometimes referred to protected health records.

Even though the beginning of PHR research goes as far back as the 1960s, it was followed by a period of little endeavor. In the 1960s, several studies of PHRs per year were published, and this trend remained consistent until the early 2000s, when the number rapidly increased. This trend is the result of the emergence of the patient-centered care paradigm and the acknowledgment of the PHR as an important means of patient safety and eHealth because the electronic PHR can be accessed digitally from anywhere and at anytime. Additionally, the advance of Internet and information technology has enabled various enhancements of PHR functionality and expansion of applications.
In 229 articles, we analyzed the research participants, methods, and target diseases of 172 articles with abstracts in this previously published study [6]. The effects of the PHR on disease and health management were the most frequent research topics, followed by the required features of the PHR. Additionally, some studies dealt with application analysis in public health, which was initially deemed a crucial function of the PHR. As the history of the PHR is relatively short, several articles addressed the predictions regarding the future direction and the implications of PHRs. Naturally, the PHR literature overlaps at times with that around EHRs and EMRs, and few articles have made an effort to clearly delineate their differences. Given the nature of PHRs, privacy and security issues are included frequently.

The most frequently used method for PHR research was the survey method. The second most frequently used method was to analyze and test the PHR, where the focus of the studies was to investigate the various perspectives of PHR users through interviews and focus groups. In terms of the PHR being a newly developed record of health management, there were studies on recommending the initial developmental directions. A large portion fell under the "other" category because there exists a large number of varied approaches in studying PHR, which reflects the absence of a unified approach.

As such, the understanding of PHRs may differ depending on the unique perspective of each academic institution, industry, and related field. Thus, there may still be a lack of consensus in understanding what a PHR is, both conceptually and as it can be practically instantiated. This suggests that the meaning of the PHR might benefit from study, with special focus on the expert opinions from those who are actively researching and developing PHRs. An accurate understanding of the perspective of PHR experts may be valuable in considering the developmental directions and potential utility of PHRs.

In studying a new concept with an incomplete definition, such as the PHR, it is important to conduct investigative research, but it is also necessary to try to describe the subject phenomenon from a unique perspective. William Stephenson suggested Q methodology as a means of dialectically composing the tradition of opposition methodologies such as quantitative and qualitative research, objectivity and subjectivity research, explanation and understanding methods, naturalism and humanism, and positivism and antipositivism [7]. PHRs are at a stage of development and consensus establishment. This makes PHRs a suitable application for Q methodology, as its primary objectives are exploring new and unfamiliar phenomena and those that require further development. Through categorical analysis of PHR experts’ opinions using this method, this research considers the future understanding of PHRs, as well as its current utility and further developmental directions.

Methods

Step 1: Selection of the Q-Sample

Q methodology is a research method used to study people’s “subjectivity”—that is, their viewpoints [8]. To study participants’ subjectivity, Q methodology uses self-referencing statements (Q-samples), which refer to phrases that project the responders’ emotions or expectations instead of facts. A group of such phrases is referred to as a Q-population, and it is obtained through literature surveys and interviews regarding the research protocol. Hundreds of Q-populations are sampled by means of a literature survey and interviews, and Q-samples are selected by random and systematic sampling methods. In its first stage, this study sampled Q-populations regarding the PHR. Initially, broad literature surveys were used to collect diverse definitions and descriptions of PHRs, followed by consolidation of similar meanings and expressions. Excluding slight differences in expressions and word arrangements, the number of specific arrangements of words in definitions of PHRs available in the published literature is finite. This signifies mostly common opinions among scholars and experts regarding the major concepts. Among the available PHR Q-samples, we selected 50 Q-statements, which we divided into 5 categories: (1) characteristics, (2) functionality, (3) form, (4) requirements, and (5) business model. We selected these statements to ensure accuracy, maximize comprehensiveness, and include a variety of accurate positive, negative, and neutral statements. As a result, the Q-statements used herein consisted of 13 characteristic statements, 11 functionality statements, 11 form statements, 7 requirement statements, and 8 business model statements.

Step 2: Selection of the Person-Sample

Because Q methodology deals with differences in individual perspectives on relative importance, and not differences between individuals themselves, the number of person-samples (P-samples) included is not restricted. Rather, our research protocol is based on the small-sample doctrine [9]. Thompson [10] stated that opinions are best assessed through the following 5 groups: (1) those with special interest, (2) those who can judge and provide dispassionate interest, (3) those with authorities and expertise, (4) those with general interest but no special expertise, and, finally, (5) those who are uninterested and/or uninterested. The current stage of the research is not focused on all PHR users, but on the following 3 categories among the Thompson schemata who represented the P-samples: (1) special interest: PHR development executives and staff, research staff of PHR development projects; (2) authorities and experts: medical and health informatics professors, doctors, and nurses; and (3) class interests: medical and health informatics graduate students. We asked the Korean Society of Medical Informatics, which is the representative and the largest group for this professional discipline, to recommend experts for this domain, and we then invited those experts to participate voluntarily. Snowball sampling and personal contacts through professional networking were also used to reinforce the invitation of experts to form the valid P-samples. The institutional review board of the principal author’s university reviewed and approved the research, and informed consent was collected from the participants.

Step 3: Q-Sorting

The Q-sorting stage of Q methodology requires researchers to arrange the P-sample statements into distributions according to individual degrees of agreement. In the present study, this
consisted of arranging the 50 Q-sample statements into priority groups with limits on how many statements can belong to each group, starting from the highest degree of agreement to the lowest. Statistically normal distribution was used as a forced distribution to specify the limits on the priority groups (Table 1). Q-samples in Q methodology represent a portion of subjective human opinion, and thus require a systematic forced distribution of the relative importance of statements instead of using an individual scoring system. The research was conducted from June 14 to 30, 2010, and the data were collected by individual interviews with P-samples, which included explanations of the objectives and methods of the research. In Q methodology, the participants are asked to provide further descriptions of the 2 statements with the largest opposing degree of agreement to aid further in Q-factor interpretation. This was included in the explanation during the interview, and investigative analysis was conducted accordingly.

Table 1. Distribution of Q-sorting

<table>
<thead>
<tr>
<th>Score</th>
<th>Agree</th>
<th>Neutral</th>
<th>Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Q-samples</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

\[ N (total \text{ number of Q-samples}) = 50. \]

Statistical Analysis

Q methodology analysis is conducted through special software packages such as PCQ for Windows (PCQ Software, Portland, OR, USA), which we used in the present research (Figure 1). Figure 2 and Figure 3 show representative data layouts. In addition, we used SPSS version 19.0 (IBM Corporation, Somers, NY, USA) to reinforce the data interpretation.

Figure 1. PCQ for Windows.
Figure 2. Sample data entry layout for Q-sample items (English translation of items in Multimedia Appendix 1) in PCQ for Windows.

Figure 3. Sample data entry layout for the Q-sort data in PCQ for Windows.
Results

General Characteristics of Participants
We chose 45 participants for the study: 29 male and 16 female. Fields of expertise included 22 medical experts (9 doctors and 13 nurses) and 23 nonmedical experts (informatics engineering, computer engineering, genetics engineering, library and information science, etc). The average age of participants was 36.9 years (12 in their 20s, 16 in their 30s, 12 in their 40s, and 5 in their 50s).

Categorization of Experts’ Opinions Regarding PHR According to Importance
Data were collected and analyzed using factor analysis in PCQ for Windows and SPSS 19.0. We used 45 Q-sorts as variables. The correlation coefficient was calculated and the correlation matrix was analyzed. In factor extraction, a larger-than-expected number of 18 factors had eigenvalues higher than 1 and, as it was impossible to apply these factors to factor rotation, extraction was based on the number of factors that was meaningful. The standards for selecting the number of factors were determined by inspecting the scree plot, which graphs the eigenvalue against the factor number for areas of sudden decrease in eigenvalues. Additionally, to determine the number logically, we compared and analyzed the results from setting the factor number to 5, 6, or 10, and we finally determined that the appropriate number was 5. The method used for factor extraction was principle component analysis, and the method of rotation was based on the results of processing through varimax rotation with Kaiser normalization repeated seven times. The resulting total variance of the 5 factors was 41.4%. On the basis of these analyses, we categorized expert opinions regarding PHR into 5 types (Table 2). The concepts that make up these 5 causes were organized and interpreted based on abduction—deriving a hypothesis from the observed facts—and descriptive processes.

Table 2. Personal health record statements with the strongest agreement and disagreement

<table>
<thead>
<tr>
<th>Item number</th>
<th>Statement</th>
<th>Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strongest agreement statements (+5)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>It is a lifetime health record of an individual</td>
<td>15</td>
</tr>
<tr>
<td>29</td>
<td>It is a realization of health 2.0 with the participation of clinical consumers</td>
<td>7</td>
</tr>
<tr>
<td>36</td>
<td>Its security is of utmost importance</td>
<td>7</td>
</tr>
<tr>
<td>33</td>
<td>It requires the protection of privacy regulation</td>
<td>6</td>
</tr>
<tr>
<td>34</td>
<td>It needs to be accessible anytime, anywhere</td>
<td>6</td>
</tr>
<tr>
<td>35</td>
<td>Its standardization is crucial</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>It is possible to exchange data among a variety of medical institutions</td>
<td>4</td>
</tr>
<tr>
<td><strong>Strongest disagreement statements (–5)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>It is paper based</td>
<td>29</td>
</tr>
<tr>
<td>50</td>
<td>It is most effective to store it in portable USB memory sticks</td>
<td>8</td>
</tr>
<tr>
<td>24</td>
<td>It is not a legal document</td>
<td>6</td>
</tr>
<tr>
<td>39</td>
<td>It requires accreditation by the government</td>
<td>6</td>
</tr>
</tbody>
</table>

Type I: Public Interest Centered
The eigenvalue of type I was 6.5 and the variance percentage was 14.6%; 15 participants belonged to this group. This group considered the PHR to be a lifetime health record of an individual, that it requires the protection of privacy regulation, and that security is of the utmost importance. Paper-based and USB stick-based portability received low ratings, and whether the document is a legal document was questioned. Additionally, this group perceived the business model, in which the users pay a monthly fee, as impractical. In other words, this group regarded legislation and security as of the highest priority, and objected to models in which a significant burden was placed on individual users.

Type II: Health Information Standardization Centered
The eigenvalue of type II was 3.4 and the variance percentage was 7.5%; 7 participants belonged to this group. The group also agreed that the PHR should be a lifetime health record of an individual, and considered the standardization of the PHR crucial. This group also viewed the idea of paper- or USB stick-based portable PHRs unfavorably, in addition to having negative opinions regarding data exchange among a variety of medical institutions. In other words, they considered the one main functionality of the PHR to be information exchange, and because this is currently not realized, standardization needs to be an early focus of development.

Type III: Health Consumer Centered
The eigenvalue of type III was 2.9 and the variance percentage was 6.6%; 9 participants belonged to this group. This group considered the PHR to be a realization of health 2.0 with the participation of clinical consumers, and strongly sided with consumerism. This group did not consider the completeness of information, nor accreditation by the government, to be a high priority. Similar to the other groups, they did not favor the paper-based PHR, nor a business model based on advertisement revenue.
**Type IV: Health Information Security Centered**

The eigenvalue of type IV was 2.9 and the variance percentage of 6.5%; 7 participants belonged to this group. The group considered the PHR to be a lifetime health record of an individual that requires stringent security, but disagreed that it is not a legal document and should not be paper based. This concept of the PHR shows a similarity with type I, but with a lower rank.

**Type V: Health Consumer Convenience Centered**

The eigenvalue of type V was 2.7 with a variance percentage of 6.0%; 7 participants were included in this group. This group considered the PHR to be a realization of health 2.0 with the participation of clinical consumers, and they felt strongly that the PHR needs to be accessible anytime, anywhere. However, this group was similar to type IV, in that the group questioned whether accreditation by the government was crucial, and questioned the effectiveness of paper- or USB stick-based portability.

**Consensus Regarding the Important Characteristics of PHR**

The mixed research method of qualitative analysis along with quantitative methods, such as Q methodology, does not place great importance on the frequency, but rather on the weight, of meaning or relative relationships of the subject phenomena. In other words, a statement by itself has a meaning, but it also gains another meaning when relative comparison is made with other statements [11]. Therefore, the focus is not on how frequently the statement has been agreed upon, but rather on consolidating the statements that participants can commonly agree upon. Ultimately, current expert opinion of the PHR possesses the primary characteristics presented in Table 2.

**Discussion**

We found that there was broad agreement that the PHR should be a lifetime health record of an individual, and it primarily requires the participation of clinical consumers. Respondents felt that other approaches, such as placing the PHR on a USB, and requiring consumers to pay a monthly fee were less likely to be practical. As expected, the different groups had differing perspectives regarding which aspects of the PHR need attention most urgently, with the largest group focusing on public interests and smaller groups focusing on a health information-centered approach, a consumer-centered approach, security as the central concern, and consumer convenience as the primary issue.

The Q methodology used in this research highlights specific behaviors in a group or quantifies the minority groups, thereby reflecting the general behavior of a larger group by studying a fraction of the group. We hypothesized that many aspects of the PHR would be divided into diverse groups and aimed to extract the primary concepts. According to Brown, the Q-sort of 50 statements applied to 45 participants and in cause analysis with a characteristic coefficient larger than 1 are both sufficient for drawing a conclusion [9]. On analysis, the topic of discussion is the categorization of opinion types among the experts. This means that these types must be considered primary concepts with regard to user uptake and use in future research on and industrialization of PHR. Because of the nature of Q methodology, this research does not assert that the result is statistically proven, which would require additional research. The 5 types extracted in this research are not statistically confirmed but are identified as impressionistic conclusions. Other research employing Q methodology discusses similar points [12]. The types of expert opinions regarding PHR identified in this study require further supplementation and proof through research efforts with a separate methodology.

**Conclusions**

The PHR, which is appropriately receiving close attention from the medical and information technology industries, is likely to be widely adopted soon by large numbers of clinical consumers in developed countries. For the PHR to be efficiently used by the general public, an initial understanding of future developers’ and users’ opinions and preferences is required. Simultaneously, an accurate understanding and categorical analysis of opinions of those experts who lead the development and growth of PHR will be valuable to its adoption and expansion. In this research, we used Q methodology to categorize expert opinions on PHR. We identified 5 categories of perspectives centered on public interest, health information standardization, the health consumer, health information security, and health consumer convenience. Clearly, these are all important domains of the PHR that deserve attention. The medical industry should be developing detailed strategies for product development that address all these dimensions in order to win the support of people from all 5 perspectives. If PHRs are to achieve their considerable potential for improving health, they will need to contain sufficient content to be attractive to consumers, address their main concerns about areas such as security, and at the same time be based on business models that are successful in the long term. The domains that we identified are all going to continue to be important, but they will also evolve over time as PHRs evolve and grow more sophisticated.

The exact shape of future information technology applications is impossible to predict. Nonetheless, the PHR appears to be certain to have a key place at the table, since it will allow individuals to increase the quality of their lives by managing their own health information, a central point on which our participants agreed. The accurate understanding and categorical analysis of opinions of those experts who lead the development and growth of PHR presented in this study should inform the adoption and expansion of the PHR, thus ensuring its widespread uptake and clinical success.

**Acknowledgments**

This work was supported by the National Research Foundation of Korea(NRF) grant funded by the Korea government(MEST)(2011-0018261). The authors appreciate the enormous support for data collection and management effort of...
Ms Kyungsun Lee, who is studying for a Master’s degree in Nursing Informatics at the College of Nursing, Seoul National University.

Conflicts of Interest
None declared

Multimedia Appendix 1
PHR Q-samples.

[PDF File (Adobe PDF File), 15KB - jmir_v13i4e105_app1.pdf]

References

Abbreviations
EHR: electronic health record
EMR: electronic medical record
PHR: personal health record
Original Paper

Anxiety Online—A Virtual Clinic: Preliminary Outcomes Following Completion of Five Fully Automated Treatment Programs for Anxiety Disorders and Symptoms

Britt Klein1,2,3, DPsych (Clinical); Denny Meyer1,2,3, DBL; David William Austin1,2,3, PhD; Michael Kyrios1,2,3, PhD

1National eTherapy Centre, Faculty of Life and Social Sciences, Swinburne University, Melbourne, Australia
2Brain and Psychological Sciences Research Centre, Faculty of Life and Social Sciences, Swinburne University, Melbourne, Australia
3eTherapy Research Unit, Faculty of Life and Social Sciences, Swinburne University, Melbourne, Australia

Corresponding Author:
Britt Klein, DPsych (Clinical)
National eTherapy Centre
Faculty of Life and Social Sciences
Swinburne University
Mail H99
PO Box 218, Hawthorn
Melbourne, 3122
Australia
Phone: 61 392148851
Fax: 61 392145260
Email: bklein@swin.edu.au

Abstract

Background: The development of e-mental health interventions to treat or prevent mental illness and to enhance wellbeing has risen rapidly over the past decade. This development assists the public in sidestepping some of the obstacles that are often encountered when trying to access traditional face-to-face mental health care services.

Objective: The objective of our study was to investigate the posttreatment effectiveness of five fully automated self-help cognitive behavior e-therapy programs for generalized anxiety disorder (GAD), panic disorder with or without agoraphobia (PD/A), obsessive–compulsive disorder (OCD), posttraumatic stress disorder (PTSD), and social anxiety disorder (SAD) offered to the international public via Anxiety Online, an open-access full-service virtual psychology clinic for anxiety disorders.

Methods: We used a naturalistic participant choice, quasi-experimental design to evaluate each of the five Anxiety Online fully automated self-help e-therapy programs. Participants were required to have at least subclinical levels of one of the anxiety disorders to be offered the associated disorder-specific fully automated self-help e-therapy program. These programs are offered free of charge via Anxiety Online.

Results: A total of 225 people self-selected one of the five e-therapy programs (GAD, n = 88; SAD, n = 50; PD/A, n = 40; PTSD, n = 30; OCD, n = 17) and completed their 12-week posttreatment assessment. Significant improvements were found on 21/25 measures across the five fully automated self-help programs. At postassessment we observed significant reductions on all five anxiety disorder clinical disorder severity ratings (Cohen d range 0.72–1.22), increased confidence in managing one’s own mental health care (Cohen d range 0.70–1.17), and decreases in the total number of clinical diagnoses (except for the PD/A program, where a positive trend was found) (Cohen d range 0.45–1.08). In addition, we found significant improvements in quality of life for the GAD, OCD, PTSD, and SAD e-therapy programs (Cohen d range 0.11–0.96) and significant reductions relating to general psychological distress levels for the GAD, PD/A, and PTSD e-therapy programs (Cohen d range 0.23–1.16). Overall, treatment satisfaction was good across all five e-therapy programs, and posttreatment assessment completers reported using their e-therapy program an average of 395.60 (SD 272.2) minutes over the 12-week treatment period.

Conclusions: Overall, all five fully automated self-help e-therapy programs appear to be delivering promising high-quality outcomes; however, the results require replication.

Introduction

Anxiety disorder is a generic term given to a group of specific disorders that are typically characterized by fear, worry, and phobic responses. The main anxiety disorder types are generalized anxiety disorder (GAD), panic disorder with or without agoraphobia (PD/A), obsessive–compulsive disorder (OCD), posttraumatic stress disorder (PTSD), and social anxiety disorder (SAD). These disorders are highly prevalent mental health conditions that have deleterious effects on a person’s life, including substantial personal, social, and occupational impairment, and are often associated with considerable comorbidity [1-4] resulting in significant economic costs for the individual and society. In the Australian National Mental Health Survey [2], only around one-third of those with an anxiety disorder (37.8%) reported making use of services over the previous 12 months for their mental health problems [5].

Cognitive behavior therapy (CBT) has been shown to be an effective treatment for GAD, PD/A, OCD, PTSD, and SAD. Face-to-face CBT for these anxiety disorders typically involves 60 to 90 minutes of treatment per week over 9–12 weeks, including psychoeducation, anxiety management (eg, relaxation techniques), cognitive and exposure therapy, and relapse prevention [6]. Nevertheless, this form of specialized treatment is unavailable to many of those affected due to a shortage of suitably qualified health care professionals (especially in regional and rural areas), fee-for-service costs, and the stigma attached to seeking a mental health professional [7,8].

The development of e-therapy or e-mental health interventions (delivery of mental health interventions and services via information and communication technologies) has grown exponentially over the past decade, and is one way of delivering CBT that overcomes the commonly cited obstacles to treatment provision [9]. There are now hundreds of e-mental health interventions designed to treat or prevent mental illness and to enhance well-being. A helpful practitioner and consumer resource that provides information and quality ratings for over 180 e-physical health and e-mental health interventions can be accessed via Beacon [10], an online portal to eHealth interventions [11].

The most common type of e-mental health intervention is the Internet- or Web-based intervention or e-therapy (see [12]). E-Therapy programs can be broadly categorized as being self-help or therapist-assisted, and hundreds have been evaluated across a range of mental health disorders and symptoms, including panic disorder (eg, [13,14]), SAD (eg, [15]), PTSD and symptoms (eg, [8,16,17]), anxiety prevention (eg, [18,19]), depression and depressive symptoms (eg, [20-24]), insomnia (eg, [25]), and alcohol issues (eg, [26]). Additionally, therapist-assisted e-therapy treatment programs have been found to be as effective as best-practice face-to-face therapy [13,27].

Numerous reviews [28-30] and meta-analyses (eg, [31,32]) attest to the general effectiveness of e-therapies based on validated therapeutic models such as CBT.

Although hundreds of e-therapy programs have been developed, the vast majority are generally accessible only via participation in research trials. In addition, most of the programs developed are singular offerings rather than broad-based virtual clinics offering multiple services. However, several groups offer an array of e-therapy programs contained within a single platform, such as e-hub [33], eCentreClinic [34], and Anxiety Online [35]. e-hub, operating through the Australian National University, Canberra, Australia, provides a variety of open-access self-help programs for mental health and well-being, such as MoodGYM, BluePages, BlueBoard, and e-couch [36], to the worldwide public. However, these e-mental health programs were largely designed to prevent ill health, rather than to treat clinical populations, and online therapist assistance is not offered (although BlueBoard, an Internet support group facility, includes human moderators who oversee consumer postings and appropriate online behaviors). On the other hand, the eCentreClinic, operating through Macquarie University, Sydney, Australia, offers a range of self-help and therapist-assisted e-therapy treatment programs for the anxiety disorders and depression. However, access is restricted to participation in research trials, opened only to the Australian public and at different times during the year.

Anxiety Online, operating through the National eTherapy Centre at Swinburne University of Technology, and funded by the Australian Government Department of Health and Aging, provides to the international public a full-service, open-access, virtual psychology clinic for anxiety disorders. More specifically, Anxiety Online comprises four major components: (1) an open-access psychoeducational website that provides information about Anxiety Online, anxiety disorders (symptoms, prevalence, how and where they are treated), links to useful resources, and an entry/registration point for consumers, health care practitioners, and administrators, (2) a freely available online psychological assessment and referral system (e-PASS) that assesses the person for symptoms associated with 21 disorders in the Diagnostic and Statistical Manual of Mental Disorders: DSM-IV-TR, 4th edition, text revision (DSM-IV-TR) [37] (ie, PD/A, agoraphobia without history of panic disorder, SAD, specific phobia, GAD, PTSD, OCD, depression, anorexia nervosa, bulimia nervosa, binge eating disorder, somatization, body dysmorphic disorder, pathological gambling, insomnia, hypomnia, alcohol dependence, and substance dependence—cannabis, opioids, sedatives, and stimulants), (3) five interactive, fully automated, 12-module self-help or therapist-assisted (via email) e-therapy treatment programs for GAD, PD/A, PTSD, OCD, and SAD, and (4) online e-therapist/CBT training programs and a health care practitioner portal.
Before commencing work as an e-therapist at the National eTherapy Centre, all prospective therapists are provided online e-therapy and CBT training and must pass a competency-based assessment (see [38] for more details). Many of the Anxiety Online e-therapists are postgraduate psychology students from various Australian universities who are undertaking an e-therapy psychological internship or placement. At a minimum, all have provisional registration as a psychologist. Anxiety Online also provides health care professionals worldwide (eg, general practitioners, psychologists, social workers, mental health nurses, aboriginal health workers, and psychiatrists) free access to the Anxiety Online programs (visit [39] to register).

Anxiety Online was launched for the international public in October 2009. This paper reports on the pre- to posttreatment outcome results for the completers of the five fully automated self-help treatment programs from October 2009 to April 2011. The goal of the Anxiety Online service is to increase access to mental health services by reducing the common obstacles and to provide consumers with choice in regard to treatment, as is the case for real-world settings. Therefore, we used a naturalistic design to evaluate the mental health treatment outcomes. The primary treatment outcome measure was the anxiety disorder severity ratings, with secondary outcome measures relating to general psychological distress levels, total number of DSM-IV-TR [37] diagnoses, confidence in managing one’s own mental health care, and quality of life. We expected that after completing one of the five Anxiety Online treatment programs, participants would show decreases in their anxiety disorder severity rating, general psychological distress levels, and the total number of mental health diagnoses at posttreatment, as well as improvements in confidence in managing their own mental health care and quality of life.

Methods

Participants and Flow

Anxiety Online is an open-access website platform. We recruit participants via periodic Facebook advertisements, referral links on other mental health websites, use of local and national media, and presentations and brochure mail-outs to health care practitioners and consumer groups.

When visiting Anxiety Online, participants wanting to undertake e-PASS are first required to register and consent to the Anxiety Online terms and conditions [40]. After providing consent, participants are taken to e-PASS, which is the gateway to the fully automated self-help and therapist-assisted treatment programs. e-PASS was designed to ensure that all participants were offered an appropriate e-therapy treatment program based on their reported symptoms, as well as a way to help them identify whether they are experiencing difficulties within a range of psychological symptoms and disorders. In addition to addressing 21 DSM-IV-TR [37] disorders, a variety of demographic and personal information (eg, whether they are currently accessing mental health treatment) is recorded.

The key inclusion criteria for access to the treatment programs are being 18 years of age or older, completing e-PASS, and having either a subclinical or clinical diagnosis of at least one of GAD, PD/A, OCD, PTSD, or SAD. From October 2009 until April 2011, there were 7140 legitimate e-PASS pretreatment completions. The Anxiety Online data file initially contained 7245 completed pretreatment e-PASS administrations; however, 105 were removed (ie, 81 reported being under 18 years of age; and 24 were identified as health care professionals or researchers not interested in using Anxiety Online for their own personal purposes). From the 7140 e-PASS pretreatment completers, 168 did not have any disorder or symptoms and an additional 593 did not have a clinical or subclinical diagnosis of GAD, PD/A, OCD, PTSD, or SAD, for which Anxiety Online has treatment programs. This left 6379 consumers being offered an Anxiety Online treatment program. From this, 2660 elected to start a program and 3719 elected not to. The overall Anxiety Online e-therapy program acceptance rate was therefore 42% (2660/6379). It is important to note, however, that only 2986 of 6379 participants had an anxiety disorder as their primary diagnosis and, therefore, 89% (2660/2986) of participants with a primary anxiety disorder elected to commence one of the e-therapy programs. This is important because e-PASS strongly encourages participants, via their e-PASS feedback report, to seek treatment for their primary condition first.

Of the 2660 who started an e-therapy program, 75 elected to take the therapist-assisted version (due to the small numbers, these data are not presented in this paper). Of the remaining 2585, at time of data analyses 350 of the participants in the fully automated self-help program were still in progress; thus, the total number of participants who had completed their 12-week treatment period was 2235. From this sample, 832 commenced GAD Online, 406 commenced Panic Stop!, 168 commenced OCD Stop!, 227 commenced PTSD Online, and 602 commenced SAD Online. Anxiety Online also collects e-PASS data from registered program users every year for 5 years, and this follow-up data will be reported in due course. The procedures for reporting of the Anxiety Online data were approved by the Swinburne University Human Research Ethics Committee. Trial registration was obtained retrospectively because Anxiety Online is an ongoing open-access mental health service rather than a pure research trial. The program automatically collects consumer data regarding treatment outcomes via e-PASS and therefore differs from the traditional trial study design that has a clear start and end date.

Measures

Assessment included an online automated self-report clinical interview (e-PASS) assessing for 21 DSM-IV-TR [37] disorders, plus several other online questionnaires at pre- or posttreatment, or both.

Online Psychological Assessment and Referral System

e-PASS (B Klein, DPsych (Clinical), unpublished data, September 2010) is an online self-report diagnostic tool that assesses for 21 DSM-IV-TR [37] disorders and serves as the gateway into the fully automated self-help and therapist-assisted treatment programs. Although e-PASS can be completed over several sittings, it must be completed within a 24-hour period. e-PASS is automated and consists of over 540 items directly using the criteria specified in the DSM-IV-TR [37]. In addition to addressing 21 DSM-IV-TR [37] disorders, a variety of
demographic (and personal) questions are asked, as well as several screening items (eg, suicide, distorted thinking). It also checks for whether medical conditions and substance affects may better account for reported symptoms. For those who report suicidal ideation or distorted thinking patterns, e-PASS strongly recommends that the test taker cease completing e-PASS and contact a more appropriate service (referral sources are provided).

e-PASS is a complicated system, using both a categorical and dimensional approach to diagnosis, as well as branching logic and algorithmic scoring rules to minimize the number of irrelevant items presented, and is sensitive to other possible causes for symptoms being reported (eg, medical conditions). As a result, the number and types of items presented differ depending on the symptoms being endorsed and this, in turn, affects the feedback provided to the participant via the comprehensive personalized report generated on completion of e-PASS.

The e-PASS feedback report includes likely primary diagnosis, any likely secondary diagnoses (ranked according to number of symptoms and self-reported severity), and whether each likely diagnosis is within a clinical or subclinical range. Disorders in the subclinical range refer to those individuals who report most, but not all, of the required DSM-IV-TR criteria or, alternatively, report all of the necessary DSM-IV-TR criteria but provide low distress and interference ratings regarding their specific disorder symptoms. People with subclinical disorders are symptomatic (or subthreshold) but do not meet full DSM-IV-TR criteria for a clinical disorder. Disorders at the clinical level are further defined as mild, moderate, or severe, and participants are given hyperlinked or pop-up information explaining in plain language what each of these terms means. Likely clinical disorder severity ratings range from 0 (absence of any symptoms) to 8 (very severe clinical disorder) and constitute one of the main outcome variables for this study. Likely clinical disorder severity scores below 3.50 are given a subclinical label and rating. Feedback reports strongly recommend that consumers address their primary condition first, but ultimately what course of action or treatment participants undertake remains their choice (ie, Anxiety Online enables access to treatment programs for each consumer’s primary diagnosis and any secondary diagnoses). Participants are also provided with a summary of the symptoms for each condition they have, and qualifiers are provided where appropriate (eg, chronicity of PTSD). Consumers are also provided a recommended course of action and multiple referral options. As individuals remain completely free to choose whatever course of action they desire, within the confines of the symptoms reported, Anxiety Online is a participant choice-based system. Nevertheless, it also provides the participant with detailed and evidence-based guidance and recommendations.

e-PASS is undergoing psychometric validation and qualitative evaluation, and the pilot and preliminary data suggest it is an acceptable and valid diagnostic tool (B Klein, DPsych (Clinical), unpublished data, September 2010, [41]), although caution is still warranted until the full and detailed study is published. Basic community-based validation results also attest to its validity. Using the results from the current study, at posttreatment 64 participants reported that they sought confirmation of their e-PASS diagnoses with an external source (n = 33 with a psychologist, n = 16 with a medical doctor, n = 6 with a website, n = 4 with a counselor, n = 4 with a friend, and n = 1 with a book). The overall agreement rate was 95% (61/64). The three sources where agreement was not reached were a medical doctor (n = 1), a website (n = 1), and a friend (n = 1).

**Online Questions/Questionnaire: Self-Report**

Kessler-6 (K6) [42] is a brief 6-item self-report measure, using a Likert-type scale from 1 to 5, measuring nonspecific psychological distress over the last 30 days [42]. Scores range from 6 to 30, with higher scores indicating greater psychological distress. Normative data (G Andrews, MD, written communication, August 2010) suggest that scores between 6 and 11 indicate low distress levels (71.7% of the population); scores between 12 and 15 indicate moderate distress levels (16.6% of the population); scores between 16 and 19 indicate high distress levels (7.16% of the population); and scores between 20 and 30 indicate very high distress levels (2.5% of the population). The K6 has demonstrated strong psychometric properties (eg, [42,43]).

**Number of e-PASS diagnoses** is the total number of e-PASS diagnoses (at clinical and subclinical levels) as assessed by e-PASS at pre- and posttreatment assessment.

**Confidence in managing mental health** is a single-question self-report item asking participants to rate their overall level of self-confidence in managing their own mental health. Scores are anchored (1 = very poor, 2 = poor, 3 = neither poor nor good, 4 = good, 5 = very good), with higher scores indicating greater self-confidence.

**Quality of life** is a single-item self-report question asking participants to rate their overall quality of life. Scores are anchored (1 = very poor, 2 = poor, 3 = neither poor nor good, 4 = good, 5 = very good), with higher scores indicating a higher quality of life.

The two e-Therapy treatment satisfaction questions ask participants to rate (1) how satisfied they were with the e-therapy program, using a scale from 1 (not at all) to 5 (very highly), and (2) how much they liked the e-therapy treatment program, using a scale of 0 (not at all), 2 (a little), 4 (somewhat), 6 (quite a lot), and 8 (very much so) at posttreatment.

**Design**

The five fully automated self-help e-therapy treatment programs were trialed using a pre- to posttreatment quasi-experimental (participant choice) naturalistic design. The five programs all have a similar structure and look. Each program addresses a particular anxiety disorder (ie, GAD Online treats GAD, Panic Stop! treats PD/A, OCD Stop! treats OCD, PTSD Online treats PTSD, and SAD Online treats SAD) Each program is based on well-established CBT principles and protocols and was reviewed by national and international experts. In addition, all programs were subjected to rigorous technical and consumer usability testing prior to launch.
After completing the e-therapy program (at the end of week 12), participants who had not opted out were sent automated emails asking them to complete their posttreatment assessment questions and e-PASS. Several reminder emails were sent out over a 3-week period to those who had not completed the posttreatment assessment in a timely manner.

Statistical Procedures, Analyses, and Evaluation of Treatment Effects

After multivariate analysis of variance (MANOVA) tests showed no significant attrition bias, treatment effects from pre- to postassessments were evaluated separately for each of the five fully automated self-help e-therapy treatment programs, using a repeated measures MANOVA for the five treatment outcome variables (i.e., clinical disorder severity rating, K6 scores, number of diagnoses, confidence in managing one’s own mental health care, and quality of life). Follow-up analysis of variance (ANOVA) tests were then conducted for the programs with significant results. Normality and homogeneity assumptions were supported by the data and effect sizes were established using Cohen’s [44] classification scheme (small effect = 0.20, medium effect = 0.50, and large effect = 0.80). The 95% confidence intervals for the expected program changes are also presented. In addition, the e-therapy treatment satisfaction results are presented. We used SPSS version 19 for Windows (IBM Corporation, Somers, NY, USA) to analyze all data.

Attrition

The overall completion rate, for the purposes of this study, was defined as the number of participants who started a program and completed the 12-week posttreatment assessment (postassessment completion rate of 10.1% [225/2235], or 89.9% attrition rate). However, true attrition, as defined by those participants who opted out or dropped out of a program after commencement, was much lower at just 4% (97/2235). The bulk of participants (n = 1913) were those who commenced a program, did not opt or drop out, and did not complete their posttreatment assessment. In this situation the most reliable measure of attrition probably ignores this group, producing an attrition rate of 30.1% (225/7235 = 69.9% completed). As Figure 1 shows, the attrition rates for the five treatment programs were fairly similar when this attrition measure was used (31% for GAD, 23% for Panic Stop!, 37% for OCD Stop!, 21% for PTSD and, 35% for SAD).

These data clearly illustrate the inherent completion difficulties facing e-mental health evaluation research using open-access research designs. It is therefore necessary to check for attrition bias using robust statistical techniques (e.g., [45,46]). In cases where attrition bias is not found to be significant, the use of completer analysis is considered a legitimate and accurate means to analyze the data. However, in cases where significant attrition bias is found, the more conservative intention-to-treat method should be applied. Below we present two methods of checking for attrition bias, although either one is sufficient.
Figure 1. Recruitment flow (AO = Anxiety Online, e-PASS is an online psychological assessment system, GAD = generalized anxiety disorder, HCP = health care professional, OCD = obsessive–compulsive disorder, PTSD = posttraumatic stress disorder, SAD = social anxiety disorder).
Methods for Checking for Attrition Bias

We used two methods to check for attrition bias. The first method was initially proposed by Heckman [45]. In this approach, nominal logistic regression is used to predict the probability that each participant will complete the posttreatment assessment using a variety of pretreatment assessment and demographic measures. The Mills ratio is then produced using the ratio of the normal probability and cumulative distribution function for the residuals (1 minus the predicted probability for posttreatment assessment completion). This Mills ratio is then included as a covariate in a multivariate general linear model to determine the effect of the program on the posttreatment minus pretreatment changes in the outcome measures. If the Mills ratio is not significant, it indicates that the responses for those who did complete the posttreatment assessment are indicative of what could be expected for those who did not complete the posttreatment assessment; in other words, there is no attrition bias.

The second approach has been used by authors such as Rubin [46] to allow for propensity subclassification. In this study, propensity is the estimated probability of attrition developed using the nominal logistic regression procedure. In this study, we used the quartiles for this estimated probability to create subclassifications on which a multivariate general linear model is used to test for main effects and an interaction effect between the programs and the attrition propensity quartile effects. If no significant interaction effect and no significant quartile effect are found, it means that the program effects are similar across quartiles, suggesting that there is no significant attrition bias.

Check For Attrition Bias

We found nine pretreatment demographic variables to be significantly associated with attrition. As indicated in Table 1, both types of attrition (e-therapy program completed but no posttreatment assessment, and genuine attrition as defined by formally dropping out or opting out during treatment) were considered in this analysis. The results suggest that those who completed the posttreatment e-PASS tended to differ from the participants who did not in the following ways. It was more likely that on average the completers sought online assistance with the prime objective of finding a self-help program; were married or cohabiting with their partner; were not a homemaker, on a disability pension, or unemployed; were living in a regional area; were more likely to say that they had adequate support; were more likely to say that they learned by reading; had a lower pretreatment K6 score; had a higher age; and had fewer disorders diagnosed at pretreatment assessment. These differences made it necessary for special tests for attrition bias to be performed. These tests showed that none of the attrition-linked variables was associated with changes in the outcome variables, thereby confirming that there was no attrition bias.
Table 1. Predictor analysis for attrition categories

<table>
<thead>
<tr>
<th>Variable</th>
<th>Attrition category</th>
<th>Test of association</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No attrition: 12-week treatment period</td>
<td>χ² = 14.6</td>
</tr>
<tr>
<td></td>
<td>completed and posttreatment assessment</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>(n = 225)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Opted out (n = 97)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12-week treatment period completed but not</td>
<td></td>
</tr>
<tr>
<td></td>
<td>posttreatment assessment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n = 1913)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>Reason for seeking online assistance</td>
<td>To complete one of the self-help programs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>66</td>
<td>149</td>
</tr>
<tr>
<td>Marital status</td>
<td>Married</td>
<td>χ² = 32.3</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>Single</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Cohabiting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>35</td>
</tr>
<tr>
<td>Employment status</td>
<td>Full-time</td>
<td>χ² = 31.6</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>Part-time</td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>Home, disability, or unemployed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Retired</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>26</td>
</tr>
<tr>
<td>Residential setting</td>
<td>Metropolitan</td>
<td>χ² = 12.3</td>
</tr>
<tr>
<td></td>
<td>62</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>Regional</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Rural</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Remote</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adequate support</td>
<td>Yes</td>
<td>χ² = 8.2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>113</td>
</tr>
<tr>
<td>Preferred learning style</td>
<td>Hearing</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Reading</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>Looking</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Doing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>Mean SD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kessler-6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12.51</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of disorders diagnosed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.12</td>
<td></td>
</tr>
</tbody>
</table>

We used a nominal logistic regression analysis to predict the attrition category for all participants on the basis of the above nine variables. The estimated probability of completion for the posttreatment assessment was saved for each person who actually completed the posttreatment assessment.

Using the Heckman [45] approach, the Mills ratio for the 225 people who completed the posttreatment assessment was calculated as described above, and a MANOVA was run for the change in all the metric outcome variables to test for differences in the program effects while controlling for the Mills ratio. We found that the Mills ratio had no significant effect ($F_{9,207} = .686$, $p = ...$).
$P = .72$) and that there was no significant interaction between the program and the Mills ratio ($F_{36,840} = .854, P = .71$). This confirms that there is unlikely to be any attrition bias for any of the e-therapy programs.

Next, we used the propensity subclassification approach [46] to split the sample of the 225 participants who completed the posttreatment assessment into four groups. The groups were differentiated in terms of the likelihood of attrition using the quartiles for this estimated probability and were of similar size. Effectively this differentiation controls for the likelihood of attrition, allowing us to determine whether there is attrition bias. A 2-way MANOVA was run for the change in all the outcome variables allowing for an interaction effect between the attrition propensity quartiles and the programs. Neither the interaction effect nor the main effect for the attrition propensity quartiles was found to be significant ($F_{108,1845} = 1.078, P = .28; F_{27,597} = .810, P = .74$), confirming that there is unlikely to be any attrition bias for any of the programs.

In summary, both techniques for assessing attrition bias delivered nonsignificant findings and demonstrate that attrition bias was highly unlikely for all five of the e-therapy programs. Given this result, we analyzed the data for each of the five fully automated e-therapy anxiety disorder treatment programs using a completer analysis.

**Power Analysis**

Target sample size required was determined by GPower [47]. To achieve power of 80% (alpha = .05), 34 participants per e-therapy treatment group were required to detect a moderate effect size on the primary outcome measure (clinical severity rating). Three of the five e-therapy treatment program groups had >34 participants (GAD Online, n = 88; SAD Online, n = 50; Panic Stop!, n = 40); however, PTSD Online and OCD Stop! reached only 30 and 17, respectively, so these results should be interpreted with greater caution.

**Results**

**Participant Characteristics**

A total of 225 people met the inclusion criteria and completed both pre- and posttreatment assessments. Across the five e-therapy programs, 69 men participated (69/225 = 31%) with the average age of all participants being 42.1 (SD 12.5) years (men, mean 44.5, SD 13.4; women, mean 41.0, SD 12.0 years). The overwhelming majority of participants were Australian residents (215/225 = 95.6%).

Table 2 presents demographic information for each of the five e-therapy program groups.
<table>
<thead>
<tr>
<th>Demographic variable</th>
<th>GAD&lt;sup&gt;a&lt;/sup&gt; Online (n = 88)</th>
<th>Panic Stop! (n = 40)</th>
<th>OCD&lt;sup&gt;b&lt;/sup&gt; Stop! (n = 17)</th>
<th>PTSD&lt;sup&gt;c&lt;/sup&gt; Online (n = 30)</th>
<th>SAD&lt;sup&gt;d&lt;/sup&gt; Online (n = 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%  n</td>
<td>%  n</td>
<td>%  n</td>
<td>%  n</td>
<td>%  n</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>33% 29</td>
<td>40% 16</td>
<td>53% 9</td>
<td>13% 4</td>
<td>22% 11</td>
</tr>
<tr>
<td>Female</td>
<td>67% 59</td>
<td>60% 24</td>
<td>47% 8</td>
<td>87% 26</td>
<td>78% 39</td>
</tr>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24</td>
<td>8% 7</td>
<td>5% 2</td>
<td>6% 1</td>
<td>10% 3</td>
<td>10% 5</td>
</tr>
<tr>
<td>25–34</td>
<td>18% 16</td>
<td>20% 8</td>
<td>24% 4</td>
<td>23% 7</td>
<td>34% 17</td>
</tr>
<tr>
<td>35–44</td>
<td>27% 24</td>
<td>40% 16</td>
<td>41% 7</td>
<td>20% 6</td>
<td>20% 10</td>
</tr>
<tr>
<td>45–54</td>
<td>23% 20</td>
<td>20% 8</td>
<td>12% 2</td>
<td>30% 9</td>
<td>20% 10</td>
</tr>
<tr>
<td>55–64</td>
<td>21% 18</td>
<td>13% 5</td>
<td>18% 3</td>
<td>13% 4</td>
<td>10% 5</td>
</tr>
<tr>
<td>65–74</td>
<td>2% 2</td>
<td>3% 1</td>
<td>0% 0</td>
<td>3% 1</td>
<td>4% 2</td>
</tr>
<tr>
<td>75+</td>
<td>1% 1</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
<td>2% 1</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>19% 17</td>
<td>18% 7</td>
<td>24% 4</td>
<td>37% 11</td>
<td>32% 16</td>
</tr>
<tr>
<td>Married</td>
<td>51% 45</td>
<td>53% 21</td>
<td>41% 7</td>
<td>23% 7</td>
<td>32% 16</td>
</tr>
<tr>
<td>Cohabitating</td>
<td>17% 15</td>
<td>18% 7</td>
<td>24% 4</td>
<td>10% 3</td>
<td>20% 10</td>
</tr>
<tr>
<td>In a relationship but not living</td>
<td>7% 6</td>
<td>10% 4</td>
<td>0% 0</td>
<td>3% 1</td>
<td>8% 4</td>
</tr>
<tr>
<td>together</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated/divorced and not in a</td>
<td>5% 4</td>
<td>0% 0</td>
<td>12% 2</td>
<td>17% 5</td>
<td>6% 3</td>
</tr>
<tr>
<td>relationship</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed and not in a relationship</td>
<td>0% 0</td>
<td>3% 1</td>
<td>0% 0</td>
<td>10% 3</td>
<td>2% 1</td>
</tr>
<tr>
<td>Other</td>
<td>1% 1</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
</tr>
<tr>
<td><strong>Australian resident</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>97% 85</td>
<td>95% 38</td>
<td>94% 16</td>
<td>93% 28</td>
<td>96% 48</td>
</tr>
<tr>
<td>Residential setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>66% 58</td>
<td>58% 23</td>
<td>71% 12</td>
<td>50% 15</td>
<td>62% 31</td>
</tr>
<tr>
<td>Regional</td>
<td>25% 22</td>
<td>30% 12</td>
<td>24% 4</td>
<td>37% 11</td>
<td>24% 12</td>
</tr>
<tr>
<td>Rural</td>
<td>9% 8</td>
<td>13% 5</td>
<td>6% 1</td>
<td>13% 4</td>
<td>14% 7</td>
</tr>
<tr>
<td>Remote</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
</tr>
<tr>
<td><strong>Secondary education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not complete primary school</td>
<td>1% 1</td>
<td>0% 0</td>
<td>0% 0</td>
<td>3% 1</td>
<td>0% 0</td>
</tr>
<tr>
<td>Completed primary school</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
<td>0% 0</td>
</tr>
<tr>
<td>Completed secondary up to year 9</td>
<td>1% 1</td>
<td>3% 1</td>
<td>0% 0</td>
<td>7% 2</td>
<td>4% 2</td>
</tr>
<tr>
<td>Completed secondary year 10</td>
<td>10% 9</td>
<td>15% 6</td>
<td>0% 0</td>
<td>13% 4</td>
<td>14% 7</td>
</tr>
<tr>
<td>Completed secondary year 11</td>
<td>5% 4</td>
<td>5% 2</td>
<td>0% 0</td>
<td>10% 3</td>
<td>8% 4</td>
</tr>
<tr>
<td>Completed secondary year 12</td>
<td>83% 73</td>
<td>78% 31</td>
<td>100% 17</td>
<td>67% 20</td>
<td>74% 37</td>
</tr>
<tr>
<td><strong>Highest level of tertiary education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>8% 7</td>
<td>25% 10</td>
<td>6% 1</td>
<td>17% 5</td>
<td>12% 6</td>
</tr>
<tr>
<td>Apprenticeship/trade</td>
<td>1% 1</td>
<td>8% 3</td>
<td>0% 0</td>
<td>3% 1</td>
<td>4% 2</td>
</tr>
<tr>
<td>Other certificate</td>
<td>2% 2</td>
<td>3% 1</td>
<td>0% 0</td>
<td>27% 8</td>
<td>12% 6</td>
</tr>
<tr>
<td>Diploma</td>
<td>11% 10</td>
<td>3% 1</td>
<td>6% 1</td>
<td>17% 5</td>
<td>8% 4</td>
</tr>
<tr>
<td>Current undergraduate</td>
<td>11% 10</td>
<td>10% 4</td>
<td>0% 0</td>
<td>3% 1</td>
<td>10% 5</td>
</tr>
</tbody>
</table>
### Demographic variable

<table>
<thead>
<tr>
<th></th>
<th>GAD&lt;sup&gt;a&lt;/sup&gt; Online (n = 88)</th>
<th>Panic Stop! (n = 40)</th>
<th>OCD&lt;sup&gt;b&lt;/sup&gt; Stop! (n = 17)</th>
<th>PTSD&lt;sup&gt;c&lt;/sup&gt; Online (n = 30)</th>
<th>SAD&lt;sup&gt;d&lt;/sup&gt; Online (n = 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>Completed undergraduate</td>
<td>36</td>
<td>32</td>
<td>9</td>
<td>53</td>
<td>9</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>28</td>
<td>25</td>
<td>11</td>
<td>35</td>
<td>6</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Employment status

<table>
<thead>
<tr>
<th>Employment status</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed full-time</td>
<td>36</td>
<td>32</td>
<td>40</td>
<td>16</td>
<td>47</td>
<td>8</td>
<td>30</td>
<td>9</td>
<td>30</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed part-time/casual</td>
<td>26</td>
<td>23</td>
<td>35</td>
<td>14</td>
<td>29</td>
<td>5</td>
<td>23</td>
<td>7</td>
<td>14</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home duties</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>3</td>
<td>14</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disability support</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>17</td>
<td>5</td>
<td>20</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>16</td>
<td>14</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>4</td>
<td>12</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Currently taking an antidepressant or benzodiazepine medication?

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>26</td>
<td>23</td>
<td>35</td>
<td>14</td>
<td>23</td>
<td>4</td>
<td>30</td>
<td>9</td>
<td>12</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Currently receiving mental health assistance?

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>42</td>
<td>37</td>
<td>50</td>
<td>20</td>
<td>41</td>
<td>7</td>
<td>57</td>
<td>17</td>
<td>22</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Diagnosed physical health condition?

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>40</td>
<td>35</td>
<td>33</td>
<td>13</td>
<td>35</td>
<td>6</td>
<td>47</td>
<td>14</td>
<td>36</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Stage of change

| Stage of change                             | % | n  | % | n  | % | n  | % | n  | % | n  | % | n  | % | n  | % | n  |
|---------------------------------------------|---|----|---|----|---|----|---|----|---|----|---|----|---|----|---|----|---|----|
| Not interested or no need at this time       | 0  | 0  | 3  | 1  | 0  | 0  | 0  | 0  | 0  | 0  |
| Neither here nor there                       | 0  | 0  | 3  | 1  | 0  | 0  | 10 | 3  | 6  | 3  |
| Prepared to take action                      | 57 | 50 | 43 | 17 | 59 | 10 | 53 | 16 | 48 | 24 |
| Already making changes                       | 39 | 34 | 33 | 13 | 35 | 6  | 30 | 9  | 34 | 17 |
| Relapsed and looking for additional assistance | 5  | 4  | 20 | 8  | 6  | 1  | 7  | 2  | 12 | 6  |

### Do you feel you have an adequate level of social support or enjoyment in social/community activities?

<table>
<thead>
<tr>
<th></th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>42</td>
<td>37</td>
<td>70</td>
<td>28</td>
<td>65</td>
<td>11</td>
<td>57</td>
<td>17</td>
<td>40</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Preferred learning style

<table>
<thead>
<tr>
<th>Learning style</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hearing</td>
<td>5</td>
<td>4</td>
<td>15</td>
<td>6</td>
<td>18</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>40</td>
<td>35</td>
<td>38</td>
<td>15</td>
<td>29</td>
<td>5</td>
<td>33</td>
<td>10</td>
<td>34</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Looking/watching</td>
<td>10</td>
<td>9</td>
<td>15</td>
<td>6</td>
<td>12</td>
<td>2</td>
<td>13</td>
<td>4</td>
<td>16</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doing</td>
<td>46</td>
<td>40</td>
<td>33</td>
<td>13</td>
<td>41</td>
<td>7</td>
<td>53</td>
<td>16</td>
<td>38</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Generalized anxiety disorder.<br><sup>b</sup> Obsessive–compulsive disorder.<br><sup>c</sup> Posttraumatic stress disorder.<br><sup>d</sup> Social anxiety disorder.

### Treatment Outcomes

The number, means, standard deviations, F scores, P values, Cohen d, and confidence intervals for the five key dependent variables (per e-therapy program group) at the two assessment periods are shown in Table 3.
Table 3. Pre- and posttreatment assessment by Anxiety Online e-therapy treatment program group for posttreatment completers

<table>
<thead>
<tr>
<th>Variable by e-therapy program disorder type</th>
<th>n</th>
<th>Mean</th>
<th>SD</th>
<th>$F_{1,n-1}$</th>
<th>$P$ value</th>
<th>Cohen d (within groups)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GAD</strong> Online</td>
<td>88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD CDSR pre</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD CDSR post</td>
<td>1.82</td>
<td>1.6</td>
<td></td>
<td>64.97</td>
<td>&lt;.001</td>
<td>1.22</td>
<td>1.1 to 1.8</td>
</tr>
<tr>
<td>K6 pre</td>
<td>16.64</td>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K6 post</td>
<td>13.65</td>
<td>4.2</td>
<td></td>
<td>58.70</td>
<td>&lt;.001</td>
<td>1.16</td>
<td>2.2 to 3.8</td>
</tr>
<tr>
<td>Disorder number pre</td>
<td>4.24</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorder number post</td>
<td>3.17</td>
<td>1.9</td>
<td></td>
<td>34.45</td>
<td>&lt;.001</td>
<td>0.89</td>
<td>0.7 to 1.4</td>
</tr>
<tr>
<td>Confidence pre</td>
<td>3.12</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence post</td>
<td>3.63</td>
<td>0.8</td>
<td></td>
<td>25.18</td>
<td>&lt;.001</td>
<td>0.77</td>
<td>–0.7 to –0.3</td>
</tr>
<tr>
<td>Quality of life pre</td>
<td>3.37</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life post</td>
<td>3.59</td>
<td>0.8</td>
<td></td>
<td>5.67</td>
<td>.02</td>
<td>0.36</td>
<td>–0.4 to –0.04</td>
</tr>
<tr>
<td><strong>Panic Stop!</strong></td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD CDSR pre</td>
<td>1.63</td>
<td>2.2</td>
<td></td>
<td>24.44</td>
<td>&lt;.001</td>
<td>1.12</td>
<td>0.9 to 2.1</td>
</tr>
<tr>
<td>PD CDSR post</td>
<td>15.18</td>
<td>4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K6 pre</td>
<td>13.43</td>
<td>4.9</td>
<td></td>
<td>12.79</td>
<td>.001</td>
<td>0.81</td>
<td>0.8 to 2.7</td>
</tr>
<tr>
<td>Disorder number pre</td>
<td>4.60</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorder number post</td>
<td>3.97</td>
<td>2.6</td>
<td></td>
<td>3.92</td>
<td>.055</td>
<td>0.45</td>
<td>–0.01 to 1.3</td>
</tr>
<tr>
<td>Confidence pre</td>
<td>3.03</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence post</td>
<td>3.48</td>
<td>0.9</td>
<td></td>
<td>11.32</td>
<td>.002</td>
<td>0.75</td>
<td>–0.7 to –0.2</td>
</tr>
<tr>
<td>Quality of life pre</td>
<td>3.55</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life post</td>
<td>3.60</td>
<td>1.0</td>
<td></td>
<td>0.50</td>
<td>.62</td>
<td>0.11</td>
<td>–0.3 to 0.2</td>
</tr>
<tr>
<td><strong>OCD</strong> Stop!</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD CDSR pre</td>
<td>2.33</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD CDSR post</td>
<td>1.52</td>
<td>1.8</td>
<td></td>
<td>4.95</td>
<td>.04</td>
<td>0.83</td>
<td>0.04 to 1.6</td>
</tr>
<tr>
<td>K6 pre</td>
<td>14.06</td>
<td>6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K6 post</td>
<td>13.47</td>
<td>6.6</td>
<td></td>
<td>0.45</td>
<td>.51</td>
<td>0.23</td>
<td>–1.3 to 2.5</td>
</tr>
<tr>
<td>Disorder number pre</td>
<td>3.29</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disorder number post</td>
<td>2.12</td>
<td>1.3</td>
<td></td>
<td>9.79</td>
<td>.006</td>
<td>1.08</td>
<td>0.4 to 2.0</td>
</tr>
<tr>
<td>Confidence pre</td>
<td>3.18</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence post</td>
<td>3.76</td>
<td>0.9</td>
<td></td>
<td>11.59</td>
<td>.004</td>
<td>1.17</td>
<td>–1.0 to –0.2</td>
</tr>
<tr>
<td>Quality of life pre</td>
<td>3.71</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life post</td>
<td>4.00</td>
<td>1.1</td>
<td></td>
<td>6.67</td>
<td>.02</td>
<td>0.87</td>
<td>–0.5 to –0.1</td>
</tr>
<tr>
<td><strong>PTSD</strong> Online</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTSD CDSR pre</td>
<td>3.17</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTSD CDSR post</td>
<td>1.98</td>
<td>1.8</td>
<td></td>
<td>6.71</td>
<td>.02</td>
<td>0.72</td>
<td>0.3 to 2.1</td>
</tr>
<tr>
<td>K6 pre</td>
<td>18.53</td>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K6 post</td>
<td>14.20</td>
<td>5.7</td>
<td></td>
<td>13.54</td>
<td>.001</td>
<td>0.95</td>
<td>1.9 to 6.7</td>
</tr>
<tr>
<td>Disorder number pre</td>
<td>5.33</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For the GAD Online program a repeated measures MANOVA revealed a significant multivariate time effect for the e-PASS severity rating, K6, e-PASS total, quality-of-life, and confidence outcome measures ($F_{5,83} = 19.92, P < .001$). Follow-up repeated measures ANOVAs revealed significant improvements on all five variables. Three of the five treatment outcome variables produced large effect sizes, with one medium effect size and one small effect size (see Table 3).

For the Panic Stop! program a repeated measures MANOVA with these variables revealed a significant multivariate time effect ($F_{5,25} = 4.89, P = .003$). Follow-up repeated measures ANOVAs revealed significant improvements on all five variables. Four of these outcome variables produced large effect sizes with one medium effect size (see Table 3).

For the PTSD Online program a repeated measures MANOVA with these variables revealed a significant multivariate time effect ($F_{5,25} = 4.89, P = .003$). Follow-up repeated measures ANOVAs revealed significant improvements on all five variables. Four of these outcome variables produced large effect sizes with one medium effect size (see Table 3).

For the SAD Online program, a repeated measures MANOVA revealed a significant multivariate time effect for these variables ($F_{5,45} = 5.14, P = .001$). Follow-up repeated measures ANOVAs

| Variable by e-therapy program disorder type | n  | Mean | SD  | $F_{1,n-1}$ | $P$ value | Cohen d (within groups) | 95% CI | a |
|---------------------------------------------|----|------|-----|-------------|-----------|-------------------------|--------|
| Disorder number post                        | 50 | 4.00 | 2.9 | 10.55       | .003      | 0.85                    | 0.5 to 2.2 |
| Confidence pre                              | 3.03 | 0.9 | 2.97 | 18.08 | <.001 | 1.08 | −1.2 to −0.4 |
| Confidence post                             | 3.83 | 0.9 | 2.97 | 14.17 | .001 | 0.96 | −0.8 to −0.2 |
| Quality of life pre                         | 3.50 | 0.9 | 2.97 | 14.17 | .001 | 0.96 | −0.8 to −0.2 |
| Quality of life post                        | 3.50 | 0.9 | 2.97 | 14.17 | .001 | 0.96 | −0.8 to −0.2 |

| SAD Online Program                         |    | 3.10 | 1.7 | 2.0 | 20.0 | 16.73 | .001 | 0.4 to 1.3 |
| SAD CDRS pre                               |    | 15.30 | 5.3 | 14.26 | 4.9 | 2.42 | .13 | 0.31 | −3 to 2.4 |
| K6 pre                                    |    | 15.30 | 5.3 | 14.26 | 4.9 | 2.42 | .13 | 0.31 | −3 to 2.4 |
| K6 post                                   |    | 15.30 | 5.3 | 14.26 | 4.9 | 2.42 | .13 | 0.31 | −3 to 2.4 |
| Disorder number pre                        |    | 3.74 | 2.3 | 6.33 | .02 | 0.50 | 0.1 to 1.0 |
| Disorder number post                       |    | 3.74 | 2.3 | 6.33 | .02 | 0.50 | 0.1 to 1.0 |
| Confidence pre                             |    | 3.44 | 0.9 | 13.13 | .001 | 0.70 | −0.8 to −0.2 |
| Confidence post                            |    | 3.24 | 0.9 | 13.13 | .001 | 0.70 | −0.8 to −0.2 |
| Quality of life pre                        |    | 3.52 | 0.9 | 6.84 | .01 | 0.51 | −0.5 to −0.1 |
| Quality of life post                       |    | 3.52 | 0.9 | 6.84 | .01 | 0.51 | −0.5 to −0.1 |

a Confidence interval (mean difference).
b Generalized anxiety disorder.
c e-PASS (online psychological assessment and referral system) clinical disorder severity rating, range 0–8.
d pre = preassessment.
e post = postassessment.
f Kessler6, range 6–30.
g Disorder number = number of disorders assessed by e-PASS, range 0–21.
i Quality-of-life ratings range 1–5.
j Panic disorder.
k Obsessive–compulsive disorder.
l Posttraumatic stress disorder.
m Social anxiety disorder.

**GAD Online Program**

For the GAD Online program a repeated measures MANOVA revealed a significant multivariate time effect for the e-PASS severity rating, K6, e-PASS total, quality-of-life, and confidence outcome measures ($F_{5,83} = 19.92, P < .001$). Follow-up repeated measures ANOVAs revealed significant improvements on all five variables. Three of the five treatment outcome variables produced large effect sizes, with one medium effect size and one small effect size (see Table 3).

**Panic Stop! Program**

For the Panic Stop! program a repeated measures MANOVA with these variables revealed a significant multivariate time effect ($F_{5,35} = 8.87, P < .001$). Follow-up repeated measures ANOVAs on three of the five variables revealed significant improvements on three variables. Two of these variables produced large effect sizes, with one medium effect size, one small effect size, and one very small (under .20) (see Table 3).

**OCD Stop! Program**

For the OCD Stop! program a repeated measures MANOVA with these variables revealed a significant multivariate time effect ($F_{5,12} = 4.21, P = .02$). Follow-up repeated measures ANOVAs revealed significant improvements on four of the five variables. Four of these variables produced large effect sizes with one small effect size (see Table 3).

**PTSD Online Program**

For the PTSD Online program a repeated measures MANOVA with these variables revealed a significant multivariate time effect ($F_{5,25} = 4.89, P = .003$). Follow-up repeated measures ANOVAs revealed significant improvements on all five variables. Four of these outcome variables produced large effect sizes with one medium effect size (see Table 3).

**SAD Online Program**

For the SAD Online program, a repeated measures MANOVA revealed a significant multivariate time effect for these variables ($F_{5,45} = 5.14, P = .001$). Follow-up repeated measures ANOVAs
revealed significant improvements on four of the five variables; however, only one of these variables produced a large effect size, with three medium effect sizes and one small effect size (see Table 3).

**e-Therapy Program Treatment Satisfaction and Time Spent using the e-Therapy Program**

Satisfaction with the e-therapy programs was rated as moderately high on average within all five groups (see Table 4), with the PTSD Online group obtaining the highest average score (3.73/5.00 = 74.6%). In terms of how much the participants liked their e-therapy program, average scores fell into the “somewhat” to “quite a lot” range, with the PTSD Online group likeability score the highest (5.67/8.00 = 70.9%). Chi-square tests indicated no significant differences between the five e-therapy program groups on the two e-therapy program satisfaction questions ($\chi^2_{16} = 12.8$, $P = .69$; $\chi^2_{16} = 16.3$, $P = .43$). Posttreatment assessment completers were also asked how much time they spent using their respective e-therapy programs over the 12 weeks. GAD Online participants reported the most amount of time and the OCD Stop! participants the least amount of time (see Table 4). An ANOVA indicated no significant differences between the five e-therapy program groups with respect to the amount of time in minutes spent using their program over the 12-week treatment period ($F_{4,220} = 0.176$, $P = .95$). The average total time in minutes across the five different e-therapy programs was 395.60 (SD 277.2) minutes or 6.59 hours over 12 weeks.

<table>
<thead>
<tr>
<th>Satisfaction and program usage variable</th>
<th>GAD² Online (n = 88)</th>
<th>Panic Stop! (n = 40)</th>
<th>OCD³ Stop! (n = 17)</th>
<th>PTSD² Online (n = 30)</th>
<th>SAD⁴ Online (n = 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>How satisfied are you with the online treatment program that you undertook?²</td>
<td>3.53</td>
<td>1.0</td>
<td>3.68</td>
<td>0.9</td>
<td>3.65</td>
</tr>
<tr>
<td>How much did you like the online program?f</td>
<td>5.23</td>
<td>2.3</td>
<td>5.45</td>
<td>1.8</td>
<td>5.41</td>
</tr>
<tr>
<td>How many hours did you spend in total reading/viewing the content in the online program? (minutes)</td>
<td>402.61</td>
<td>283.8</td>
<td>390.75</td>
<td>249.3</td>
<td>344.12</td>
</tr>
</tbody>
</table>

² Generalized anxiety disorder.
³ Obsessive–compulsive disorder.
⁴ Posttraumatic stress disorder.
⁵ Social anxiety disorder.

Table 4. e-Therapy program treatment satisfaction and likability ratings and time spent using their e-therapy program over the 12-week treatment period

Reasons for Opting Out

Participants who opted out of the Anxiety Online program (n = 97) were asked to check one or more items regarding what barrier(s) prevented them from completing their Anxiety Online program when they opted out. Table 5 presents the item(s) endorsed.
Table 5. Endorsed barriers that prevented those who opted out from completing their Anxiety Online program (n = 97)

<table>
<thead>
<tr>
<th>Barriers preventing program completion</th>
<th>%</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>None—got what I needed</td>
<td>29</td>
<td>28</td>
</tr>
<tr>
<td>Time pressures</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td>Lack of motivation</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Too anxious about the content</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Became able to access face-to-face assistance</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Realized I preferred face-to-face assistance</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Internet connection or computer problems</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>The program did not seem very useful</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Found the program boring</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Found the program unhelpful</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>The program was too hard to navigate</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>The program material was too hard to understand</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>The program was going to take too long to do</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>There was too much text to read</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Too anxious using the computer</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>The screen was hard to read (text was too small)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Basic Professional Labor Time Cost Analysis

The Australian Psychological Society [48] schedule of recommended fees for psychological services assumes the following costs: consultation session 45–60 minutes = AU $212; clinical assessment session 76–90 minutes = AU $308. If one were to use these fees to calculate the professional human labor time costs associated with all the e-PASS pretreatment assessments undertaken (n = 7140) and uptake of all the Anxiety Online e-therapy treatment programs since launch (n = 2563; 2660 – 97 opt-outs), the human labor time costing would equate to AU $8.7 million. The cost of developing Anxiety Online and ongoing maintenance over this period has been close to AU $2.0 million, with the bulk of this amount being a one-off development cost (AU $1.66 million). The labor time cost saving resulting from the Anxiety Online service in the first 18 months of operation is therefore estimated at AU $6.7 million, and into the future the cost savings should be greater, given that the start-up costs will not be recurring expenses.

Discussion

We observed significant reductions in the GAD, PD/A, OCD, PTSD, and SAD e-PASS diagnostic severity ratings specific to each e-therapy program group and increased self-confidence ratings in managing one's own mental health care for all five e-therapy program groups. Cohen d within-group treatment effect sizes were in the high-medium to large categories. Quality-of-life ratings significantly increased for four of the five e-therapy program groupings, with Panic Stop! participants showing little improvement based on the mean scores. Total number of diagnoses was significantly reduced for four of the five programs, and the K6 scores significantly reduced for three of the five e-therapy programs. When looking at the treatment effect sizes for the five program groups over the five measures, 14 were large, six were medium, four were small, and one was under 0.20. These results compare very favorably with other self-help e-therapy treatment programs, which typically have effect sizes between 0.40 and 0.70 [15,31].

Overall, e-therapy treatment satisfaction ratings were good. The total average across all five e-therapy treatment program groups was 72% (3.60/5) for satisfaction and likeability was 67% (5.39/8). Interestingly, these percentages are comparable with those we see for our e-therapy programs provided with therapist assistance [8,14,49]. Taking treatment outcome and satisfaction results into account, PTSD Online and GAD Online appear to be the strongest performers of the five e-therapy programs. The total time spent using the fully automated e-therapy programs was under 7 hours over the 12-week treatment period (or just under 33 minutes per week on average).

For those participants who opted out, the main barriers endorsed were none (got what they needed; 29%), time pressures (21%), lack of motivation (14%), and feeling anxious about the content (11%). The least endorsed barriers related to computer anxiety (1%); too much text to read (2%); that the program would take too long to complete (2%); that the material was too hard to understand (3%); that the program was hard to navigate around (3%), unhelpful (3%), boring (3%), or perceived as being not useful (5%); Internet or computer problems (5%), or preferring (7%) or being able to access to face-to-face therapy (8%). These figures generally support the idea that the Anxiety Online programs themselves are not harmful or detrimental to those participants who opted out. Rather, close to a third of those who opted out prematurely endorsed that they “got what they needed” before the 12-week treatment completion time, and just over a third endorsed time pressures and lack of motivation as reasons for noncompletion.
Although very crude, the basic cost comparison between the development and maintenance costs of Anxiety Online to date relative to the cost of professional human labor using traditional delivery models suggests a 77% saving of AU $6.7 million. However, Anxiety Online and other e-mental health platforms could easily sustain a 10-fold increase in usage without substantially affecting maintenance costs; therefore, the cost savings could be far higher than this into the future. When considered in light of other advantages of e-therapy such as increased consumer access to care due to the removal of traditional barriers such as time, cost, and geographic location restraints, the onlineelivery model seems likely to play an increasingly prominent role in modern mental health systems.

Implications

The major implications of being able to effectively deliver psychological treatment via the Internet relate largely to accessibility. The availability of e-mental health services means that anyone in any location with Internet access can access treatment immediately and at the times and intensities they choose (ie, not limited to scheduled appointments). It also means greater access for those with no or limited access to treatment programs or mental health specialists (eg, living in rural areas, incarcerated), or those who move residences frequently (eg, itinerant workers, armed forces personnel) or have limited mobility (eg, with chronic physical illness, older, disabled).

e-Mental health interventions may also help those with mental health problems who are reticent to present to services for reasons such as perceived stigma [50], although recent research supports that some stigmatizing attitudes actually lead to increased likelihood to seek professional help [51].

Limitations

This study has some limitations that should be taken into consideration. This study was conducted as an open-access, participant choice, naturalistic trial, so the lack of a control group makes it impossible to conclude whether the improvements are a result of the active e-therapy programs or merely a result of other effects. Nevertheless, this design limitation does represent “real-world” mental health services, as consumers are allowed to choose their treatment program rather than being randomly assigned to a treatment program in a randomized controlled trial. Power analyses indicated that the numbers required for the OCD Stop! and PTSD Online e-therapy programs were suboptimal and so some extra caution in interpretation needs to be taken. In previous studies we have used intention-to-treat analysis to address the issue of missing data. Intention-to-treat analysis is an overly conservative approach [52] that potentially underestimates the effectiveness of open-access e-therapy programs, whereas complete analysis may overestimate the effectiveness of these programs if there is attrition bias. Attrition bias was found to be nonsignificant for these data, so there are strong grounds for accepting that the completer analysis results obtained accurately reflect the true effectiveness of the Anxiety Online fully automated self-help programs.

Finally, four of the five dependent variables used in this study lack strong psychometric validation, and this needs to be taken into account when interpreting the results. Further replication studies are required that involve the use of several validated measures before we can definitively confirm that the Anxiety Online fully automated self-help e-therapy programs are effective. Future analyses with the individual Anxiety Online programs will be able to validate the present results with ideal standardized measures, as well as the aforementioned current formal e-PASS psychometric evaluation.

Future Directions

While results of this open trial are encouraging, it is important that they be followed by randomized controlled trials comparing all five e-therapy programs with both a waitlist control and current best-practice face-to-face treatment in order to unequivocally establish treatment effectiveness. We are running a randomized controlled trial of the OCD Stop! e-therapy program and will be subjecting the other four Anxiety Online e-therapy programs to the same rigorous testing. Furthermore, while e-therapy experts are developing guidelines for working with specific clinical populations (see [53]) as well as Internet intervention research guidelines [54], we also need more research to address the truly important questions about who this modality works best for because, like all forms of treatment delivery, it is unlikely to be universally appealing or effective. We are preparing another paper discussing our preliminary investigations regarding what variables predict attrition for the fully automated self-help e-therapy treatment programs. In addition, we will also be conducting qualitative studies that will include interviewing a random selection of those participants who commenced one of our treatment programs, did not opt out, and did not complete their postassessment. At this point it would be highly speculative to state why so many participants did not complete their postassessment after selecting one of the Anxiety Online programs, apart from pointing to the fully automated nature of the Anxiety Online system (ie, the complete absence of human-based screening, assessment, and therapeutic assistance) to prompt, encourage, and at times enforce adherence behaviors to the treatment protocol.

The Anxiety Online platform will soon be subsumed under the name Mental Health Online, given the addition of new e-therapy treatment programs for nonanxiety conditions (eg, depression, bulimia, insomnia, multidisorder) and several more to follow over the coming months and years (eg, problem gambling, drugs and alcohol, hoarding). We are also integrating other communication modalities into the therapist-assisted programs (ie, instant messaging, audio-only chat, video chat) and the use of 3-dimensional virtual reality platforms and collaborative work spaces. We will offer these new modes of communication and e-therapy training in 2012 and also plan to open up the Anxiety Online/Mental Health Online infrastructure to practitioners in Australia and, potentially, around the world. In the future it will also be possible to access the Anxiety Online/Mental Health Online programs through a national e-mental health portal instigated by the Australian Government Department of Health and Ageing [55]. This portal will bring together many of the evidence-based, yet fragmented, e-mental health interventions currently operating in Australia, thus making it far easier for mental health consumers to find and receive the most appropriate course of treatment with the associated level of assistance that is best for them.
Conclusions

The results of this open-access participant choice evaluation trial suggest that the Anxiety Online e-therapy programs are promising and effective treatments for people with subclinical and clinical diagnoses of GAD, PD/A, OCD, PTSD, and SAD. e-Mental health treatment-delivery formats are increasing accessibility to mental health care and appear to provide a highly cost-effective and sustainable treatment-delivery model. It is envisaged that e-mental health treatment programs will soon become a common feature of modern mental health systems, and that such a development will bring with it unprecedented levels of service provision to those in need of specialist mental health treatment.
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Four Anxiety Online e-therapy program screenshots providing an example of the use of audio, animations, online activities, and video.

[PDF File (Adobe PDF File), 545KB - jmir_v13i4e89_app1.pdf]


34. Centre for Emotional Health, Macquarie University. eCentreClinic URL: [WebCite Cache ID 616CwDFrW]
35. National eTherapy Centre. Swinburne University of Technology. Anxiety Online Home Page URL: [WebCite Cache ID 5yypM2wx4]
39. National eTherapy Centre. Swinburne University of Technology. AnxietyOnline: Health Professional Enquiry URL: [WebCite Cache ID 5yzKHFyAV]
40. National eTherapy Centre. Swinburne University of Technology. Terms and Conditions URL: [WebCite Cache ID 5yzKM1f2Z]

Abbreviations

ANOVA: analysis of variance
CBT: cognitive behavior therapy
DSM-IV-TR: Diagnostic and Statistical Manual of Mental Disorders: DSM-IV-TR. 4th edition, text revision
e-PASS: online psychological assessment system
Original Paper

Changes in Depressive Symptoms, Social Support, and Loneliness Over 1 Year After a Minimum 3-Month Videoconference Program for Older Nursing Home Residents

Hsiu-Hsin Tsai¹, PhD; Yun-Fang Tsai¹,², PhD

¹School of Nursing, Chang Gung University, Tao-Yuan, Taiwan
²Department of Nursing, Chang Gung Memorial Hospital at Keelung, Keelung, Taiwan

Corresponding Author:
Yun-Fang Tsai, PhD
School of Nursing
Chang Gung University
259, Wen-Hwa 1st Road, Kwei-Shan
Tao-Yuan, 333
Taiwan
Phone: 886 3 2118800 ext 3204
Fax: 886 3 2118868
Email: yftsai@mail.cgu.edu.tw

Abstract

Background: A 3-month videoconference interaction program with family members has been shown to decrease depression and loneliness in nursing home residents. However, little is known about the long-term effects on residents’ depressive symptoms, social support, and loneliness.

Objective: The purpose of this longitudinal quasi-experimental study was to evaluate the long-term effectiveness of a videoconference intervention in improving nursing home residents’ social support, loneliness, and depressive status over 1 year.

Methods: We purposively sampled 16 nursing homes in various areas of Taiwan. Elderly residents (N = 90) of these nursing homes meeting our inclusion criteria were divided into an experimental (n = 40) and a comparison (n = 50) group. The experimental group received at least 5 minutes/week for 3 months of videoconference interaction with their family members in addition to usual family visits, and the comparison group received regular family visits only. Data were collected in face-to-face interviews on social support, loneliness, and depressive status using the Social Support Behaviors Scale, University of California Los Angeles Loneliness Scale, and Geriatric Depression Scale, respectively, at four times (baseline, 3 months, 6 months, and 12 months after baseline). Data were analyzed using the generalized estimating equation approach.

Results: After the videoconferencing program, participants in the experimental group had significantly lower mean change in instrumental social support scores at 6 months (–0.42, P = .03) and 12 months (–0.41, P = .03), and higher mean change in emotional social support at 3 (0.74, P < .001) and 12 months (0.61, P = .02), and in appraisal support at 3 months (0.74, P = .001) after adjusting for confounding variables. Participants in the experimental group also had significantly lower mean loneliness and depressive status scores at 3 months (–5.40, P < .001; –2.64, P < .001, respectively), 6 months (–6.47, P < .001; –4.33, P < .001), and 12 months (–6.27, P = .001; –4.40, P < .001) compared with baseline and those in the comparison group.

Conclusion: Our videoconference program had a long-term effect in alleviating depressive symptoms and loneliness for elderly residents in nursing homes. This intervention also improved long-term emotional social support and short-term appraisal support, and decreased residents’ instrumental social support. However, this intervention had no effect on informational social support.

(J Med Internet Res 2011;13(4):e93) doi:10.2196/jmir.1678
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**Introduction**

Similar to other countries, Taiwan has more and more older people living in nursing homes. The number of nursing homes in Taiwan grew from 10 in 1995 to 372 in 2010 [1], indicating the great need for health care professionals trained in taking care of older institutionalized adults. Nursing home placement has been widely discussed in the literature as a stressful life event that challenges older people [2]. Older people who live in nursing homes have a higher prevalence of depression, which contributes to excessive morbidity [3], than do those who live in communities [4]. This prevalence of depression varied from 25% to 45% in Western countries [5,6] and was 52%–54% in Taiwan [7-9]. Many nursing home residents also experience loneliness [10], which has been associated with cognitive deterioration and hopelessness [11]. Thus, interventions have been used to enhance the quality of life in this group of people [12].

Among these interventions, social support is one of top importance because the social support systems older people use are closely related, both in quality and in quantity, to their health and quality of life [13,14]. Social support behavior falls into four categories: emotional, instrumental, informational, and appraisal support. Emotional support or affective assistance involves providing caring, empathy, love, and trust. Instrumental support refers to providing tangible goods and services or tangible aid, while informational support involves assistance with problem solving. Appraisal support or so-called affirmational support involves communicating information that is relevant to self-evaluation, rather than to problem solving [15,16].

Although most nursing home residents have become functionally dependent due to poor physical health, their psychosocial needs do not decrease [17]. In other words, social support is meaningful to them because it may provide emotional comfort. One important aspect of social support for older nursing home residents is continuous involvement of family members. However, one-third of nursing home residents were found to seldom have visitors [18]. If those older adults relocated to another nursing home, they had even fewer visitors [19]. However, support is not limited to in-person visits. Though family members may have limited time to visit residents in person, telephone calls can reduce residents’ loneliness [20]. With rapid advances in telecommunication technology, real-time audiovisual linkups are now possible among multiple locations via affordable software and hardware [21]. Providing real-time audiovisual telecommunication systems to nursing home residents in Hong Kong [21] and Japan [22] has been shown to add a new dimension for the majority who lack the skills and capacities to adapt to the nursing home environment.

The benefits of videoconferencing in medicine have been recognized as a feasible way of delivering care to frail older people living with chronic diseases [20]. Videoconferencing has also been demonstrated as a feasible way to promote social interactions among nonspeaking people living in communities [20] and between the frail elderly and their caregivers [23]. Elderly nursing home residents in Taiwan were shown by Tsai and colleagues [24] to have significantly fewer depressive symptoms and less loneliness after a 3-month program of 5 minutes/week of videoconference interactions with family members. These studies demonstrate that videoconferencing is a feasible way for individuals living either in the community or in institutions to communicate. However, those studies had small sample sizes or used a cross-sectional design. Therefore, larger longitudinal studies are needed to make causal claims about the relationship between the effectiveness of videoconferencing and participants’ depressive status and loneliness and to improve the generalizability of results.

To date, no empirical studies have used a longitudinal design to examine the effectiveness of videoconferencing for nursing home residents in Taiwan. Understanding the effectiveness of videoconferencing in Taiwanese nursing homes would fill the knowledge gap on this topic. Thus, the purpose of this study was to evaluate the long-term follow-up effectiveness of a videoconference intervention program on nursing home residents’ social support, loneliness, and depressive status after a minimum 3-month videoconference program.

**Methods**

**Design, Sample, and Setting**

A quasi-experimental longitudinal design was used. Nursing homes from northern and central Taiwan were purposively selected based on three criteria: size (>65 beds), with Internet access, and accessible to the researchers. Among 23 medium-large nursing homes that met the recruitment criteria, 7 declined to participate in our study. The remaining 16 nursing homes (total beds ~2190) were therefore randomly assigned to the comparison or experimental group.

The sample size was estimated based on the rule that 15 participants were needed for each variable [25]. Since we tested three major variables (depression, loneliness, and social support), the ideal sample size for this study was 45. Residents in the 16 nursing homes were recruited if they met the following criteria: (1) older than 60 years, (2) Mini-Mental State Examination (MMSE) score ≥16 for participants with no formal education or MMSE score >20 for those with at least a primary school education [26,27], and (3) wireless Internet access on their residence floor. Residents’ family members had to have access to the Internet and be familiar with Internet communication programs such as Skype. These inclusion criteria were met by 423 residents, who were invited along with their family members to participate in the study. Family members of the majority of residents (n = 333, 78.7%) declined to participate, resulting in 50 participants in the comparison group and 40 in the experimental group. Residents in the experimental group used videoconferencing to communicate with their families plus their usual communication activities, whereas residents in the comparison group maintained their usual activities.

**Videoconference Program**

The videoconference program used laptops and Internet communication programs. Nursing home residents were asked to use the Internet at least once a week, with help from a trained research assistant, who spent at least 5 minutes per week with
each resident for the first 3 months during their scheduled videoconference visit. This weekly frequency was chosen to reflect the frequency of in-person visits to a nursing home resident for the majority of families [28,29], and 3 months was chosen to allow them time to adjust to the new videoconference program [30,31]. After 3 months, whenever residents wanted to have a video communication with their family, they were helped by the nursing home staff (nurses or nurses’ aides) who were trained by the authors. The residents’ main family contact person was a spouse, child, grandchild, or significant other. The communication programs used were Windows Live Messenger (MSN; Microsoft Corporation, Redmond, WA, USA) or Skype (Skype Technologies SA, Luxembourg) via a 2 M/256 K wireless modem run on a large-screen (15.6 inch) laptop.

Procedure
The study was approved by the Institutional Review Board of the authors’ institution. After permission was granted from the nursing homes’ administrators, details of our research procedure were posted at the entrance of each nursing home. This announcement indicated that residents or family members interested in participating in the study could directly contact the study personnel or nursing home staff. We also asked nursing home staff to talk with residents who met our study criteria and their family members about their willingness to participate in this study. Those who were interested in participation were contacted by the research assistant, who explained their rights, benefits, confidentiality, and responsibilities when participating in the study. After signing informed consent, residents and family members made appointments for videoconferences. Family members were phoned or emailed before the scheduled time to remind them of the appointment. The family of residents in the experimental group could continue their in-person or telephone visits as usual. Laptops were left in the nursing homes for 1 year. For the first 3 months, residents were helped by a trained research assistant to use the videoconference technology in a private room; for the next 9 months, residents were helped by trained nursing home staff. All residents in both the experimental and comparison groups completed questionnaires for demographic information (baseline only), depressive symptoms, loneliness, and social support at baseline and at 3, 6, 9, and 12 months.

Study Variables
Demographic indicators included participants’ age, gender, marital status, educational background, duration of residency in the nursing home, and frequency of family visits. Residents’ physical status and cognitive status were measured at baseline using the Barthel Index [32], which assesses performance of activities of daily living (ADLs), and MMSE [26], respectively. The MMSE cut-off score for severe cognitive deficit is ≥16 for participants without formal education and ≥20 for those with at least a primary school education [27].

Depressive status was measured by the Geriatric Depression Scale (GDS) [33]. The GDS has 30 items with a yes/no response set. Possible scores range from 0 to 30. The GDS cut-off score for depressive symptom is >10 for mild depression and >20 for severe depression. The reliability of the GDS in a previous study of Taiwanese nursing home elderly was 0.91 [24] and in this study was 0.84.

Loneliness was measured by the revised University of California Los Angeles (UCLA) Loneliness Scale [34]. Responses to the 10 items on the UCLA Loneliness Scale are rated on a 4-point Likert scale from 1 (never) to 4 (always). Possible scores range from 20 to 80, with higher scores indicating higher perceived loneliness. The reliability of the UCLA Loneliness Scale was 0.87 in a study of institutionalized elderly in Taiwan [35] and was 0.92 in the current study.

Social support was measured by the Social Support Behaviors Scale with three subscales: social support network, quantity of social support, and satisfaction with social support [36]. Social support network was measured by the number of family members or friends who contacted residents and the number of contacts (either by phone or in person) during the previous week. The quantity of social support was measured by asking participants to rate each social support behavior (emotional, informational, instrumental, and appraisal support) offered by different providers (spouse, children, relatives, neighbors, and friends). Responses to this 14-item subscale are rated on a 5-point Likert scale, with higher scores indicating more support from each social resource. The subscale reliabilities for social support network, quantity of social support, and satisfaction with social support were 0.71, 0.92, and 0.77, respectively in Taiwanese nursing home residents [24], and 0.72, 0.89, and 0.79, respectively, in this study.

Family involvement with residents was confirmed by asking nursing home staff to record the number of visits and phone calls made to the residents. The duration of each videoconference interaction during the year was recorded by either the research assistant or nursing staff. Videoconference use was coded as the frequency of all videoconference interactions per month.

Data Analysis
All data were coded before being entered into a computer. Statistical analyses were performed using SPSS for Windows version 15.0 (IBM Corporation, Somers, NY, USA). Participants’ demographic data were analyzed by descriptive statistics. Differences between groups were compared at four points (baseline, 3 months, 6 months, and 12 months) using multiple linear regression with the generalized estimating equation (GEE) method [37]. That is, we used the GEE method’s multiple linear regression model (with the time and group interaction) to compare the time effects between two groups with or without adjusting for the effects of confounding variables such as resident’s age and length of nursing home residency. Statistical significance was defined as P < .05.

Results
Participants’ Characteristics
The 40 participants in the experimental group were on average 73.82 (SD 11.19) years old at baseline. The experimental group’s use of videoconferencing decreased over time at 3, 6, and 12 months: mean (SD) 2.09 (1.46), 1.69 (1.37), and 1.14 (1.22), respectively. However, this decrease was not statistically
The majority of participants were female (22/40, 55%) and widowed (29/40, 73%), and 35% (14/40) had graduated from primary school. Their average MMSE and Barthel Index scores at baseline were 23.51 (SD 3.93) and 65.68 (SD 22.55), respectively, indicating good cognitive status and above average performance of ADLs. They had an average of 3.69 (SD 2.09) children. About half of these participants (22/40, 55%) were visited by a family member at least once a week, and only 18% (7/40) seldom (less than once a month) had a family member visit them. Their average length of residency was 28.38 (SD 30.79) months (Table 1).

### Table 1. Demographic characteristics of experimental and comparison groups

<table>
<thead>
<tr>
<th>Variable</th>
<th>Comparison group (n = 50)</th>
<th>Experimental group (n = 40)</th>
<th>χ²(df, P value)</th>
<th>df = 88</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>79.26 (7.07)</td>
<td>73.82 (11.19)</td>
<td>10.78 (.01)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (40)</td>
<td>18 (45)</td>
<td>0.2 (1; .63)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>30 (60)</td>
<td>22 (55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td>6.6 (3; .16)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>20 (40)</td>
<td>8 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>26 (52)</td>
<td>29 (73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>12.7 (4; .06)</td>
<td></td>
</tr>
<tr>
<td>None/illiterate</td>
<td>29 (58)</td>
<td>9 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>8 (16)</td>
<td>14 (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senior high school</td>
<td>8 (16)</td>
<td>11 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ College</td>
<td>3 (6)</td>
<td>4 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of children</td>
<td>3.90 (2.05)</td>
<td>3.69 (2.09)</td>
<td>0.10 (.64)</td>
<td></td>
</tr>
<tr>
<td>Residency (months)</td>
<td>29.32 (28.58)</td>
<td>28.38 (30.79)</td>
<td>0.04 (.87)</td>
<td></td>
</tr>
<tr>
<td>Barthel Index</td>
<td>63.10 (23.62)</td>
<td>65.68 (22.55)</td>
<td>0.16 (.61)</td>
<td></td>
</tr>
<tr>
<td>MMSE</td>
<td>22.22 (3.93)</td>
<td>23.51 (3.93)</td>
<td>0.05 (.13)</td>
<td></td>
</tr>
<tr>
<td>In-person visits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None/seldom</td>
<td>7 (14)</td>
<td>7 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly</td>
<td>5 (10)</td>
<td>11 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly (&gt;2/month)</td>
<td>34 (68)</td>
<td>18 (45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily (&gt;5/week)</td>
<td>4 (8)</td>
<td>4 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone calls (number/week)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>36 (72)</td>
<td>24 (60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10 (20)</td>
<td>8 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2–6</td>
<td>3 (6)</td>
<td>6 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥7</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Degrees of freedom.

The 50 participants in the comparison group were on average 79.26 (SD 7.07) years old at baseline. The majority were female (30/50, 60%), had no formal education (29/50, 58%), and were widowed (26/50, 52%). Their average MMSE and Barthel Index scores were 22.22 (SD 3.93) and 63.10 (SD 23.62), respectively, indicating good cognitive status and above average performance of ADLs. Their average number of children was 3.90 (SD 2.05). Most participants (38/50, 76%) were visited by a family member at least once a week and 14% (7/50) seldom had a family member visit them. Their average length of residency was 29.32 (SD 28.58) months (Table 1). The experimental and comparison group did not differ significantly in any demographic characteristics except for age (t = 10.78, P = .01).
During the 12-month study, 13 participants in the experimental group withdrew from the study (including 5 who declined to continue participating, 2 who relocated back home, and 3 who died), with an attrition rate of 33%. In the comparison group, 22 participants dropped out (including 5 who died, 12 who relocated back home, and 4 who developed cognitive deficits), with an attrition rate of 44% (Figure 1). Participants who dropped out and those who remained in the study did not differ significantly in any demographic characteristics.

**Figure 1.** Attrition of participants in the two groups over the 1-year study period.

### Outcomes

Descriptive analysis of outcomes shows that both groups had the highest social support scores for the informational and instrumental social support subscales. The mean GDS scores for depressive status at baseline, and 3, 6, and 12 months were 12.75, 11.57, 12.85, and 13.00, respectively, for the experimental group, and 10.52, 10.56, 14.41, and 15.04, respectively, for the comparison group. These GDS scores did not differ significantly by independent t test between the two groups at any time (Table 2). Mean UCLA loneliness scores at baseline, and 3, 6, and 12 months were 49.70, 44.54, 46.21, and 45.92, respectively, for the experimental group, and 45.76, 45.59, 47.81, and 48.32, respectively, for the comparison group. The mean loneliness scores did not differ significantly between the two groups at any time (Table 2).
Table 2. Social support (Social Support Behaviors Scale), depressive status (Geriatric Depression Scale), and loneliness (University of California Los Angeles Loneliness Scale) scores by group at baseline, and 3, 6, and 12 months

<table>
<thead>
<tr>
<th>Variable</th>
<th>Comparison group (n = 50)</th>
<th>Experimental group (n = 40)</th>
<th>t (P value) df&lt;sup&gt;a&lt;/sup&gt; = 88</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Social support: emotional support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>9.76</td>
<td>1.69</td>
<td>9.49</td>
</tr>
<tr>
<td>3 months</td>
<td>9.40</td>
<td>1.55</td>
<td>9.71</td>
</tr>
<tr>
<td>6 months</td>
<td>9.24</td>
<td>1.28</td>
<td>9.30</td>
</tr>
<tr>
<td>12 months</td>
<td>8.96</td>
<td>0.98</td>
<td>9.31</td>
</tr>
<tr>
<td>Social support: informational support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10.66</td>
<td>1.82</td>
<td>11.13</td>
</tr>
<tr>
<td>3 months</td>
<td>10.62</td>
<td>1.20</td>
<td>11.31</td>
</tr>
<tr>
<td>6 months</td>
<td>10.60</td>
<td>1.55</td>
<td>11.02</td>
</tr>
<tr>
<td>12 months</td>
<td>10.28</td>
<td>1.32</td>
<td>10.76</td>
</tr>
<tr>
<td>Social support: instrumental support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10.40</td>
<td>1.05</td>
<td>10.50</td>
</tr>
<tr>
<td>3 months</td>
<td>10.36</td>
<td>0.84</td>
<td>10.35</td>
</tr>
<tr>
<td>6 months</td>
<td>10.53</td>
<td>1.05</td>
<td>10.31</td>
</tr>
<tr>
<td>12 months</td>
<td>10.13</td>
<td>0.83</td>
<td>10.01</td>
</tr>
<tr>
<td>Social support: appraisal support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>9.25</td>
<td>1.60</td>
<td>9.03</td>
</tr>
<tr>
<td>3 months</td>
<td>8.83</td>
<td>1.26</td>
<td>9.30</td>
</tr>
<tr>
<td>6 months</td>
<td>8.98</td>
<td>1.28</td>
<td>9.30</td>
</tr>
<tr>
<td>12 months</td>
<td>8.70</td>
<td>1.22</td>
<td>9.26</td>
</tr>
<tr>
<td>Total social support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>141.54</td>
<td>18.64</td>
<td>141.85</td>
</tr>
<tr>
<td>3 months</td>
<td>139.00</td>
<td>14.95</td>
<td>143.11</td>
</tr>
<tr>
<td>6 months</td>
<td>139.55</td>
<td>16.08</td>
<td>140.43</td>
</tr>
<tr>
<td>12 months</td>
<td>134.08</td>
<td>12.74</td>
<td>138.08</td>
</tr>
<tr>
<td>Depressive status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10.52</td>
<td>4.06</td>
<td>12.75</td>
</tr>
<tr>
<td>3 months</td>
<td>10.56</td>
<td>3.89</td>
<td>11.57</td>
</tr>
<tr>
<td>6 months</td>
<td>14.41</td>
<td>4.93</td>
<td>12.85</td>
</tr>
<tr>
<td>12 months</td>
<td>15.04</td>
<td>4.61</td>
<td>13.00</td>
</tr>
<tr>
<td>Loneliness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>45.76</td>
<td>9.73</td>
<td>49.70</td>
</tr>
<tr>
<td>3 months</td>
<td>45.59</td>
<td>9.40</td>
<td>44.54</td>
</tr>
<tr>
<td>6 months</td>
<td>47.81</td>
<td>9.97</td>
<td>46.21</td>
</tr>
<tr>
<td>12 months</td>
<td>48.32</td>
<td>10.17</td>
<td>45.92</td>
</tr>
</tbody>
</table>

<sup>a</sup> Degrees of freedom.

Time effects between the two groups were compared using the GEE method’s multiple linear regression. As shown in Table 3, the average UCLA Loneliness Scale score of the experimental group was higher at baseline than that of the comparison group (beta = 3.94, P = .09). On the other hand, the changes in UCLA Loneliness Scale scores for the experimental group at 3, 6, and 12 months (compared with baseline) were significantly lower (−4.84, −6.46, and −6.42, respectively, all P < .001) than the corresponding changes in loneliness scores for the comparison group (−0.31, 2.81, and 2.77, respectively, with corresponding
Moreover, after adjusting for the effects of residents’ age and length of residency, all aforementioned results remained almost the same (right side of Table 3). Similarly, after controlling for residents’ age and length of residency, the changes in GDS scores were on average significantly lower in the experimental group than in the comparison group at 3, 6, or 12 months (beta = –2.64, –4.33, and –4.40, respectively, all \( P < .001 \)).

### Table 3. Effects of videoconference intervention on participants’ depressive status and loneliness at 3, 6, and 12 months in consideration of group, time, and time × group effects

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted</th>
<th>Adjusted&lt;sup&gt;a&lt;/sup&gt;</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \chi^2 )</td>
<td>1</td>
<td>( P ) value</td>
<td>beta</td>
<td>SE</td>
<td>( \chi^2 )</td>
<td>1</td>
<td>( P ) value</td>
<td></td>
</tr>
<tr>
<td><strong>Depressive status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group</td>
<td></td>
<td>2.22</td>
<td>1.03</td>
<td>5.0</td>
<td>.06</td>
<td>2.26</td>
<td>1.00</td>
<td>5.1</td>
<td>50.1</td>
<td></td>
</tr>
<tr>
<td>Time (vs B&lt;sup&gt;c&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.97</td>
<td>0.33</td>
<td>8.9</td>
<td>&lt;.001</td>
<td>0.99</td>
<td>0.32</td>
<td>9.3</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>6.95</td>
<td>0.63</td>
<td>123.4</td>
<td>&lt;.001</td>
<td>6.99</td>
<td>0.63</td>
<td>142.7</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>7.64</td>
<td>0.70</td>
<td>118.9</td>
<td>&lt;.001</td>
<td>7.71</td>
<td>0.70</td>
<td>119.6</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time × group&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–1.36</td>
<td>0.56</td>
<td>6.0</td>
<td>.02</td>
<td>–2.64</td>
<td>0.57</td>
<td>21.3</td>
<td>100.&lt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>–4.50</td>
<td>0.97</td>
<td>21.6</td>
<td>&lt;.001</td>
<td>–4.33</td>
<td>1.03</td>
<td>17.6</td>
<td>100.&lt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>–4.45</td>
<td>0.89</td>
<td>24.9</td>
<td>&lt;.001</td>
<td>–4.40</td>
<td>0.92</td>
<td>23.1</td>
<td>100.&lt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Loneliness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group</td>
<td></td>
<td>3.94</td>
<td>2.10</td>
<td>3.5</td>
<td>.09</td>
<td>3.27</td>
<td>2.23</td>
<td>2.2</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Time (vs B&lt;sup&gt;c&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–0.31</td>
<td>0.53</td>
<td>0.4</td>
<td>.55</td>
<td>–0.31</td>
<td>0.53</td>
<td>0.3</td>
<td>65.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>2.81</td>
<td>1.23</td>
<td>5.2</td>
<td>.02</td>
<td>2.81</td>
<td>1.23</td>
<td>5.2</td>
<td>20.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>2.77</td>
<td>1.22</td>
<td>5.2</td>
<td>.02</td>
<td>2.78</td>
<td>1.23</td>
<td>5.1</td>
<td>20.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time × group&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–4.84</td>
<td>1.14</td>
<td>18.0</td>
<td>&lt;.001</td>
<td>–5.40</td>
<td>1.22</td>
<td>19.6</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>–6.46</td>
<td>1.64</td>
<td>15.4</td>
<td>&lt;.001</td>
<td>–6.47</td>
<td>1.70</td>
<td>14.5</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>–6.42</td>
<td>1.64</td>
<td>15.3</td>
<td>&lt;.001</td>
<td>–6.27</td>
<td>1.94</td>
<td>10.5</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted for residents’ age and length of residency.

<sup>b</sup> C: comparison group, E: experimental group.

<sup>c</sup> B: baseline measurement.

<sup>d</sup> Group 0: comparison group (reference group), group 1: experimental group.

This study had nine outcome variables of interest (depressive status, loneliness, total social support, emotional support, informational support, instrumental support, appraisal support, number of phone calls, and number of visits). Each outcome variable was analyzed exactly as in Table 3, but for each variable, we were mainly interested in comparing the time effects between the experimental and comparison groups. For simplicity, changes in only the time and group interaction terms are summarized in Table 4. The changes in appraisal and emotional social support scores at 3 months, after adjusting for the effects of residents’ age and length of residency, were on average significantly higher in the experimental group than the corresponding changes in the comparison group (both \( \beta = 0.74, P = .001 \) and \( P < .001 \)). The changes in instrumental social support scores at 6 and 12 months were on average significantly lower in the experimental group than in the comparison group (beta = –0.42 and –0.41, respectively, both \( P = .03 \)) after adjusting for the effects of residents’ age and length of residency (Table 4).
Table 4. Effects of videoconference intervention on participants’ social support, depressive status, and loneliness at 3, 6, and 12 months in consideration of time × group effects

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted</th>
<th>Adjusted&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>SE</td>
</tr>
<tr>
<td>Total social support (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>3.71</td>
<td>2.10</td>
</tr>
<tr>
<td>6 months</td>
<td>–0.58</td>
<td>2.50</td>
</tr>
<tr>
<td>12 months</td>
<td>–0.05</td>
<td>2.73</td>
</tr>
<tr>
<td>Emotional support (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.60</td>
<td>0.19</td>
</tr>
<tr>
<td>6 months</td>
<td>0.32</td>
<td>0.26</td>
</tr>
<tr>
<td>12 months</td>
<td>0.47</td>
<td>0.25</td>
</tr>
<tr>
<td>Informational support (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–0.00</td>
<td>0.23</td>
</tr>
<tr>
<td>6 months</td>
<td>–0.29</td>
<td>0.27</td>
</tr>
<tr>
<td>12 months</td>
<td>–0.34</td>
<td>0.31</td>
</tr>
<tr>
<td>Instrumental support (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–0.20</td>
<td>0.14</td>
</tr>
<tr>
<td>6 months</td>
<td>–0.47</td>
<td>0.18</td>
</tr>
<tr>
<td>12 months</td>
<td>–0.41</td>
<td>0.19</td>
</tr>
<tr>
<td>Appraisal support (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.66</td>
<td>0.22</td>
</tr>
<tr>
<td>6 months</td>
<td>0.37</td>
<td>0.24</td>
</tr>
<tr>
<td>12 months</td>
<td>0.57</td>
<td>0.31</td>
</tr>
<tr>
<td>Depressive status (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–1.36</td>
<td>0.56</td>
</tr>
<tr>
<td>6 months</td>
<td>–4.50</td>
<td>0.97</td>
</tr>
<tr>
<td>12 months</td>
<td>–4.45</td>
<td>0.89</td>
</tr>
<tr>
<td>Loneliness (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–4.84</td>
<td>1.14</td>
</tr>
<tr>
<td>6 months</td>
<td>–6.46</td>
<td>1.64</td>
</tr>
<tr>
<td>12 months</td>
<td>–6.42</td>
<td>1.64</td>
</tr>
<tr>
<td>Number of telephone calls (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.28</td>
<td>0.11</td>
</tr>
<tr>
<td>6 months</td>
<td>0.22</td>
<td>0.14</td>
</tr>
<tr>
<td>12 months</td>
<td>–0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>Number of visits (time × group&lt;sup&gt;b&lt;/sup&gt;)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>–0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>6 months</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>12 months</td>
<td>0.05</td>
<td>0.08</td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted for residents’ age and length of residency.

<sup>b</sup> Group 0: comparison group (reference group), group 1: experimental group.
Discussion

This study demonstrated that our videoconference intervention alleviated elderly nursing home residents’ perceived loneliness and improved their depressive status at 3, 6, and 12 months after the intervention. However, instrumental social support decreased at 6 and 12 months after the intervention.

Our 1-year attrition rate was high (35/90, 39%), as previously reported in similar longitudinal studies [38,39]. For example, an attrition rate of 39.5% was reported in a study on the effects of Internet use on health and depression [39]. Our attrition rate at 6 months (28/90, 31%) was also similar to the 6-month attrition rate (22.90%) reported for a study of elderly nursing home residents in Taiwan [38]. Among the reasons for case loss in our study, 16% (14/90) were discharged home, close to 15.26% as previously reported [38]. The majority of discharges were because the residents’ families could not pay for the nursing home during the data collection period, which coincided with an economic depression in Taiwan. Other residents were discharged home because they were healthier than at admission.

Our research found that videoconferencing effectively improved elderly residents’ depressive status at 3, 6, and 12 months. These results are consistent with a previous report [39] that using the Internet for communication with friends and family was associated with small but reliable decreases in depression. However, our study results are different from another report [40] of no significant difference in depression and loneliness among older adults after 5 months of training to access the Internet and email. In that study, however, participants were only trained to access the Internet, not to specifically contact family members or significant others [40]. The results of a previous study of institutionalized older Chinese adults [8] indicate that only family members can comfort these residents and reduce their depression and loneliness. This finding likely explains why depression and loneliness did not significantly change after intervention in White and colleagues’ study [40]. In our program, not only were elderly residents shown how to use the Internet, but also appointments were arranged for them to communicate with their family members, who provide the majority of social support to Chinese elders and therefore reduce their depressive symptoms [8].

We found that videoconferencing effectively improved elderly residents’ loneliness at 3, 6, and 12 months. These results are consistent with those of another study done in the United States [41] showing that loneliness was significantly reduced in 22 community-dwelling elderly people after 4 months of computer use. These results might be due to videoconference use providing a “social presence” to older adults [42]. For elderly residents in nursing homes, videoconferencing might add color to their lives. These results suggest that videoconference use is a good way to reduce loneliness of the elderly in both the community and institutions.

Our research found that videoconferencing, a computer-mediated communication, had no effects on instrumental social support at the 3-month data collection time, as previously reported [43,44]. However, we found that instrumental social support decreased significantly over time, but not the number of family members’ in-person visits. In other words, family members provided less instrumental social support in terms of specific items and assistance, even though they kept visiting the elderly residents in person. After a long stay in a nursing home, elderly residents tend to adapt to the environment and not need extra items for daily life, since such things are provided by the nursing home. Thus, family members might not see instrumental social support as the best way to show their filial piety, or the elders might not ask family members to bring them things. These possibilities need to be examined in future studies.

Our videoconference intervention also improved emotional social support at 3 and 12 months and appraisal support after 3 months. The effect of videoconferencing on appraisal and emotional support at 3 months is similar to our previous study [24]. The lack of intervention effects on appraisal social support at 6 and 12 months might be due to decreased novelty and quality of videoconferencing. Although videoconferencing is a convenient way to connect with people at a distance, videoconferencing alone cannot improve the quality and amount of communications between people. In particular, when communicators view the communication as an obligation, they might feel bored, shorten the communication, or show an unpleasant attitude or tone.

From this point of view, we suggest that nursing home administrators increase the quality of communication by developing an interaction program such as arranging for family members to have a meal with residents at the nursing home and have a meal together via videoconference. One explanation for the long-term (12 months) decrease in emotional social support might be that nursing home residents feel safe or comforted by using videoconferencing as an alternative “social presence” so that they can immediately see their family member, even at a distance. Videoconferencing may offer them a chance to be part of family life. They also might feel comforted by seeing their family member’s actual state and would not worry that the family member was hiding a problem to allay anxiety if he or she could not visit [45].

The use of videoconference visits decreased over time. This decreased use of videoconferencing was likely due to a loss in the novelty of videoconferencing, lack of staff to help the residents operate the devices, and a need to remind family members to use videoconferencing (busy family members tended to forget to use videoconferencing). However, these possible reasons for decreased videoconference use need to be supported by further research. Furthermore, we found that videoconference use was high in some nursing homes, especially for those residents with relatives living overseas. However, our data were not significant due to the small sample size from each nursing home. We found no studies on the relationships between videoconference use and the characteristics of nursing home residents’ families. We therefore suggest that future research explore the relationships between videoconference use and characteristics of nursing home residents’ family members, factors influencing videoconference use, effects of videoconferencing on the health of elderly residents and their families, and the cost effectiveness of the videoconference program.
Although the experimental and control groups did not differ significantly in any dependent variable at any time point, the experimental group showed significant changes in depression, loneliness, and two social support measures over time compared with the control group after controlling for residents’ age and length of residency. The independent t test used to compare the results for each outcome variable at each measurement time point (Table 2) did not benefit from the strength of repeated measurements within participants. One possible reason that the independent t test did not show significant differences in mean outcome measurements between groups is that it did not include other repeated measurements from the same participants. Another possible reason is that the sample was too small to detect significant differences. On the other hand, the results of GEE analysis showed significant incremental changes in the dependent variables over time due to the likely impact of within-participant’s repeated measurements. Our research also showed that, after adjustment for residents’ age and length of residency, the time effects between the experimental and comparison groups remained the same for all outcome variables except emotional social support at 12 months. In other words, after adjustment for time and group effects, age and length of residency had almost no significant impact on all outcome variables, except emotional social support at 12 months. Furthermore, the outcome variables of loneliness, lack of social support, and depression might have been associated with each other. However, when we analyzed each variable by GEE method with and without controlling for other variables, we found that the trends were not affected (data not shown). Further research is recommended to explore the associations among these variables and their possible impact on the time effects.

Conclusion
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Abstract

Background: The Internet is known to be used for health purposes by the general public all over the world. However, little is known about the use of, attitudes toward, and activities regarding eHealth among the Japanese population.

Objectives: This study aimed to measure the prevalence of Internet use for health-related information compared with other sources, and to examine the effects on user knowledge, attitudes, and activities with regard to Internet use for health-related information in Japan. We examined the extent of use via personal computers and cell phones.

Methods: We conducted a cross-sectional survey of a quasi-representative sample (N = 1200) of the Japanese general population aged 15–79 years in September 2007. The main outcome measures were (1) self-reported rates of Internet use in the past year to acquire health-related information and to contact health professionals, family, friends, and peers specifically for health-related purposes, and (2) perceived effects of Internet use on health care.

Results: The prevalence of Internet use via personal computer for acquiring health-related information was 23.8% (286/1200) among those surveyed, whereas the prevalence via cell phone was 6% (77). Internet use via both personal computer and cell phone for communicating with health professionals, family, friends, or peers was not common. The Internet was used via personal computer for acquiring health-related information primarily by younger people, people with higher education levels, and people with higher household incomes. The majority of those who used the Internet for health care purposes responded that the Internet improved their knowledge or affected their lifestyle attitude, and that they felt confident in the health-related information they obtained from the Internet. However, less than one-quarter thought it improved their ability to manage their health or affected their health-related activities.
Conclusions: Japanese moderately used the Internet via personal computers for health purposes, and rarely used the Internet via cell phones. Older people, people with lower education levels, and people with lower household incomes were less likely to access the Internet via cell phone. The Internet moderately improved users’ health-related knowledge and attitudes but seldom changed their health-related abilities and activities. To encourage communication between health providers and consumers, it is important to improve eHealth literacy, especially in middle-aged people. It is also important to make adequate amendments to the reimbursement payment system and nationwide eHealth privacy and security framework, and to develop a collaborative relationship among industry, government, and academia.

(J Med Internet Res 2011;13(4):e110) doi:10.2196/jmir.1796
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Introduction

The number of Internet users has increased considerably worldwide [1]. The Internet is used for health purposes by the general public, and the importance of the Internet as a source of health information is growing [2-5]. The term eHealth refers to health services and information delivered or enhanced through the Internet [1,6-8]. To monitor health consumers’ use, attitudes, and activities regarding health-related information and eHealth, national representative surveys were conducted in the United States (Health Information National Trends Survey by the National Cancer Institute) [3,9-11] and Europe (eHealth Consumer Trends Survey funded by the European Commission) [5,12,13]. These surveys revealed an increase in the prevalence of Internet use for health-related information among the general public. The prevalence in the United States was approximately 20% in 2001 [2] and 40% in 2003 [3]; the prevalence in Europe was 42% in 2005 and 52% in 2007 [5]. Several studies, however, showed that people still valued and used more conventional sources of health-related information, including health professionals, family, television, and newspapers, although the conventional sources decreased in importance [14,15]. It was also shown that the effects of Internet use on health-related attitudes and activities, such as active communication and actual health care utilization, have not yet been substantial [2,5].

A 2007 Japanese national survey showed that 69% used the Internet in the past year, 61% through personal computers and 57% through cell phones [16]. Japan’s cell phones are technologically enhanced and divergent from globalization, a phenomenon labeled the Galápagos syndrome [17]. They are ready for the Internet and email, have high-resolution cameras, receive television programs, and can be used as credit cards and boarding passes. Even the average person can have an advanced cell phone, so many Japanese rely on their cell phones rather than personal computers for Internet access [17]. However, little is known about the use of, attitudes toward, and activities regarding eHealth in the Japanese population. Clearer fundamental information is required as a foundation for discussing the role of the Internet in health care. It is assumed that changes in the information technology environment have affected Internet use for health-related information in several ways in Japan, as well as in the United States and Europe, where Web 2.0 has been changing the way medical information is handled (eg, personal health records) [18,19]. Therefore, we hypothesized that the prevalence and effects of Internet use for health-related information in Japan are similar to those in the United States and Europe. Moreover, since many Japanese rely on their cell phones for Internet access, we think that Internet use via cell phone can be as effective as Internet use via personal computer [16,17,20].

This study aimed to measure the prevalence of Internet use for health-related information compared with other sources, to examine user characteristics, and to examine the association of Internet use with user knowledge, attitudes, and activities regarding health-related information in Japan. Additionally, we examined the extent of Internet use via personal computers and cell phones.

Methods

Study Design and Participants

We designed a cross-sectional survey of the Japanese general population aged 15–79 years. We used a scheduled omnibus survey conducted by Nippon Research Center Ltd [21], which included 1200 participants. Study participants were selected by proportional quota sampling to collect a nationally representative sample in Japan, and a self-reported questionnaire survey was performed in September 2007. In proportion to regions and city sizes, 200 areas were proportionately selected corresponding to the stratification of all nine regions (Hokkaido, Tohoku, Kanto, Hokuriku, Tokai, Kinki, Chugoku, Shikoku, and Kyushu) and five city sizes (15 large cities: Sapporo, Sendai, Saitama, Chiba, Tokyo, Kawasaki, Yokohama, Shizuoka, Nagoya, Kyoto, Osaka, Kobe, Hiroshima, Kitakyushu, and Fukuoka; cities with over 150,000 people; cities with over 50,000 people; cities with over 150,000 people; cities with over 50,000 people; cities with over 150,000 people; cities with over 50,000 people; nonurban areas). Households were randomly selected from a database of house maps. Individuals were allocated to reflect the area’s stratification by sex, age, and job status. Interviewers visited selected households, requested that individuals fill out questionnaires, and collected questionnaires completed by allocated individuals a few days later. In the case that interviewers could not collect a questionnaire from a target participant, interviewers visited the next target participant that reflected the area’s demographics. Sampling continued until we had 1200 completed questionnaires. All respondents were provided ¥1000 (about US $10 at the time of writing) as payment on completion of the questionnaire.

Measurements

The survey contained a set of questions about participant characteristics, use of the Internet for health-related information,
and the perceived effects of Internet use on knowledge, attitudes, and activities for health purposes. Almost all items were derived from the original questionnaire used in Baker and colleague’s study [2]. We added some original items regarding cell phones.

We collected basic demographic data from participants, including age, sex, household income, level of education, and place of residence. Health-related characteristics were self-reported health status (excellent, very good, good, fair, or poor) and chronic diseases: hypertension, diabetes or hyperglycemia, cancer, heart problems (heart attack, angina due to coronary heart disease, heart failure, or other heart problems), depression, obesity, and hyperlipidemia. The main outcome of this study was frequency of Internet use for any purpose and ownership of cell phones.

We classified Internet use into four types: (1) use of a Web browser via personal computer, (2) use of a Web browser via cell phone, (3) use of email via personal computer, and (4) use of email via cell phone. We prepared four questions: “How often do you use a Web browser (or email) to acquire information or advice for health care via your personal computer (or through your cell phone)”? We defined “Internet use” as more than once a year. In addition, to compare the extent of Internet use, we also measured the extent other sources were used for health-related information (television, newspapers, radio, magazines, direct mail, and public relations magazines). To investigate the extent of interactive Internet use for health-related communication, we asked participants about their use of the Internet for three purposes: “to contact doctors or other health care providers,” “to contact a family member or friend about health or health care,” and “to contact other people who have similar health conditions or concerns.” We examined the extent of use for these three purposes via personal computer and cell phone.

We examined the perceived effects of Internet use on knowledge and attitudes using participant responses (strongly agree, agree, disagree, or strongly disagree) to the following statements: “improved my understanding of symptoms, conditions, or treatments in which I was interested,” “improved my ability to manage my health care needs without visiting a doctor or other health care provider,” “led me to seek care from different doctors or health providers than I otherwise would have,” and “affected the way I eat or exercise.” We also examined Internet user confidence or anxiety (“I felt confident,” “I wasn’t influenced,” “I felt anxious,” or “I’ve never obtained [this information]” after obtaining the following health-related information: “information on diseases you have,” “information on diseases you want to prevent,” “information on treatment of diseases,” “information on doctors and health care facilities,” “information on peers,” and “information on a healthy lifestyle, fitness, or nutrition.”

We examined the perceived effects of Internet use on activities by collecting data on the number of times participants visited a health professional and the number of times they telephoned them. Additionally, we asked “Have you ever told health professionals about information from the Internet?”

**Statistical Analysis**

We tabulated the responses and computed the prevalences. Then, we used logistic regression analysis to investigate the relationships between Internet use for health-related information and respondent characteristics (age, sex, annual household income, level of education, place of residence, and self-reported health status). We evaluated eight logistic regression models. The outcomes for models 1–4 were use of the Internet via personal computer for (1) acquiring health-related information, (2) contacting health professionals, (3) contacting family/friends about health-related information, and (4) contacting peers. The outcomes for models 5–8 were use of the Internet via cell phone for (5) acquiring health-related information, (6) contacting health professionals, (7) contacting family/friends, and (8) contacting peers. For each variable, we report odds ratios and 95% confidence intervals. The Hosmer-Lemeshow goodness-of-fit test was performed for each model. All analyses were performed using SPSS version 18.0 (IBM Corporation, Somers, NY, USA). All P values were 2-sided, with P < .05 considered statistically significant.

**Ethical Considerations**

The purpose of the study was explained on the first page of the questionnaire, and we declared that responses to questionnaires were regarded as informed consent. This survey was conducted as an unlinked anonymous survey. The study protocol was approved by the Ethics Committee of Kyoto University Faculty of Medicine.

**Results**

**Participant Characteristics**

Characteristics of the 1200 survey participants included in our analysis are shown in Table 1. The mean (SD) age was 46.4 (17.4) years, 49.6% (595/1200) of the participants were male, 18.7% (224) had at least a college education, and 35.6% (426) had a household income of ¥6,000,000 (about US $60,000) or more. “Poor” general health was reported by 7% (82) of respondents and 31.4% (377) had at least one chronic condition. In addition, 41.5% (498) had used the Internet more than once a week for general purposes; 81.3% (975) had cell phones, and the prevalence of Internet use via cell phone was 41.8% (502).
Table 1. Participant characteristics (N = 1200)

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>15–19</td>
<td>75</td>
<td>6</td>
</tr>
<tr>
<td>20–34</td>
<td>285</td>
<td>23.8</td>
</tr>
<tr>
<td>35–49</td>
<td>295</td>
<td>24.6</td>
</tr>
<tr>
<td>50–64</td>
<td>324</td>
<td>27.0</td>
</tr>
<tr>
<td>65–74</td>
<td>169</td>
<td>14.1</td>
</tr>
<tr>
<td>75–79</td>
<td>52</td>
<td>4</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>46.4 (17.4)</td>
<td>49.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Household income (¥1000) a</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–2999</td>
<td>194</td>
<td>16.2</td>
</tr>
<tr>
<td>3000–5999</td>
<td>418</td>
<td>34.8</td>
</tr>
<tr>
<td>6000–9999</td>
<td>314</td>
<td>26.2</td>
</tr>
<tr>
<td>10,000–</td>
<td>112</td>
<td>9.3</td>
</tr>
<tr>
<td>Unknown</td>
<td>162</td>
<td>13.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education (years)</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–12</td>
<td>728</td>
<td>60.7</td>
</tr>
<tr>
<td>13–15</td>
<td>241</td>
<td>20.1</td>
</tr>
<tr>
<td>16–</td>
<td>224</td>
<td>18.7</td>
</tr>
<tr>
<td>Unknown</td>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Health status</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent/very good</td>
<td>248</td>
<td>20.7</td>
</tr>
<tr>
<td>Good</td>
<td>350</td>
<td>29.2</td>
</tr>
<tr>
<td>Fair</td>
<td>520</td>
<td>43.3</td>
</tr>
<tr>
<td>Poor</td>
<td>82</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Place of residence</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban b</td>
<td>690</td>
<td>57.5</td>
</tr>
<tr>
<td>Nonurban</td>
<td>510</td>
<td>42.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chronic conditions</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥3</td>
<td>33</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>86</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>258</td>
<td>21.5</td>
</tr>
<tr>
<td>0</td>
<td>823</td>
<td>68.6</td>
</tr>
</tbody>
</table>

---

**Prevalence of Using Various Sources for Acquiring Health-Related Information**

Table 2 shows the prevalence of use for health-related information by source. We regarded *use* as use at least once every year. The prevalence of Internet use (Web browser or email) via personal computers for acquiring health-related information was 23.8% (286), and 6% (77) for Internet use via cell phones. Television (60.1%, 721) and newspapers (50.3%, 604) were widely used. The prevalence was 7% (79) and 3% (36) for contact with health professionals (doctors or other health care providers), 8.6% (103) and 12.3% (148) for contact with family or friends, and 4% (52) and 6% (67) for contact with peers (other people with similar health conditions or concerns) for interactive use of the Internet via personal computer and cell phone, respectively.

---

*a ¥1000 = about US $10.
*b Cities with a population of at least 150,000 people.
Table 2. Prevalence and frequency of Internet use for health purposes (N = 1200)

<table>
<thead>
<tr>
<th>In the past year, about how often did you</th>
<th>Frequency of use, % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ever in the past year</td>
<td></td>
</tr>
<tr>
<td>More than once per week</td>
<td></td>
</tr>
<tr>
<td>About once per week</td>
<td></td>
</tr>
<tr>
<td>About once per month</td>
<td></td>
</tr>
<tr>
<td>Every 2–3 months</td>
<td></td>
</tr>
<tr>
<td>Less than every 2–3 months</td>
<td></td>
</tr>
</tbody>
</table>

**To acquire health-related information, use**

<table>
<thead>
<tr>
<th></th>
<th>Less than every 2–3 months</th>
<th>Every 2–3 months</th>
<th>About once per month</th>
<th>About once per week</th>
<th>More than once per week</th>
<th>Total ever in the past year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Television</td>
<td>60.1 (721)</td>
<td>21.7 (260)</td>
<td>14.8 (178)</td>
<td>10.8 (129)</td>
<td>5 (54)</td>
<td>8.3 (100)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>50.3 (604)</td>
<td>17.3 (207)</td>
<td>13.3 (159)</td>
<td>9.1 (109)</td>
<td>4 (48)</td>
<td>7 (81)</td>
</tr>
<tr>
<td>Public relations magazines</td>
<td>40.3 (484)</td>
<td>1 (17)</td>
<td>2 (27)</td>
<td>20.6 (247)</td>
<td>6 (77)</td>
<td>9.7 (116)</td>
</tr>
<tr>
<td>Magazines</td>
<td>34.2 (410)</td>
<td>3 (38)</td>
<td>4 (50)</td>
<td>12.3 (147)</td>
<td>7 (83)</td>
<td>8 (92)</td>
</tr>
<tr>
<td>Radio</td>
<td>19.1 (229)</td>
<td>5 (56)</td>
<td>4 (52)</td>
<td>4 (50)</td>
<td>2 (26)</td>
<td>4 (45)</td>
</tr>
<tr>
<td>Direct mail</td>
<td>16.5 (198)</td>
<td>1 (15)</td>
<td>2 (25)</td>
<td>6 (68)</td>
<td>4 (45)</td>
<td>4 (45)</td>
</tr>
<tr>
<td>Web browser via...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>23.7 (284)</td>
<td>4 (45)</td>
<td>4 (47)</td>
<td>6 (69)</td>
<td>6 (67)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>5 (63)</td>
<td>1 (14)</td>
<td>1 (8)</td>
<td>1 (15)</td>
<td>1 (8)</td>
<td>1 (15)</td>
</tr>
<tr>
<td>Email via...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>5 (61)</td>
<td>1 (15)</td>
<td>1 (8)</td>
<td>1 (15)</td>
<td>1 (8)</td>
<td>1 (15)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>4 (48)</td>
<td>1 (14)</td>
<td>0 (6)</td>
<td>1 (12)</td>
<td>0 (2)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>The Internet (Web browser or email) via...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>23.8 (286)</td>
<td>4 (48)</td>
<td>4 (47)</td>
<td>6 (70)</td>
<td>5 (65)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>6 (77)</td>
<td>2 (21)</td>
<td>1 (7)</td>
<td>2 (19)</td>
<td>1 (7)</td>
<td>2 (23)</td>
</tr>
</tbody>
</table>

**To contact health professionals, use**

<table>
<thead>
<tr>
<th></th>
<th>Less than every 2–3 months</th>
<th>Every 2–3 months</th>
<th>About once per month</th>
<th>About once per week</th>
<th>More than once per week</th>
<th>Total ever in the past year</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Internet via...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>7 (79)</td>
<td>1 (8)</td>
<td>1 (6)</td>
<td>2 (18)</td>
<td>1 (17)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>3 (36)</td>
<td>2 (7)</td>
<td>0 (2)</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>1 (15)</td>
</tr>
</tbody>
</table>

**To contact a family member or friend about health or health care, use**

<table>
<thead>
<tr>
<th></th>
<th>Less than every 2–3 months</th>
<th>Every 2–3 months</th>
<th>About once per month</th>
<th>About once per week</th>
<th>More than once per week</th>
<th>Total ever in the past year</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Internet via...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>8.6 (103)</td>
<td>2 (20)</td>
<td>1 (16)</td>
<td>2 (20)</td>
<td>2 (19)</td>
<td>2 (28)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>12.3 (148)</td>
<td>2 (29)</td>
<td>2 (25)</td>
<td>3 (34)</td>
<td>1 (15)</td>
<td>4 (45)</td>
</tr>
</tbody>
</table>

**To contact peers about health or health care, use**

<table>
<thead>
<tr>
<th></th>
<th>Less than every 2–3 months</th>
<th>Every 2–3 months</th>
<th>About once per month</th>
<th>About once per week</th>
<th>More than once per week</th>
<th>Total ever in the past year</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Internet via...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>4 (52)</td>
<td>1 (14)</td>
<td>0 (4)</td>
<td>1 (8)</td>
<td>1 (8)</td>
<td>2 (19)</td>
</tr>
<tr>
<td>Cell phone</td>
<td>6 (67)</td>
<td>1 (8)</td>
<td>1 (10)</td>
<td>1 (17)</td>
<td>1 (10)</td>
<td>2 (22)</td>
</tr>
</tbody>
</table>

**Characteristics of People Using the Internet for Health-Related Information**

Table 3 shows logistic regression analysis results of the relationships between Internet use via personal computer for each health purpose and participant characteristic. We observed that participants over 50 years of age were significantly less likely to use the Internet via personal computer for acquiring health-related information, while those with an income over ¥10,000,000 or with more than 12 years of education were more likely to acquire information this way. Table 4 shows results on the use of cell phones. Participants aged 35–64 years were less likely than younger participants to use the Internet via cell phone to obtain health-related information. We also considered interactive use of the Internet for health-related communication (see Table 3 and Table 4). Overall, there were few statistically significant differences in characteristics. Women and those reporting good health status were more likely to use the Internet interactively. As with using the Internet via personal computer for acquiring information, higher rates of interactive Internet use might be related to younger age, higher education levels, and higher household incomes. A lower rate of interactive Internet use via cell phone might be associated with older age and lower education levels, but was not associated with household income. All eight models were shown to be well calibrated using the Hosmer-Lemeshow test (each P value > .31).
Table 3. Results of logistic regression models for Internet use via personal computer for each health purpose by demographic characteristics (N = 1200)

<table>
<thead>
<tr>
<th>Number of users (%)</th>
<th>For acquiring information</th>
<th>For contacting professionals</th>
<th>For contacting family/friends</th>
<th>For contacting peers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>286 (23.8%)</td>
<td>79 (7%)</td>
<td>103 (8.6%)</td>
<td>52 (4%)</td>
</tr>
</tbody>
</table>

**Age (years), OR (95% CI)**

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>15–19</td>
<td>0.5 (0.2–1.0)</td>
<td>Reference</td>
<td>0.2 (0.0–1.3)</td>
<td>Reference</td>
<td>0.6 (0.2–1.7)</td>
<td>Reference</td>
<td>0.3 (0.0–2.5)</td>
<td>Reference</td>
</tr>
<tr>
<td>20–34</td>
<td>Reference</td>
<td>1.2 (0.8–1.7)</td>
<td>Reference</td>
<td>1.0 (0.6–1.7)</td>
<td>Reference</td>
<td>0.9 (0.5–1.4)</td>
<td>Reference</td>
<td>0.8 (0.4–1.6)</td>
</tr>
<tr>
<td>35–49</td>
<td>0.6 (0.4–0.9)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.7 (0.4–1.4)</td>
<td>0.7 (0.4–1.2)</td>
<td>0.7 (0.3–1.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50–64</td>
<td>0.2 (0.1–0.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.4 (0.2–1.1)</td>
<td>0.3 (0.1–0.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.3 (0.1–1.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–79</td>
<td>1.0 (0.8–1.4)</td>
<td>1.8 (1.1–2.9)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.5 (0.9–2.3)</td>
<td>1.7 (0.9–3.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Sex (female), OR (95% CI)**

<table>
<thead>
<tr>
<th>Sex (female)</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
</tbody>
</table>

**Household income (¥1000)<sup>c</sup>, OR (95% CI)**

<table>
<thead>
<tr>
<th>Household income (¥1000)</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–2999</td>
<td>Reference</td>
<td>1.6 (0.9–2.7)</td>
<td>Reference</td>
<td>1.2 (0.5–3.0)</td>
<td>Reference</td>
<td>1.1 (0.5–2.5)</td>
<td>Reference</td>
<td>1.2 (0.4–3.4)</td>
</tr>
<tr>
<td>3000–5999</td>
<td>1.7 (1.0–2.9)</td>
<td>1.6 (0.7–4.0)</td>
<td>1.5 (0.7–3.3)</td>
<td>1.2 (0.4–3.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6000–9999</td>
<td>2.5 (1.3–4.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.1 (0.4–3.4)</td>
<td>1.6 (0.7–4.0)</td>
<td>2.3 (0.7–7.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Education (years), OR (95% CI)**

<table>
<thead>
<tr>
<th>Education (years)</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–12</td>
<td>Reference</td>
<td>1.8 (1.2–2.6)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Reference</td>
<td>1.9 (1.0–3.3)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Reference</td>
<td>1.7 (0.9–2.9)</td>
<td>Reference</td>
<td>1.7 (0.8–3.6)</td>
</tr>
<tr>
<td>13–15</td>
<td>4.8 (3.3–6.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.6 (1.4–4.7)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.8 (2.3–6.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.8 (1.4–5.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–</td>
<td>1.4 (0.9–2.1)</td>
<td>0.6 (0.2–1.4)</td>
<td>1.1 (0.6–2.0)</td>
<td>0.7 (0.3–1.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Urban residence<sup>d</sup>, OR (95% CI)**

<table>
<thead>
<tr>
<th>Urban residence</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
</tbody>
</table>

**Health status, OR (95% CI)**

<table>
<thead>
<tr>
<th>Health status</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
<th>OR (95% CI)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent/very good</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Good</td>
<td>1.4 (0.9–2.1)</td>
<td>1.0 (0.5–1.8)</td>
<td>1.3 (0.8–2.3)</td>
<td>3.0 (1.2–7.7)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>1.1 (0.7–1.6)</td>
<td>0.9 (0.5–1.6)</td>
<td>0.7 (0.4–1.2)</td>
<td>1.9 (0.7–4.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>1.8 (0.9–3.6)</td>
<td>0.6 (0.2–2.3)</td>
<td>1.1 (0.4–3.1)</td>
<td>1.4 (0.3–7.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Test for goodness-of-fit**

| Test for goodness-of-fit | P = .39 | P = .66 | P = .99 | P = .59 |

<sup>a</sup> Odds ratio (95% confidence interval).
<sup>b</sup> Confidence interval does not include 1.0.
<sup>c</sup> ¥1000 = about US $10.
<sup>d</sup> Population of at least 150,000 people.
<sup>e</sup> Hosmer-Lemeshow goodness-of-fit test.
Table 4. Results of logistic regression models for Internet use via cell phone for each health purpose by demographic characteristics (N = 1200)

<table>
<thead>
<tr>
<th>Number of users (%)</th>
<th>For acquiring information</th>
<th>For contacting professionals</th>
<th>For contacting family/friends</th>
<th>For contacting peers</th>
</tr>
</thead>
<tbody>
<tr>
<td>63 (5%)</td>
<td>36 (3%)</td>
<td>148 (12.3%)</td>
<td>67 (6%)</td>
<td></td>
</tr>
</tbody>
</table>

**Age (years), OR (95% CI)**

| 15–19               | 0.6 (0.2–1.6)             | 0.9 (0.3–3.1)                | 0.6 (0.3–1.2)                | 0.6 (0.2–1.9)        |
| 20–34 Reference     | Reference Reference Reference Reference |
| 35–49               | 0.5 (0.3–1.0)             | 0.3 (0.1–0.8)                | 0.5 (0.3–0.8)                | 0.6 (0.4–1.2)        |
| 50–64               | 0.2 (0.1–0.4)             | 0.2 (0.1–0.6)                | 0.2 (0.1–0.3)                | 0.2 (0.1–0.5)        |
| 65–79               | n/a                       | n/a                          | 0.0 (0.0–0.1)                | 0.0 (0.0–0.3)        |

**Sex (female), OR (95% CI)**

| 1.2 (0.7–2.0)       | 1.3 (0.6–2.7)             | 2.0 (1.4–3.0)                | 2.2 (1.3–3.9)                |

**Household income (¥1000), OR (95% CI)**

| 0–2999 Reference    | Reference Reference Reference Reference |
| 1.0 (0.4–2.4)       | 0.7 (0.4–1.4)             | 1.2 (0.5–3.1)                | 1.0 (0.4–2.4)                |
| 3000–5999           | 1.2 (0.5–3.1)             | 0.6 (0.2–1.9)                | 0.7 (0.4–1.4)                | 1.0 (0.4–2.4)        |
| 6000–9999           | 1.2 (0.4–3.2)             | 1.2 (0.4–3.5)                | 1.1 (0.6–2.0)                | 0.9 (0.4–2.4)        |
| 10,000–              | 1.7 (0.6–5.4)             | 0.7 (0.2–3.3)                | 1.0 (0.5–2.2)                | 1.0 (0.3–3.2)        |

**Education (years), OR (95% CI)**

| 0–12 Reference      | Reference Reference Reference Reference |
| 1.1 (0.6–2.2)       | 1.3 (0.5–3.0)             | 1.2 (0.8–2.0)                | 1.2 (0.6–2.3)                |
| 13–15               | 1.4 (0.7–2.8)             | 1.3 (0.5–3.1)                | 2.0 (1.3–3.2)                | 1.9 (1.0–3.6)        |
| 16–                  | 1.9 (1.0–3.8)             | 0.9 (0.3–2.7)                | 0.8 (0.4–1.5)                | 0.5 (0.2–1.4)        |

**Urban residence, OR (95% CI)**

| 1.0 (0.5–2.1)       | 2.2 (0.8–6.0)             | 1.9 (1.2–3.2)                | 3.8 (1.7–8.7)                |
| 0.9 (0.4–1.8)       | 1.5 (0.5–4.2)             | 1.3 (0.8–2.2)                | 2.0 (0.8–4.6)                |
| 3.3 (1.1–9.6)       | 2.5 (0.5–13.5)            | 1.8 (0.7–4.5)                | 1.6 (0.3–8.2)                |

**Health status, OR (95% CI)**

| 1.0 (0.5–2.1)       | 2.2 (0.8–6.0)             | 1.9 (1.2–3.2)                | 3.8 (1.7–8.7)                |
| 0.9 (0.4–1.8)       | 1.5 (0.5–4.2)             | 1.3 (0.8–2.2)                | 2.0 (0.8–4.6)                |
| 3.3 (1.1–9.6)       | 2.5 (0.5–13.5)            | 1.8 (0.7–4.5)                | 1.6 (0.3–8.2)                |

**Test for goodness-of-fit**

| P = .99             | P = .31                   | P = .59                     | P = .31                     |

---

**Perceived Effects of Internet Use on Health Care**

Table 5, Table 6, Table 7, and Table 8 show results of perceived effects of Internet use on health care. More than two-thirds of Internet users strongly agreed or agreed that Internet use “improved my understanding of symptoms, conditions, or treatments in which I was interested” (143/210, 68.1%) and “affected the way I eat or exercise” (134/197, 68.0%), while only 23% thought it “improved my ability to manage my health care needs without visiting a doctor or other health care provider.” More than 60% of respondents obtaining any kind of health-related information felt confident after obtaining this information. Most respondents thought that Internet use had no effect on the number of times they visited health professionals (208/234, 88.9%) or telephoned health professionals (216/232, 93.1%), and most had never told health professionals about information they obtained from the Internet (197/236, 83.5%).
Table 5. Perceived effects of Internet use on health care understanding and decisions among Internet users

<table>
<thead>
<tr>
<th>Effect</th>
<th>n</th>
<th>Agree or strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved my understanding of symptoms, conditions, or treatments in which I was interested</td>
<td>210</td>
<td>143 (68.1%)</td>
</tr>
<tr>
<td>Affected the way I eat or exercise</td>
<td>197</td>
<td>134 (68.0%)</td>
</tr>
<tr>
<td>Led me to seek care from different doctors or health providers than I otherwise would have</td>
<td>190</td>
<td>41 (22%)</td>
</tr>
<tr>
<td>Improved my ability to manage my health care needs without visiting a doctor or other health care provider</td>
<td>188</td>
<td>43 (23%)</td>
</tr>
</tbody>
</table>

Table 6. Perceived effects of Internet use on feelings of confidence and anxiety among Internet users

<table>
<thead>
<tr>
<th>Feeling after obtaining information on...</th>
<th>n</th>
<th>Feeling confident</th>
<th>No effect</th>
<th>Feeling anxious</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diseases you have</td>
<td>158</td>
<td>98 (62%)</td>
<td>52 (33%)</td>
<td>8 (5%)</td>
</tr>
<tr>
<td>Diseases you want to prevent</td>
<td>125</td>
<td>77 (62%)</td>
<td>46 (37%)</td>
<td>2 (2%)</td>
</tr>
<tr>
<td>Treatment of diseases</td>
<td>167</td>
<td>108 (64.7%)</td>
<td>53 (32%)</td>
<td>6 (4%)</td>
</tr>
<tr>
<td>On doctors and health care facilities</td>
<td>99</td>
<td>93 (63%)</td>
<td>50 (34%)</td>
<td>4 (3%)</td>
</tr>
<tr>
<td>On peers</td>
<td>147</td>
<td>61 (62%)</td>
<td>34 (34%)</td>
<td>4 (4%)</td>
</tr>
<tr>
<td>On a healthy lifestyle, fitness, or nutrition</td>
<td>129</td>
<td>82 (64%)</td>
<td>45 (35%)</td>
<td>2 (2%)</td>
</tr>
</tbody>
</table>

Table 7. Perceived effects of Internet use on health-related activities (number of times visited or telephoned a physician or other health provider) among Internet users

<table>
<thead>
<tr>
<th>Number of times...</th>
<th>n</th>
<th>Increased</th>
<th>No effect</th>
<th>Decreased</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visited a physician or other health provider</td>
<td>234</td>
<td>15 (6%)</td>
<td>208 (88.9%)</td>
<td>11 (5%)</td>
</tr>
<tr>
<td>Telephoned a physician or other health provider</td>
<td>232</td>
<td>1 (0%)</td>
<td>216 (93.1%)</td>
<td>15 (7%)</td>
</tr>
</tbody>
</table>

Table 8. Perceived effects of Internet use on health-related activities (experiences of telling health professionals about health-related information from the Internet) among Internet users

<table>
<thead>
<tr>
<th>n</th>
<th>Have done</th>
<th>Tried, but never done</th>
<th>Never tried</th>
</tr>
</thead>
<tbody>
<tr>
<td>236</td>
<td>39 (17%)</td>
<td>12 (5%)</td>
<td>185 (78.4%)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This study revealed four principal findings. First, the prevalence of Internet use via personal computer for acquiring health-related information was about one-quarter among those surveyed (23.8%), whereas the prevalence of Internet use via cell phone for this purpose was low (6%). The prevalence of Internet use via personal computer was higher than radio (19.1%), but lower than television (60.1%), newspapers (50.3%), and magazines (34.2%). Second, younger people, people with higher education levels, and people with higher household incomes were more likely to acquire health-related information by accessing the Internet via personal computer. Third, the prevalence of Internet use for health-related communication with health professionals, family, friends, or peers was small. Although cell phones were rarely used for this type of communication in general, 12.3% of respondents used cell phones for contacting family or friends specifically for health-related purposes. Finally, the majority of those using the Internet for health care purposes thought the Internet improved their health-related knowledge and affected their lifestyle attitudes, and felt confident after obtaining health-related information through the Internet. In contrast, less than one-quarter of respondents thought Internet use improved their ability to manage their health or changed their health-related activities. We further discuss these four findings below.

First, we found that the prevalence of Internet use via personal computer for health-related information was lower in Japan (24% in 2007) than in the United States (40% in 2001) [2] and Europe (42% in 2005 and 52% in 2007) [5,13]. On the other hand, the prevalence of using traditional sources of information in Japan, such as television and newspapers, was similar to that in the United States and Europe [3,5]. Although the Internet is increasingly being used as a source of health information [10], consumers still value and use traditional information sources in the United States and Europe [14,15]. Therefore, the Japanese general population may also still value traditional sources and not widely use the Internet to obtain health-related information.

Second, our results regarding characteristics of Internet users were consistent with many preceding studies pointing out that...
older people, people with lower education levels, and people with lower household incomes reported less frequent access to the Internet [23-28]. Since these people may be unfamiliar with the Internet, these characteristics could result in a digital divide, a barrier to accessing health-related information through the Internet [29-33]. A generation gap in digital knowledge and skills is generally acknowledged [34]. Approximately 70% of people aged 50–64 use the Internet in the United States [26,27], whereas we found that hardly anyone over 50 years of age in Japan accessed the Internet. According to a white paper, the number of Internet users among the older people (over 65 years of age) has increased in recent years (28.1% in 2008, 36.9% in 2009) [35]. It is also suggested that active seniors who actively use the Internet could encourage other seniors to use the Internet.

Some studies have proposed that less healthy people moderately use the Internet for health-related information [2,36], although some studies show that people with chronic disease are less likely than healthy people to have access to the Internet [37]. Although less healthy people are more likely to ask health professionals about information they find online [38], people who use the Internet for health purposes are more health oriented than people who do not search the Internet [39]. Therefore, people who use the Internet for health purposes might include both less healthy people, who use the Internet for recovery, and more healthy or health-oriented people, who use it for prevention. The relationship between health status and Internet searching behavior remains controversial.

Third, our results suggest that online communication generally remains uncommon in Japan. For communication with family, friends, or peers, cell phones were more used than personal computers. Cell phones were not used as a tool to acquire information, but as a tool for communication by people of all income levels. This could be because even average people in Japan can have advanced cell phones, which are frequently used for email communication with family or friends. For communication with health professionals, the Internet was less used in Japan than in the United States [2].

One reason why online communication generally remains uncommon in Japan might be the lack of systems related to eHealth in Japan. In the reimbursement payment system in Japan, the cost of health professional communications with patients is not reimbursed. In the Japanese context of universal health insurance coverage, treatments covered by insurance are not performed together with treatments not covered by insurance. Most health professionals and medical organizations do not promote this communication. Moreover, the legal system pertaining to personal medical information protection in Japan is not fully developed with regard to eHealth. The Japan Internet Medical Association (JIMA) was founded in 1998 to establish a framework for Internet medical usage [40]. JIMA created the Japanese version of the eHealth code of ethics [41], and has also developed the JIMA trust program. However, only 14 medical organizations obtained the JIMA trust mark, possibly because these ethics codes are self-imposed. Although the Ministry of Health, Labour and Welfare (MHLW) instituted the Guidelines on Security Management for Health Information Systems (first in 2005, fourth in 2010), there is no Act similar to the Health Insurance Portability and Accountability Act or Health Information Technology for Economic and Clinical Health Act in the United States [42]. Health professionals and medical organizations autonomously address privacy and security concerns associated with the electronic transmission of health information. Therefore, a nationwide privacy and security framework for eHealth is required in Japan.

The other reason why online communication generally remains uncommon in Japan could be the absence of a well-developed collaborative relationship among industry, government, and academia in Japan. In the United States, the vast majority of active eHealth services, such as WebMD, have been created by ventures put forth by cooperation and innovation among practitioners, researchers, and private industry [43]. Therefore, more collaborative efforts will be required in Japan. Some websites are being developed in Japan. Medical Information Network Distribution Service, which is operated by the Japan Council for Quality Health Care and funded by MHLW, has provided clinical practice guidelines in Japan on the Internet since 2004 [44-47]. Since the Medical Function Information Providing System was instituted by MHLW in 2007, prefectural governments have obligatorily provided information about the structure and outcomes of medical organizations on the Internet [47,48]. Websites created by nonprofit organizations and private industries, as well as pharmaceutical companies, have received awards for being the most informative health care websites in 2010 [49].

Fourth, our study showed that people tended to use the Internet for obtaining health-related information and felt confident in the information they obtained, which is compatible with many studies [36,50-52]. Obtaining information from the Internet, although it did not apparently change their activities, may encourage users to be confident that their ideas are supported. Nevertheless, our study also showed that few Internet users (6.6% via personal computer and 3.0% via cell phone) used the information for communication with health professionals. The frequency of patient communication with health professionals via the Internet was much lower than the frequency of patient visits to a physician’s office (30.7% in a month) [53]. According to Hesse et al, people tend to go to the Internet first [11] and rarely share the information from the Internet with physicians [3]. They still trust face-to-face contact with physicians as their preferred source of health-related information [11,24,54]. The behavioral discrepancy between searching for information on the Internet and not using this information with health professionals might be due to user trust in health professionals, or to user conflict derived from untrusting health professionals whose attitude and behavior are incompatible with the information from the Internet. This is an important topic regarding communication between health providers and health consumers that should be addressed in the future.

Public Health Implications

Our findings have public health implications. Our results showed that Internet use of health-related information remains less common in Japan than in other developed countries [28]. Japanese aged 50–64 years, a large segment of the baby boomer generation that is going to require increased access to hospitals, did not access information on the Internet because of the digital
divided. As active seniors might lead other seniors to follow their example, it could be important to determine the needs of active seniors regarding Internet use. Our results also suggest a behavioral discrepancy. Inadequate use of information obtained from the Internet might have harmful consequences, such as Internet addiction [55,56] or cyberchondria, which is excessive health anxiety generated from online health searches [57,58]. To address these issues, we believe it is important to improve users’ so-called eHealth literacy, defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [48,59,60]. It is appropriate to use the Internet as a supplement to health services rather than as a replacement [13,61-63], and to share the information with health professionals. There are differences between physicians and patients in health literacy [64], but it is also important that health professionals be mindful of patients’ desire for health information [65] and the Internet presence [52,66]. They should discuss the information offered by patients and guide them to reliable and accurate health websites [52]. For searching websites, standards for eHealth, such as the e-Health Code of Ethics 2.0 [41], could be beneficial for both patients and health professionals. Health professionals, public health professionals, and eHealth developers should work together to educate patients about acquiring health information online and critically appraising it [67-69], and to provide tools for them to navigate to the highest-quality information [38].

Limitations
This study had some limitations. We acknowledge that the study’s sample size was too small to examine the details of individuals who access the Internet via cell phone. The prevalence of Internet use via cell phone was lower than we had expected. Since this study aimed to measure the prevalence of Internet use for health-related information among the general Japanese population, a further study targeting the subset of Internet users who access the Internet via cell phone is required. We also acknowledge that there are no data about the response rate of respondents. In order to examine the extent of selection bias, we compared some indicative items of this survey with a national representative survey [16]. The distributions of age and sex in this survey were almost equal to those reported for the general Japanese population (see Multimedia Appendix 1 and Multimedia Appendix 2). The proportion of respondents using the Internet more than once a week was 41.5% in this survey and 48.5% in the national representative survey, calculated from data that 70.3% of Internet users (69.0% of respondents) use the Internet more than once a week. The small discrepancy between the national results and our findings can be attributed to the difference in survey methods; the national survey was conducted by mail. Nevertheless, given that the discrepancy was small, our results imply that the respondents to this survey were quasi-representative of the Japanese population. We accept that it is hard to discuss the accuracy of the prevalence of Internet use in Japan since there are no Japanese studies or data for comparison. Although repeated cross-sectional surveys are necessary to determine trends and associations, this study is useful in providing fundamental data in Japan.

Conclusions
In 2007, Japanese moderately used the Internet via personal computers for health purposes, and rarely used the Internet via cell phones. Older people, people with lower education levels, and people with lower household incomes were less likely to access the Internet via cell phone. The Internet moderately improved user health-related knowledge and attitudes, and encouraged user confidence in health-related information. However, it seldom changed their health-related abilities and activities, and was not often used for communicating with physicians. The paucity of Internet use for communication with physicians might be due to the payment system in Japan. Moreover, Internet users did not generally share the information they obtained from the Internet with health professionals. The health-related information from the Internet was inadequately used. Although cell phones were used as a communication tool for health purposes, the reimbursement payment system in Japan might be an obstacle to communication between health providers and health consumers. To encourage this communication, it is important to improve eHealth literacy, especially in middle-aged people. It is also important to make adequate amendments to the reimbursement payment system and nationwide eHealth privacy and security framework, and to develop a collaborative relationship among industry, government, and academia.
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Abstract

Background: Meeting the psychosocial needs of vulnerable groups such as cancer survivors remains an ongoing challenge. This is particularly so for those who have less access to the usual forms of medical specialist and in-person support networks. Internet-based approaches offer an opportunity to better meet patients’ information and support needs by overcoming the barrier of geographic isolation.

Objective: The aim of the study was to assess the reported level of access to the Internet, preferred sources of information, and preferred sources of support among survivors of hematologic cancers.

Method: A population-based, Australian state cancer registry invited eligible survivors to complete a survey about psychosocial needs, including items measuring Internet access and patterns of use. Of the 732 eligible survivors invited to participate, 268 (36.6%) completed and returned the pen-and-paper-based survey.

Results: The majority of participants (186/254, 73.2%) reported a high level of access to the Internet, with higher Internet access associated with a higher level of education, larger household, younger age, and being married or employed. A total of 62.2% (156/251) of survivors indicated they were likely to use the Internet for accessing information, with the percentage much lower (69/251, 28%) for accessing support via the Internet. Likelihood of using the Internet for support was associated with feeling anxious and being employed.

Conclusions: While the Internet appears to offer promise in increasing equitable access to information and support for cancer survivors for both metropolitan and regional areas, it is viewed less favorably for support and by particular subgroups (eg, older people and those without a university degree) within the survivor population. Promoting greater understanding of this mode of support may be required to achieve its potential. Information and support options other than Web-based approaches may continue to be needed by vulnerable groups of cancer survivors.

(J Med Internet Res 2011;13(4):e112) doi:10.2196/jmir.1894

keywords: Cancer; hematologic diseases; information-seeking behavior; social support
**Introduction**

Although hematologic cancers such as lymphoma and leukemia are much less prevalent than other cancer types such as colorectal cancer or breast cancer [1], in developed countries such as Australia they are a major cause of cancer death, due to poor survival rates compared with other cancers [1]. Diagnosis and treatment can have a devastating impact on life expectancy, fertility and sexuality [2,3], and overall health [4]. Accordingly, these patients report a need for information [5] and support [6]. Canadian data indicate that rates of clinical distress among those with hematologic cancers can range from 32% to 48% given the debilitating nature of the disease and its treatment [7]. Australian data indicate that hematologic cancer patients are also often isolated from support systems due to the need to travel to major hospitals for treatment, with treatment potentially lasting several months [5,8].

The prevalence and nature of the disease and its treatment raise some particular issues for the provision of psychosocial support. The opportunities for peer support, for example, are limited by the relative rarity of an age- or gender-matched survivor being available for either face-to-face or telephone-based peer-support programs. The concentration of hematologic professionals in major centers also can result in low access to face-to-face information and support once a patient has completed a round of treatment, particularly for those who live in nonmetropolitan locations. Further, opportunities for social and peer support may be limited due to lengthy inpatient stays and restriction of activities due to risk of neutropenic infection. Therefore, it is likely that a suite of options needs to be made available in order that hematologic cancer patients receive sufficient information and support throughout the months and years that may follow diagnosis.

Alongside the vital role of specialist medical staff, the Internet offers unique advantages for the delivery of information and psychosocial support to hematologic cancer patients, primarily due to its high level of accessibility. Up to 77% of Australian cancer patients access information about cancer via the Internet [9]. Internet access in Australia has quadrupled between 1998 and 2008 [10]. The most recent Australian data suggest that 72% of the population have home Internet access [10], while in the United States up to 69% of people may have home Internet access [11]. For those in regional and remote areas [12] the Internet may overcome some geographic barriers. It provides a way of connecting with information, services, and others in a similar situation no matter their location or level of wellness. It also offers the opportunity to provide peer online forums to obtain support from others in similar positions, who may not be accessible face-to-face.

A small group of studies have explored the effectiveness of Web-based psychosocial support for cancer survivors using robust randomized controlled designs [13-17], with mixed findings for psychosocial outcomes. The single study that included hematologic cancer survivors [15] also involved participants with other types of cancer diagnoses and suggested that those who were single, older, and less educated were less likely to use the Web-based intervention. Issues of reach and access in relation to Web-based interventions have also rarely been addressed.

While Internet accessibility is apparently high and increasing, there are no current data about the accessibility of this resource for hematologic cancer patients. Internet access can differ according to income, education, age, and geographic location [12,18]. These differences may in turn create or exacerbate inequality. Given that the sociodemographic profile of adult hematologic cancer patients includes a substantial proportion of older age groups [1], it is important to establish whether older or disadvantaged patients have ready access to the Internet in a manner that is conducive to its use for obtaining support and information.

The study aimed to do the following in a cross-sectional sample of people with a diagnosis of a hematologic cancer: (1) investigate the proportion of metropolitan versus regional survivors who reported a high level of access to the Internet, (2) measure the proportion who reported being likely to use various sources (Internet, print, telephone, face-to-face) for information and support and the perceived benefits of Internet options, and (3) explore the sociodemographic characteristics of survivors who reported both a high level of Internet access and being likely to use the Internet for information or support.

**Methods**

**Design**

**Sample**

Through a population-based cancer registry we recruited survivors aged 18 to 80 years at study invitation who had a diagnosis of leukemia, lymphoma, or myeloma in the prior 3 years. Use of this registry permitted sampling across the full range of cancer types, locations, and stages of treatment.

**Procedure**

On behalf of the researchers the cancer registry sent all eligible patients a questionnaire package containing an invitation letter, information statement, prepaid envelope, registry brochure, self-report pen-and-paper survey, and questionnaire package for their principal support person. Patients who did not respond to the initial questionnaire after 4 weeks were mailed a reminder letter from the cancer registry and a second questionnaire package.

**Measure**

The 30-minute self-report pen-and-paper survey comprised a series of measures regarding psychosocial issues for cancer survivors, a subset of which are reported here. Participants were asked about their use of the Internet, accessibility of the Internet, likelihood of using each of a range of options for seeking support or assistance, and perceived benefits and disadvantages of the Internet for cancer-related information and support. Multimedia Appendix 1 contains the Internet-related survey items. The Depression Anxiety Stress Scales [19], a reliable and valid measure for assessing psychological status in cancer patients [20], was also completed as part of the survey. Diagnosis, gender, age, and postcode (to assess metropolitan status) were obtained from registry records with the patient’s permission.
Analysis

Metropolitan Versus Regional Categorization
Survivors’ residential postcodes were used to classify their location on the Accessibility/Remoteness Index of Australia (ARIA+) classification. Metropolitan was defined as the ARIA+ category major cities, and regional was defined as inner regional, outer regional, remote, or very remote.

Level of Internet Access
We reported proportions to describe level of Internet access on each access item. Chi-squares were used to compare metropolitan versus regional access on each item and on overall access score. An access score was calculated as follows. A high score consisted of 5 or more of the following responses: frequency of access (any/most of the time), connection problems (none/minor), privacy (moderately/very), comfort (very/moderately), printing (any/limited), and confidence (very/moderately). A moderate score was any 3 or 4 of these responses, and low was classed as a score of 0–2. A score of 0 was given to those who indicated they had no access to the Internet for personal use.

Likelihood of Using Various Modes of Information and Support
Response categories of likely and very likely were combined. Proportions and 95% confidence intervals were used to describe the data for each item.

Sociodemographic Characteristics Associated With Reported Internet Access and Likelihood of Using the Internet
We conducted initial chi-square analyses with the following independent variables: gender, living in a rural area, education, marital status, employment status, household size, health status, and whether the survivor had normal or some level of anxiety or depression. Age at diagnosis in 5-year categories was analysed using t tests. The dependent variables were Internet access (high access versus low/no access), and the likelihood of using the Internet as a source of each of information and support (likely/very likely compared with unsure/not likely/very unlikely). Those independent variables with a $P < .25$ were included in a backward stepwise logistic regression for each dependent variable. We removed variables until we found an optimal model, based on the Bayesian information criterion. Analyses were conducted in Stata version 11.1 (StatCorp LP, College Station, TX, USA).

Results
Sample
We invited 732 eligible survivors to complete and return a survey. Of these, 268 (36.6%) returned a completed survey. The age distribution of responders was significantly different from that of nonresponders, with younger people less likely to return a survey than older people ($\chi^2 = 17.2, P = .004$). Gender, area of residence, type of cancer, and year of diagnosis were not significantly different between responders and nonresponders. As Table 1 shows, participants from a regional location were significantly older and less likely to be employed than those from metropolitan locations. There were no differences between regional and metropolitan participants in terms of cancer type, gender, education, and marital status (see Table 1).
Table 1. Sociodemographic characteristics of the sample calculated for those living in a major city or regional area at the time of the survey (n = 268)

<table>
<thead>
<tr>
<th></th>
<th>Metropolitan</th>
<th>Regional</th>
<th>Total</th>
<th>Test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years) (Mean, SD)</strong></td>
<td>(57.4, 14.3)</td>
<td>(61.9, 12.0)</td>
<td>(59.5, 13.4)</td>
<td>$F_{1,237} = 6.74$</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>60</td>
<td>51</td>
<td>111</td>
<td>$\chi^2_{1} = 0.2$</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Cancer type</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_{3} = 2.8$</td>
<td>.43</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>13</td>
<td>7</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leukemia</td>
<td>43</td>
<td>29</td>
<td>72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myeloma</td>
<td>25</td>
<td>17</td>
<td>42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hodgkin lymphoma</td>
<td>68</td>
<td>66</td>
<td>134</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_{2} = 1.2$</td>
<td>.55</td>
</tr>
<tr>
<td>High school or less</td>
<td>60</td>
<td>50</td>
<td>110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational training</td>
<td>55</td>
<td>48</td>
<td>103</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>33</td>
<td>20</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employed</strong></td>
<td>81</td>
<td>41</td>
<td>122</td>
<td>$\chi^2_{1} = 11.3$</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Married</strong></td>
<td>108</td>
<td>96</td>
<td>204</td>
<td>$\chi^2_{1} = 1.7$</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>149</td>
<td>119</td>
<td>268</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Education data were missing for two participants.

**Level of Internet Access**

Of the 260 participants who answered the Internet access questions, 204 (78.5%) reported having home Internet access and 67 (26%) reported Internet access at work; 48 (19%) reported having no Internet access and a further 5 (2%) reported no access to the Internet for personal use—that is, 20% were without access to the Internet for personal use. Of those with access (n=207), 167 (80.7%) report daily or weekly use of email.

Table 2 describes the nature of reported Internet access, indicating that approximately 73% of participants reported high levels of Internet access, with regional participants more likely to report connection problems.
Table 2. Nature of Internet access for those with access who answered all the access questions (n = 201), and overall level of access for whole sample (n = 254)

<table>
<thead>
<tr>
<th>Nature of access</th>
<th>Metropolitan (n=111)</th>
<th>Regional (n=90)</th>
<th>Total</th>
<th>$\chi^2$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>Frequency of access</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any time</td>
<td>97</td>
<td>87%</td>
<td>74</td>
<td>82%</td>
<td>171</td>
</tr>
<tr>
<td>Most of time</td>
<td>13</td>
<td>12%</td>
<td>13</td>
<td>14%</td>
<td>26</td>
</tr>
<tr>
<td>Connection problems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>90</td>
<td>81%</td>
<td>56</td>
<td>62%</td>
<td>146</td>
</tr>
<tr>
<td>Minor</td>
<td>20</td>
<td>18%</td>
<td>31</td>
<td>34%</td>
<td>51</td>
</tr>
<tr>
<td>Private</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very</td>
<td>66</td>
<td>60%</td>
<td>66</td>
<td>73%</td>
<td>132</td>
</tr>
<tr>
<td>Moderately</td>
<td>40</td>
<td>36%</td>
<td>19</td>
<td>21%</td>
<td>59</td>
</tr>
<tr>
<td>Comfortable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very</td>
<td>84</td>
<td>76%</td>
<td>67</td>
<td>74%</td>
<td>151</td>
</tr>
<tr>
<td>Moderately</td>
<td>27</td>
<td>24%</td>
<td>22</td>
<td>24%</td>
<td>49</td>
</tr>
<tr>
<td>Can print personal information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any amount</td>
<td>98</td>
<td>88%</td>
<td>73</td>
<td>81%</td>
<td>171</td>
</tr>
<tr>
<td>Limited amount</td>
<td>6</td>
<td>5%</td>
<td>8</td>
<td>9%</td>
<td>14</td>
</tr>
<tr>
<td>Confident with Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very</td>
<td>60</td>
<td>54%</td>
<td>42</td>
<td>47%</td>
<td>102</td>
</tr>
<tr>
<td>Moderately</td>
<td>41</td>
<td>37%</td>
<td>29</td>
<td>32%</td>
<td>70</td>
</tr>
<tr>
<td>Access scorea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>106</td>
<td>75.7%</td>
<td>80</td>
<td>70%</td>
<td>186</td>
</tr>
<tr>
<td>Moderate</td>
<td>5</td>
<td>4%</td>
<td>10</td>
<td>9%</td>
<td>15</td>
</tr>
<tr>
<td>Low</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>0%</td>
<td>0</td>
</tr>
<tr>
<td>None</td>
<td>29</td>
<td>21%</td>
<td>24</td>
<td>21%</td>
<td>53</td>
</tr>
</tbody>
</table>

a See text for access score calculation. The denominator for access score is the whole sample (ie, includes those with no access).

Likelihood of Using Various Modes of Information and Support

As Table 3 shows, face-to-face and print were the preferred approaches for receiving both information and support. Approximately 62% of the sample reported they were likely to use the Internet for information, while 27% reported being likely to use the Internet to access support. The main perceived benefits of use of the Internet as a source of either information or support were that it is available anytime (137/253 = 54.2%) and contains a large amount of information (105/253 = 41.5%). A minority of respondents mentioned additional benefits of not needing to travel (81/253 = 32%), low cost (79/253 = 31%), and not requiring personal contact (44/253 = 17%). The perceived disadvantages of Internet-based support were a lack of specificity (102/251 = 40.6%), being too complex (85/251 = 34%), being too impersonal (69/251 = 28%), and difficulty with using the Internet (35/251 = 14%).
Table 3. Likelihood (likely/very likely) of using Internet, telephone, print, electronic media, or face-to-face forms of support (n = 251)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Use for information</th>
<th>% (95% CI)</th>
<th>Use for support</th>
<th>% (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face-to-face</td>
<td>218</td>
<td>87% (83%–91%)</td>
<td>209</td>
<td>83% (79%–88%)</td>
</tr>
<tr>
<td>Print</td>
<td>204</td>
<td>81% (76%–86%)</td>
<td>164</td>
<td>65% (59%–71%)</td>
</tr>
<tr>
<td>Internet</td>
<td>156</td>
<td>62% (56%–68%)</td>
<td>69</td>
<td>27% (22%–33%)</td>
</tr>
<tr>
<td>Electronic</td>
<td>137</td>
<td>55% (48%–61%)</td>
<td>107</td>
<td>43% (36%–49%)</td>
</tr>
<tr>
<td>Telephone</td>
<td>131</td>
<td>52% (46%–58%)</td>
<td>96</td>
<td>38% (32%–44%)</td>
</tr>
</tbody>
</table>

Number of options chosen as likely or very likely

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>% (95% CI)</th>
<th>n</th>
<th>% (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥2</td>
<td>222</td>
<td>88% (84%–92%)</td>
<td>170</td>
<td>68% (62%–74%)</td>
</tr>
<tr>
<td>1 only</td>
<td>21</td>
<td>8% (5%–12%)</td>
<td>65</td>
<td>26% (20%–31%)</td>
</tr>
<tr>
<td>Print only</td>
<td>4</td>
<td>2% (0%–3%)</td>
<td>11</td>
<td>4% (2%–7%)</td>
</tr>
<tr>
<td>Face-to-face only</td>
<td>13</td>
<td>5 (2%–8%)</td>
<td>52</td>
<td>21% (16%–26%)</td>
</tr>
<tr>
<td>None</td>
<td>8</td>
<td>3 (1%–5%)</td>
<td>16</td>
<td>6% (3%–9%)</td>
</tr>
</tbody>
</table>

*Confidence interval.

Likely/very likely for item of interest and unsure/not likely/very unlikely to all others.

Sociodemographic Characteristics Associated With Reported Internet Access and Likelihood of Use

Educational level was significantly associated with reported high Internet access (Fisher exact test \( P < .001 \)) but was not included in the multiple logistic regression model due to a zero cell count (all 53 university-educated participants reported high Internet access). Household size was also associated with high Internet access, with 74% (90/121) of those living with 1 other person and 97% (55/57) of those living with 2 or more people having high access, compared with 66% (21/32) of those living alone (Fisher exact test \( P < .001 \)). This was also not included in the model due to low cell counts. The multiple logistic regression (see Table 4) indicated that younger people were more likely than those who were older to report high Internet access, as were those who were married and those in full- or part-time employment compared respectively with those who were single or not employed. Those who reported that they were likely to use the Internet to find information were more likely to be younger rather than older, to be anxious rather than not anxious, and to have a university degree than those with only a high school education or vocational training. Participants who were feeling anxious and those in full- or part-time employment, compared with those not employed, were more likely to report being likely to use the Internet as a means of support.
Table 4. Logistic regression analysis of factors associated with high reported Internet access, likelihood of using the Internet for information, and likelihood of using the Internet for support

<table>
<thead>
<tr>
<th></th>
<th>High or likely</th>
<th>Low or unlikely</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>High access (n = 210)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (5 years), mean (SD)</td>
<td>52.7 (13.2)</td>
<td>65.46 (7.6)</td>
<td>0.89 (0.84–0.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>30 (65%)</td>
<td>16 (35%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>136 (82.9%)</td>
<td>28 (17%)</td>
<td>5.63 (2.12–14.94)</td>
<td>.001</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>69 (65%)</td>
<td>38 (36%)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Yes</td>
<td>97 (94%)</td>
<td>6 (6%)</td>
<td>4.02 (1.37–11.8)</td>
<td></td>
</tr>
<tr>
<td>Likely to use the Internet for information (n = 221)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (5 years), mean (SD)</td>
<td>52.12 (13.87)</td>
<td>60.68 (10.41)</td>
<td>0.95 (0.93–0.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school only</td>
<td>45 (51%)</td>
<td>43 (49%)</td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Vocational training</td>
<td>50 (59%)</td>
<td>35 (41%)</td>
<td>1.3 (0.68–2.46)</td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>41 (85%)</td>
<td>7 (15%)</td>
<td>5.06 (1.97–12.98)</td>
<td>.001</td>
</tr>
<tr>
<td>Anxious, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>84 (56%)</td>
<td>66 (44%)</td>
<td>2.39 (1.23–4.63)</td>
<td>.01</td>
</tr>
<tr>
<td>Yes</td>
<td>52 (73%)</td>
<td>19 (27%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likely to use the Internet for support (n = 221)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>22 (20%)</td>
<td>91 (81%)</td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Yes</td>
<td>37 (34%)</td>
<td>71 (66%)</td>
<td>2.53 (1.33–4.81)</td>
<td></td>
</tr>
<tr>
<td>Anxious, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>30 (20%)</td>
<td>120 (80.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (41%)</td>
<td>42 (59%)</td>
<td>3.17 (1.66–6.05)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Confidence interval.

### Discussion

As approximately three-quarters (73%) of the sample reported a high level of Internet access, such an approach appears to be relatively accessible to most patients. It must, however, be acknowledged that a substantial minority of the sample (20%) reported either having no Internet access at all (18%) or no access for personal use (2%). As higher reported Internet access was associated with higher educational level, younger age, being married, and being employed, those with less access appear to be a potentially isolated and disadvantaged group. Therefore, in order to avoid creating inequity, care should be taken to develop and provide appropriate alternative forms of information and support for such patients. An unexpected finding was that of no reported differences between regional and metropolitan participants regarding access to the Internet, other than greater difficulties with connectivity in regional areas. Therefore, Web-based approaches may indeed assist with improving access to information and support for cancer survivors, across a range of geographic locations. It is likely that adult patients with cancers other than hematologic cancers would similarly benefit from access to Web-based options for information and support. The reported likelihood of using the Internet for obtaining information or seeking support was relatively low at 62% and 27%, respectively. Studies of Web-based interventions for depression and anxiety found that 78% to 95% of participants took up the offer [21-24]. It may be that the concrete offer of a Web-based program at a time of need is more engaging than the hypothetical possibility proposed in the present study. The samples of patients with a mental illness were younger than the hematologic cancer patient sample and, therefore, likely to be more familiar with Web-based technology.

The data suggest that, while the vast majority of patients reported being likely to use multiple modes for gathering information or seeking support (88% and 68%, respectively), face-to-face and print were the generally preferred forms. Notably, almost 1 in 4 participants reported they would access only one form of support, suggesting that retaining a range of support options is required in order to cater for the support needs of all hematologic cancer patients.
Interestingly, patients’ preference for receiving information via face-to-face or print mode has not changed over time, despite increased accessibility to Internet resources. Previous work by Hinds et al suggested that cancer patients receiving radiotherapy preferred to receive verbal information from their physician in the pretreatment phase and printed information in the posttreatment phase [25]. A more recent systematic review that examined information needs and sources of information across a wider range of cancer patients found that the most frequently cited sources of information were health care professionals and printed materials [26].

In accordance with our findings, one other study has found that cancer patients who were single, older, male, and less educated [15] were less likely than their counterparts to engage with Web-based forms of information or support. Therefore, while Web-based provision of information may be attractive to the majority of patients, those who are less interested in such formats should not be forgotten. The perceived disadvantages of the Internet, particularly complexity and impersonality, also suggest the development of customized Web-based information sources may be useful for patients, rather than relying on generic engine-based searches such as Google. Promotion, careful training, and assistance may reduce some reticence toward newer forms of technology, although print or face-to-face options may need to be retained for those who continue to need or prefer such forms of communication.

An additional new finding is the association between being classified as anxious and a reported likelihood of using the Internet for information and support. This may reflect a greater need or desire for information and support among this group, potentially driving a desire to access available options. Alternatively, anxious cancer survivors may prefer options that require less interpersonal interaction. Other studies support the view that level of anxiety mediates the relationship between seeking information online and using health care services [27].

Limitations
The low response rate limits the generalizability of the data. However, given the scarcity of data regarding Internet accessibility for cancer patients generally and hematologic cancer patients in particular, these data are the best estimates available. It is possible that a paper-based survey is less likely to be completed by those with a preference for electronic media, resulting in the data providing an underestimate of respondents’ likely use of the Internet as a source of information or support. Low rates of expected use of the Internet, particularly for support, may also be partly due to difficulties in conceptualizing how such support might operate.

Conclusions
Ensuring that all hematologic cancer patients have equitable access to information and support remains a challenge. While Web-based approaches to information provision appear likely to be accessible and acceptable to the majority of patients, they are less attractive for the provision of support. In addition, more vulnerable patients such as those who are older, single, unemployed, or less educated are particularly likely to require alternative forms of information and support.
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Abstract

Background: While use of the Internet is increasingly widespread in research, little is known about the role of routine electronic mail (email) correspondence during recruitment and early volunteer–researcher interactions. To gain insight into the standpoint of volunteers we analyzed email communications in an early rheumatoid arthritis qualitative interview study.

Objectives: The objectives of our study were (1) to understand the perspectives and motivations of individuals who volunteered for an interview study about the experiences of early rheumatoid arthritis, and (2) to investigate the role of emails in volunteer–researcher interactions during recruitment.

Methods: Between December 2007 and December 2008 we recruited 38 individuals with early rheumatoid arthritis through rheumatologist and family physician offices, arthritis Internet sites, and the Arthritis Research Centre of Canada for a (face-to-face) qualitative interview study. Interested individuals were invited to contact us via email or telephone. In this paper, we report on email communications from 12 of 29 volunteers who used email as their primary communication mode.

Results: Emails offered insights into the perspective of study volunteers. They provided evidence prospectively about recruitment and informed consent in the context of early rheumatoid arthritis. First, some individuals anticipated that participating would have mutual benefits, for themselves and the research, suggesting a reciprocal quality to volunteering. Second, volunteering for the study was strongly motivated by a need to access health services and was both a help-seeking and self-managing strategy. Third, volunteers expressed ambivalence around participation, such as how far participating would benefit them, versus more general benefits for research. Fourth, practical difficulties of negotiating symptom impact, medical appointments, and research tasks were revealed. We also reflect on how emails documented volunteer–researcher interactions, illustrating typically undocumented researcher work during recruitment.

Conclusions: Emails can be key forms of data. They provide richly contextual prospective records of an underresearched dimension of the research process: routine volunteer–researcher interactions during recruitment. Emails record the context of volunteering, and the motivations and priorities of volunteers. They also highlight the “invisible work” of research workers during what are typically considered to be standard administrative tasks. Further research is needed to fully understand the role of routine emails, what they may reveal about volunteers’ decisions to participate, and their implications for research relationships—for example, whether they have the potential to foster rapport, trust, and understanding between volunteer and researcher, and ultimately shift the power dynamic of the volunteer–researcher relationship.

(J Med Internet Res 2011;13(4):e84) doi:10.2196/jmir.1752
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Introduction
The Internet is extending research designs [1] and transforming data generation techniques [2] revealing ethical and methodological issues around recruitment [3,4]. A core tool in this transformative process is email, which is routinely used in research [5]. Emails leave an audit trail of volunteer–researcher (or research workers such as research assistants/coordinators) interactions, and record priorities and concerns of volunteers [6]. They also offer insight into the context of a volunteer’s daily life and illness experience, therefore providing a prospective record (rather than a retrospective account) of why or how volunteers decide to participate (or not) in health research.

Email communications may influence volunteer–researcher relationships. Kvale [7] suggests that email interviews potentially alter the power imbalance of participant–researcher interactions, by offering opportunities for a more respectful and symmetrical relationship due to “a shared context of communication” (researcher and participant share a flow of information in their own time and space). This potential shift in the dynamics of research relations may extend to email communications during the recruitment and consent process. For example, email correspondence may extend beyond straightforward recruitment information exchange. Volunteers may disclose negative illness/help-seeking experiences and see volunteering as a way of accessing otherwise unavailable medical advice. Role boundaries can be blurred in these circumstances, and researchers need to be sensitive to the context of participation, but be clear that they cannot offer therapy or medical advice. Also, as emails contain sensitive and personal details, secure and confidential storage is important. All of these factors highlight the skill requirements needed by research workers (eg, research coordinators and assistants) whose role is often seen as purely administrative [8].

Recently, Internet recruitment and email interviews have been the focus of research that has identified ethical, methodological, and practical issues [9]. The potential of routine email correspondence in health research, however, remains unexplored. We addressed this gap by focusing on the content and context of email communications to explore their role in the recruitment and informed consent process and their implications for the volunteer–researcher relationship.

Methods
Study Design and Participants
This research formed part of a larger qualitative interview study: Early Rheumatoid Arthritis Help-Seeking Experience (ERAHSE). Rheumatoid arthritis is a chronic musculoskeletal condition and a major cause of disability. The main symptoms are pain, stiffness, joint swelling, and fatigue characterized by exacerbations and remissions [10]. If treatment is delayed, damage can occur in other organs, including the heart and lungs. Onset can be sudden or gradual, and the focus of care is to control the symptoms and limit disease and debility. Timely treatment is crucial to avoid irreversible joint damage, which may lead to permanent disability, increased personal suffering, and medical cost [11].

Individuals who had a diagnosis of rheumatoid arthritis in the previous 12 months, lived in the province of British Columbia (BC), Canada, and were English speakers were eligible. Volunteers were recruited, via information leaflets, through local arthritis clinics and websites of the provincial arthritis organizations. Recruitment documents were also sent to eligible persons by their family practitioner or rheumatologist’s office. The information leaflet invited people to share their experiences of early rheumatoid arthritis in an interview study.

Data Collection
The information leaflet provided phone numbers and email addresses for 2 members of the research team who would conduct interviews. Out of a sample of 38 participants, 29 used email as their main form of communication. Email was used to confirm eligibility, provide consent forms, discuss queries, and schedule interviews. Typically email communications continued over a period of 1 or 2 weeks. However, in some cases email correspondence extended to several weeks or months due to practical difficulties of scheduling, illness, or life events. The emails were password protected and stored securely on the server of the Arthritis Research Centre of Canada. Factual information (eg, how participants heard about the research) and general comments (eg, length and tone of emails and broad content) were recorded in field notes. Due to the number and content of emails, we recognized they were a rich source of data. We subsequently sought permission to analyze the correspondence of 15 participants, who had engaged in the most email contact overall. The analysis presented here is based on the email communications of the 12 who provided consent (11 females, 1 male). Ethical approval was received from the University of British Columbia Behavioral Research Ethics Board. Volunteers were invited to choose their own pseudonyms, which have been used.

Data Analysis
The analysis was iterative. A thematic approach informed by a constant comparative method was used. AT and ZA read and coded the emails independently. After discussion and repeated readings of the emails, three initial themes were identified, compared with field notes, and examined for consistency across data types (email, interviews, and field notes). Focusing on emails, further discussion led to agreement on higher-order themes. Constant comparison across data types and scrutiny of all data independently prior to team discussion added rigor to the analysis, contributing to validity of the data-driven claims.
Results

Volunteer emails varied in number, content, length, and style. Most volunteers noted their diagnostic status and willingness to take part. Some indicated an interest in participating in the ERAHSE study but requested more information about research tasks and the potential risks and benefits of participation. The majority elaborated on their illness situation beyond the eligibility criteria. Several gave richly contextual accounts of their symptoms, medication use, interactions with health professionals, and navigating the health care system [12-15]. Here we focus on four main themes arising from the data: (1) research participation as reciprocity, (2) volunteering as self-managing and help-seeking, (3) ambivalence around participation and informed consent, and (4) practical considerations of participation.

Research Participation as Reciprocity: Mutual Benefits

Volunteers expressed mutual benefits of participating. In describing their experiences and contributing to the knowledge base, they wanted to help the research initiative and others with early rheumatoid arthritis. At the same time they hoped to benefit from sharing their stories and securing advice or information about illness management. The email below illustrates the perceived twin benefits of participation, for the volunteer and the research endeavor. Nicole volunteers to help the research in the face of frustrating symptoms. She anticipates that sharing her story might help herself and the research, and hopes to gain insight into disease and pain management:

Hello Anne

My name is Nicole. I am a 33 year-old woman, who was diagnosed with rheumatoid arthritis in about September of last year. I have just, in the last few weeks made contact with the Arthritis Society and received the emailed newsletter, in which I read about the information you are gathering from newly diagnosed patients. I would be happy to talk with someone about my experiences if it would be helpful. I suggest that, as I have been frustrated lately with the disease and with managing pain, that it would help me to talk about it and hopefully gain some insight that I have been missing. [Nicole]

During the subsequent interviews several individuals elaborated on their email disclosures. They expressed hope that their experiences could help our research and future rheumatoid arthritis patients, and assist medical professionals in offering care. At the same time they hoped to benefit through gaining advice and information about available resources. In contrast, some participants reflected on how they made contact solely as a help-seeking strategy, in the face of frustrated attempts to access timely care for worsening symptoms.

Volunteering as Self-Managing and Help-Seeking

In their initial emails, some volunteers expressed helplessness about their symptoms and frustration at formal health care, making no mention of our study. Some had gained a diagnosis from their family physician and were waiting to see a rheumatologist for effective medications. Several had sought information online and recognized the need for, but were unable to gain, prompt treatment. These volunteers had been induced to contact us in the face of unpredictable, severe, debilitating, or abnormal symptoms and rising anxiety about their situation. The email below illustrates uncertainties around symptoms and concerns about obtaining a timely meeting with a rheumatologist:

Regarding my arthritis: a few weeks ago I got inflammation and swelling in both my thumbs. Then 4 weeks ago my finger next to my thumb swelled like a cigar and has stayed that way. Then the joint swelled and became sore and I can see after only a month my finger twisting. Within the last month I have pain in both shoulders as well and in the bone by my wrist as well as my left small toe. IS THIS NORMAL TO COME ON SO FAST? I asked my Dr to send me to a rheumatologist and he told me there was a one-year waiting list to see one. I am in tears and very sad to see my finger twisting right in front of my eyes and I cannot get to see a specialist. [Nicole]

Nicolette described (at interview) the context in which she had emailed us. She had suspected she was in the early stages of rheumatoid arthritis, due to previous knowledge about the disease and an Internet search, which identified the importance of a prompt diagnosis and early treatment. Given this knowledge, and being told by her family physician that there would be a delay of 12 months prior to seeing a rheumatologist, she felt frustrated and sought further information on the Internet. She then found our study and contacted us to talk “to someone” and gain advice.

As illustrated above, some individuals were prompted to volunteer for our study due to frustrated attempts at formal help-seeking. They viewed research participation as a way of accessing much needed support and advice in their quest for prompt treatment. Emails raised questions such as “What should I do?” and included comments such as “I might learn something [if I take part]”, indicating volunteer need (for support in and access to help-seeking) and perceived benefits of participation. This posed potential ethical problems for free and informed consent.

Ambivalence Around Participation

Email correspondence revealed questions about informed consent and offered some insight into the decision-making process. Rain made contact hoping for help in navigating the health care system and was in “two minds” about participating. In his initial email, he described his frustration with the health care he was receiving and did not refer to the research study. Subsequently, he asked a series of questions about accessing care while considering whether to take part. Rain emphasized that his primary motivation for making contact was his hope for a speedy rheumatologist referral, which was difficult to obtain in his rural community. His ambivalence about participating was apparent in his questions about the informed consent document, as he asked explicitly about the risks and benefits:

Hi Anne

...
Principal Results

Discussion

Practical Considerations of Participation

Context of Volunteering: Experience of Early Illness and Help-Seeking

Recruitment, Informed Consent, and Volunteer–Researcher Interactions
(possibly) intrusive telephone. This may have shifted the balance of control and offered the possibility of an active volunteer [6] participating in a more meaningful and involved recruitment and informed consent process. For example, individuals may have been more inclined to enter into a prolonged dialogue about participation and to broach “sensitive” issues when deciding whether to take part. The volunteer emails in our research recorded reasons for taking part (Nicole) and doubts, reflections, and questions about benefits and risk (Rain). Volunteers may also share emotional stories and frustrations (eg, Nicolette) or, on a practical basis, take the initiative in terms of when and where the interview should take place (eg, Teresa).

In future research projects it would be instructive to ask the participants their views on the role of email communications with researchers and research workers during recruitment.

**Potential for Rapport Building Through Email Communications**

The opportunities for building more collaborative and dynamic relationships in electronic health care [20] applies equally to the qualitative health research process. “The emergent nature of many qualitative studies makes the achievement of rapport with participants and feelings of interpersonal trust crucial to the generation of questions considered important or interesting by both parties” [21 p3]. For this community of volunteers with newly diagnosed rheumatoid arthritis, emails offered a way to engage in dialogue at an anxious and frustrating time, and provided opportunities to foster trust and rapport (eg, one participant requested to be interviewed by the researcher with whom she had been emailing) [14]. This potential benefit mirrors what Childress [22] describes as “proximal benefit:” both the participant and researcher can potentially gain from building an appropriate but respectful relationship during the research process.

**The Invisible Work of Research Workers**

The volume and content of emails surprised us, motivated this analysis of volunteer recruitment emails. The emails tracked communications in terms of ease of use, content, form and interpersonal relations. Topics could include “What is the nature and extent of routine email communications in different research populations and what are the potential challenges and benefits?”

**Suggestions for Research**

On the basis of our findings, we cannot recommend extensive educational interventions. However, we suggest that educational workshops, which focus on emerging ethical issues in the use of new technologies, could include sessions on email communications. Workshops could engage those involved in research, such as ethicists, health research participants, and researchers, to identify and reflect on emerging issues. Comparisons could be made between phone and email communications in terms of ease of use, content, form and language, and interpersonal relations. Topics could include issues around using emails as data and securing consent to do so.

**Conclusion**

We are unaware of other studies that have been based on the analysis of volunteer recruitment emails. The emails tracked part of the decision-making process in real time, recording volunteers’ hopes, concerns, and practical contingencies in the context of their illness experience. Because emails can be a rich,
prospective data source, researchers may wish to include them as data, which has implications for consent. Although this is a small sample, from which we cannot make general statements, volunteers in other contexts may see health research participation as a way to access care, information, and advice. Research workers should be aware of this during the recruitment and informed consent process.

Emails are not only a technological development but also a reformulation of recruitment and informed consent offering the potential for increased dialogue during routine communications in health research. A key implication of this study is how email communications revealed the invisible work of research workers during recruitment and informed consent. Using the emails as data improved our understanding of the decision-making process, the context in which people volunteered for our study, and the practical obstacles involved. There was a suggestion that emails fostered opportunities for meaningful and thoughtful dialogue over time, but more research is needed to investigate this and perhaps their capacity to shift the dynamics from a traditional to a more symmetrical relationship, as well as a more considered informed consent process.
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Abstract

During the last 5 years, an ethical debate has emerged, often in public media, about the potential positive and negative effects of physician rating sites and whether physician rating sites created by insurance companies or government agencies are ethical in their current states. Due to the lack of direct evidence of physician rating sites’ effects on physicians’ performance, patient outcomes, or the public’s trust in health care, most contributions refer to normative arguments, hypothetical effects, or indirect evidence. This paper aims, first, to structure the ethical debate about the basic concept of physician rating sites: allowing patients to rate, comment, and discuss physicians’ performance, online and visible to everyone. Thus, it provides a more thorough and transparent starting point for further discussion and decision making on physician rating sites: what should physicians and health policy decision makers take into account when discussing the basic concept of physician rating sites and its possible implications on the physician–patient relationship? Second, it discusses where and how the preexisting evidence from the partly related field of public reporting of physician performance can serve as an indicator for specific needs of evaluative research in the field of physician rating sites. This paper defines the ethical principles of patient welfare, patient autonomy, physician welfare, and social justice in the context of physician rating sites. It also outlines basic conditions for a fair decision-making process concerning the implementation and regulation of physician rating sites, namely, transparency, justification, participation, minimization of conflicts of interest, and openness for revision. Besides other issues described in this paper, one trade-off presents a special challenge and will play an important role when deciding about more- or less-restrictive physician rating sites regulations: the potential psychological and financial harms for physicians that can result from physician rating sites need to be contained without limiting the potential benefits for patients with respect to health, health literacy, and equity.
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Introduction

Physician rating sites allow patients to evaluate their experience and satisfaction with their health care providers, similar to other service-oriented businesses. The ratings are posted online and are intended as a source of information for people searching for a physician.

In addition to the more than 30 private physician rating sites [1,2], more and more publicly hosted physician rating sites have gone online in the last 5 years. In 2007, the National Health Service (NHS) in the United Kingdom launched the NHS Choices website, which allows patients to evaluate both physicians and hospitals. In 2010, the largest German health insurer (AOK) launched its own portal, Arzt-Navi, which initially went through a test phase in 3 out of 16 German states and has been open to all German residents since May 2011. In the United States, the Hospital Compare site, maintained by the Centers for Medicare & Medicaid Services (CMS) and other publicly funded sites, provides information on the quality of care, but it does not yet permit patients to rate physicians [3].
Increasingly, research results are being published on fundamental characteristics of physician rating sites in their present condition in regard to their frequency, content, and user assessment patterns [1,2,4-7]. However, direct evidence of potential benefits and harms of physician rating sites is still lacking.

Only a handful of discussion papers on this topic have been published in scientific journals [3,8-10]. However, the media are increasingly discussing opportunities and challenges of physician rating sites. On the one hand, government and insurance company representatives often express their support of such concepts [11]. Ben Bradshaw, the former British Minister for Health, for example, criticized the general lack of transparency as an argument supporting physician rating sites, stating that "I would never think of going on holiday without cross-referencing at least two guide books and using Trip Advisor. We need to do something similar for the modern generation in healthcare." Other critics have referred to evidence related to questions similar to those of physician rating sites [8]. They highlight that key clinical measures and outcomes are closely linked to patient satisfaction [12,13] and that systematic feedback changes doctors’ clinical performance [14]. Nevertheless, physician representatives tend to argue against physician rating sites. Laurence Buckman, Chairman of the British Medical Association’s General Practitioners Committee, fears that physician rating sites could compromise physicians: “A website on which people can slander or praise irresponsibly is the wrong approach” [11]. Likewise, Frank Ulrich Montgomery, President of the German Medical Association, described these websites as “platforms for denunciation” [15].

Taking the current state of discussion and scientific analysis of physician rating sites into account, health policy decision making, with respect to the implementation and regulation of physician rating sites, is challenging for at least two major reasons: (1) the lack of outcomes research in the field of physician rating sites, and (2) the controversial but poorly structured (ethical) debate on the pros and cons of physician rating sites.

This paper has two aims. First, it aims to structure the ethical debate around the basic concept of physician rating sites—that is, allowing patients to rate, comment, and discuss physicians’ performance, online and visible to everyone. This provides a more thorough and transparent (and therefore more reasonable) starting point for further discussion and further decision making on physician rating sites: what should physicians and health policy decision makers take into account when discussing the basic idea of physician rating sites and its possible implications for the physician–patient relationship? Second, it discusses where and how the preexisting evidence from the partly related field of public reporting of physician performance can serve (at least) as an indicator for specific needs of evaluative research in the field of physician rating sites.

While this paper focuses on the preceding ethical discussion concerning the basic concept of physician rating sites, it does not analyze the wide range of issues surrounding the safety and validity of information provided by physician rating sites. It also does not analyze the various judicial aspects of physician rating sites such as ownership or liability, for example. Needless to say, controversy in eHealth ethics often relates to these implementation issues [16] and they are also relevant for physician rating sites. The issues related to the implementation and management of physician rating sites, however, become relevant and need to be discussed thoroughly after the basic concept of physician rating sites has been generally accepted by physicians and health policy decision makers (as is the case with the basic concept of online patient information about diseases and treatment options, for example).

The following analysis is based on three ethical principles that are presented in widely acknowledged ethical frameworks for health care and health policy (eg, [17,18]). The two major reasons for choosing these rather general ethical principles are the following: (1) the discussion on physician rating sites is still in its beginnings, and a too-specific framework (eg, specific eHealth ethics frameworks [19,20]) runs the risk of excluding relevant ethical issues and arguments, and (2) because the structure provided here aims to inform health care professionals and health policy decision makers that are not always trained in ethics, it is helpful to frame the analysis with well-known ethical principles.

The three substantial ethical principles are (1) patient (and physician) welfare, (2) patient autonomy, and (3) social justice. The analysis of these substantial ethical principles is complemented by a brief description of procedural criteria that aims to improve the fairness of the health policy decision making concerning physician rating sites.

**Physician Rating Sites and Patient Welfare**

Assuming that there are outcome-related quality differences between physicians and that physician rating sites can detect these differences to a certain degree, then physician rating sites could aim to improve health outcomes (patient welfare). One way to realize this goal is to make doctors aware of aspects of their work in need of improvement as identified by physician rating sites so that adjustments can be implemented in practice [14]. Second, patients who obtain information from physician rating sites are probably more likely to choose better-quality physicians and reap health benefits as a result. However, direct evidence that supports or negates these assumptions is lacking.

Can evidence from other fields be reasonably transferred to physician rating sites? The evidence related to the effects of public reporting of physician performance, based on either specific quality indicators or public report, is mixed [21]. Few researchers have examined the effects of public reporting on the actual delivery of health care [22,23] and even fewer have investigated how report cards might improve care [24,25]. Paradoxically, there is some evidence that public report cards can actually reduce quality by leading physicians to select patients based on risk profiles that best suit the specific quality indicator, which is critical for the interpretation of physician rating sites [26,27]. It is questionable, however, whether this scenario can be transferred to physician rating sites. Nevertheless, opponents of physician rating sites suggest that
patients could be led to award more positive ratings based on nonmedical factors, such as pleasant waiting room music, or even persuasion by the physician.

Although physician rating sites cannot measure positive health outcomes directly, the presence of physician rating sites and the resulting transparency of medical performance could result in a (measurable) improvement in public trust in the system [21,28]. However, evidence either in support of or against this assumption is also lacking.

**Physician Rating Sites and Patient Autonomy**

Besides the direct improvement in health outcomes, another intervention goal of physician rating sites that is closely linked to the ethical principle *respect of patient autonomy* can be grouped under the heading *improvement of health literacy* [29,30]. According to the World Health Organization’s definition, health literacy is “the cognitive and social skills which determine the motivation and ability of individuals to gain access to, understand, and use information in ways which promote and maintain good health” [31]. Improving health literacy empowers and thereby respects patient autonomy in making various health-related choices. Physician rating sites could potentially influence health literacy on three different levels [29] (see Table 1 [29,32]).

<table>
<thead>
<tr>
<th>Level</th>
<th>Potential impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional</td>
<td>People are able to process simple information that can help them find a specialist physician who understands medical procedures. Obviously, physician rating sites could promote this functional level of health literacy by providing a wide range of information; conversely, they could counteract it by disseminating false or at least biased information (for example, by putting only those physicians at the top if the list who bought a premium account offered by the specific physician rating sites).</td>
</tr>
<tr>
<td>Interactive</td>
<td>Through the development of enhanced cognitive and social skills and structures, this level of health literacy allows patients to play a more active role in interactions with their health environments. Physician rating sites could improve this interactive level—for example, if physician rating sites were to serve as a navigational tool with which patients are better able to steer through the health care system and enhance their communication and exchange of knowledge about specific physicians (or hospitals) from peer to peer (for example, by offering open text options at physician rating sites that allow users to describe in a more narrative style how they experienced the performance of a certain physician).</td>
</tr>
<tr>
<td>Critical</td>
<td>People have the ability to question so-called standards and to critically evaluate health-related information [29]. It would be practically relevant if, in general, the exchange of information between patients (peer-to-peer) regarding specific physicians and health care facilities would lead to the development of an increasingly higher and more discriminating level of quality assessment of health care through patients themselves. For example, physician ratings could cover aspects of health care quality that other patients have not sought before, thus providing the possibility to expand patients’ horizons in terms of quality assessment. Furthermore, users of physician rating sites could post ratings of which physician reviews were more or less helpful to them or may have even been false and misleading. See, for example, the concept of labeling—that is, to provide information about information (meta-information), which can be either descriptive or evaluative [32].</td>
</tr>
</tbody>
</table>

**Physician Rating Sites and Physician Welfare**

Alongside the consideration of potential benefits and harms of physician rating sites for patients, the process of ethical decision making should also address the possible side effects for physicians. In particular, it should take into account the possible emotional and psychological burdens for physicians, as well as potential financial damages to those physicians who are not rated as well. In addition to the concern of defamation of individual physicians, another broader concern arises that physicians are discussed and furthermore rated not only based on their professional skills but also as a person. Refer to the assessment from the President of the German Medical Association, Frank U Montgomery, that “The only people who speak up on the Internet are those with an extreme opinion” (translation by the author) [15]. Buckman (see above) pointed his arguments in the same direction. Whether the fears of physician representatives are justified is more than questionable. Recent evaluations of rating tendencies from the United States and Germany demonstrate that the majority of reviews in physician rating sites appear to be positive [1,33].

Nevertheless, the potential harm to physicians should be taken seriously. For example, making the ratings first available when they have reached a certain baseline number (eg, 5–10) reduces the impact of extreme opinions, and peer review allows for the differentiation and elimination of defamations. However, when the baseline number or the peer-review requirements are set too high, then potential benefits for patients could be hindered. An ethical and regulative challenge is depicting the differentiation between disproportionate defamation on the one hand and relevant critique on the other hand. The criteria that physician rating sites use for these differentiation tasks (including examples of ratings classified as defamation or relevant critique) should be made transparent to the users. Furthermore, eliminating overly negative ratings without eliminating overly positive ratings will create a general bias toward more positive
ratings and will decrease the differentiation between physicians. See also the section below on legitimacy of decision making in the implementation and regulation of physician rating sites.

**Physician Rating Sites and Social Justice**

If we accept the assumption, as discussed above, that physician rating sites could have a positive effect on patient welfare as well as on the advancement of health literacy, then they could also have an impact on equal opportunity among the different socioeconomic groups within one society [30,34]. For reasons of equity, one should investigate whether all socioeconomic groups that could benefit from physician rating sites have unrestricted access to the Internet. The Internet as a source of information regarding the quality of physicians is relatively accessible in comparison with alternative forms of media (print media and personal contact). The relativity arises as a result of the contrast between possible effective alternatives. Arguably, one of the most effective available options to find a good physician is to ask friends or relatives in the medical profession to recommend a colleague. Thus, it is indisputable that physicians as a social group have structural advantages in the search for a new physician due to insider information received from colleagues.

Even though the Internet is widely accessible, one must consider remaining financial and nonfinancial access barriers, such as income, culture, gender, and age. Effective use of physician rating sites remains primarily dependent on the cognitive and intellectual capabilities of the users. This phenomenon could negatively affect the already-existing health inequalities between more- and less-educated groups (inequity).

A further issue to be considered are effects that have been observed in the context of public reporting of quality indicators [21]. If quality indicators such as satisfaction with care are correlated with race and socioeconomic status [35,36], then physicians may shy away from treating some groups of patients out of fear of being penalized by relatively poor ratings in physician rating sites.

**Legitimacy of Decision Making in the Implementation and Regulation of Physician Rating Sites**

Decisions regarding the implementation or regulation of physician rating sites through public institutions (eg, NHS Choices in the United Kingdom or statutory health insurers in Germany) are associated with inevitably complex issues. Such issues cannot be solved by reference to an ultimate ethical principle [16]. Whenever health care institutions are confronted with the challenges of ethical assessments, they increase the legitimacy of their decisions when certain minimal requirements for a fair decision-making process are met [34] (see Table 2 [37-39]).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transparency</td>
<td>Empirical information and normative arguments that were relevant for the decision-making process on more- or less-restrictive regulation of physician rating sites should be made available to the public.</td>
</tr>
<tr>
<td>Justification</td>
<td>Decisions should be based on a relevant rationale. Relevant reasons are especially those that explicitly and comprehensibly ascribe to the above-described ethical criteria: patient and physician welfare, autonomy, and justice.</td>
</tr>
<tr>
<td>Participation</td>
<td>Subjective evaluations that are part of the decision-making process are inevitable due to the complexity of the question. The legitimacy of such subjective evaluations increases when the affected populations (here patients, physicians, and insurance agents) have been given the opportunity to participate and to provide relevant empirical information and normative arguments [37,38].</td>
</tr>
<tr>
<td>Minimizing conflicts of interest</td>
<td>Decisions on the implementation or regulation of physician rating sites should be regulated in order to avoid as many conflicts of interest as possible [39]. Conflicts of interest exist, for example, if the decision maker him- or herself benefits from any financial advantages on decisions made for or against any particular forms of regulation of physician rating sites.</td>
</tr>
<tr>
<td>Openness for revision</td>
<td>Every decision should be open for revision provided that better normative arguments or better evidence on the effects of physician rating sites is available.</td>
</tr>
</tbody>
</table>

**Discussion**

The previous sections specified fundamental ethical principles relevant to the discussion of the basic concept of physician rating sites (allowing patients to rate, comment on, and discuss physicians’ performance—online and visible to everyone). The specified ethical principles should be recognized when the various stakeholders in the field of physician rating sites (physicians, patients, politicians, insurance companies, owners of private physician rating sites, and others) develop their viewpoints toward the basic concept of physician rating sites. These principles should also play a crucial role when decisions on the implementation and (more- or less-restrictive) regulation of physician rating sites are made. Even when thorough empirical evaluations of potential unknown effects of physician rating sites are strongly required, drawing on plausibility and normative arguments is unavoidable for justifying (regulatory) decisions regarding physician rating sites. The aforementioned basic conditions for a fair decision-making process are particularly relevant under such conditions of normative complexity and insufficient evidence (uncertainty).

In the opinion of the author, two issues present a special challenge and should play an important role when deciding about more- or less-restrictive physician rating sites regulations.
First, the potential psychological and financial harms to physicians need to be contained without limiting the potential health and health literacy benefits for patients. In many countries the medical profession enjoys privileges such as strong advocacy groups and special social facilities. Thus, the denial of transparency on patient experiences and satisfaction (with physician performance) requires a strong rationale. Second, in light of the unequal distribution of health opportunities, particularly due to discrepancies in health literacy, possible countermeasures (such as physician rating sites) are highly relevant. Measures to improve public physician rating sites (such as NHS Choices and the AOK website) should be specifically tailored to the needs of vulnerable subgroups of the population. Preferably, aspects such as accessibility and the clarity of information should be evaluated and further improved.

If more general health policy discussions on the acceptance or rejection of the basic ideas of physician rating sites have been settled, further analyses need to focus on the ethical aspects of adequate implementation and management of such websites. Issues such as data privacy and validity, as well as ethical guidelines such as the e-Health Code of Ethics, will then play an important role [19,20,32].
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Abstract

Background: Older adults generally have low health and computer literacies, making it challenging for them to function well in the eHealth era where technology is increasingly being used in health care. Little is known about effective interventions and strategies for improving the eHealth literacy of the older population.

Objective: The objective of this study was to examine the effects of a theory-driven eHealth literacy intervention for older adults.

Methods: The experimental design was a 2 × 2 mixed factorial design with learning method (collaborative; individualistic) as the between-participants variable and time of measurement (pre; post) as the within-participants variable. A total of 146 older adults aged 56–91 (mean 69.99, SD 8.12) participated in this study during February to May 2011. The intervention involved 2 weeks of learning about using the National Institutes of Health’s SeniorHealth.gov website to access reliable health information. The intervention took place at public libraries. Participants were randomly assigned to either experimental condition (collaborative: n = 72; individualistic: n = 74).

Results: Overall, participants’ knowledge, skills, and eHealth literacy efficacy all improved significantly from pre to post intervention (P < .001 in all cases; effect sizes were >0.8 with statistical power of 1.00 even at the .01 level in all cases). When controlling for baseline differences, no significant main effect of the learning method was found on computer/Web knowledge, skills, or eHealth literacy efficacy. Thus, collaborative learning did not differ from individualistic learning in affecting the learning outcomes. No significant interaction effect of learning method and time of measurement was found. Group composition based on gender, familiarity with peers, or prior computer experience had no significant main or interaction effect on the learning outcomes. Regardless of the specific learning method used, participants had overwhelmingly positive attitudes toward the intervention and reported positive changes in participation in their own health care as a result of the intervention.

Conclusions: The findings provide strong evidence that the eHealth literacy intervention tested in this study, regardless of the specific learning method used, significantly improved knowledge, skills, and eHealth literacy efficacy from pre to post intervention (P < .001 in all cases; effect sizes were >0.8 with statistical power of 1.00 even at the .01 level in all cases). When controlling for baseline differences, no significant main effect of the learning method was found on computer/Web knowledge, skills, or eHealth literacy efficacy. Thus, collaborative learning did not differ from individualistic learning in affecting the learning outcomes. No significant interaction effect of learning method and time of measurement was found. Group composition based on gender, familiarity with peers, or prior computer experience had no significant main or interaction effect on the learning outcomes. Regardless of the specific learning method used, participants had overwhelmingly positive attitudes toward the intervention and reported positive changes in participation in their own health care as a result of the intervention.

Conclusions: The findings provide strong evidence that the eHealth literacy intervention tested in this study, regardless of the specific learning method used, significantly improved knowledge, skills, and eHealth literacy efficacy from pre to post intervention, was positively perceived by participants, and led to positive changes in their own health care. Collaborative learning did not differ from individualistic learning in affecting the learning outcomes, suggesting the previously widely reported advantages of collaborative over individualistic learning may not be easily applied to the older population in informal settings, though several confounding factors might have contributed to this finding (ie, the largely inexperienced computer user composition of the study sample, potential instructor effect, and ceiling effect). Further research is necessary before a more firm conclusion can be drawn. These findings contribute to the literatures on adult learning, social interdependence theory, and health literacy.

(J Med Internet Res 2011;13(4):e90) doi:10.2196/jmir.1880
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Health literacy is “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions” [1]. This concept has drawn much attention recently [2-6], with increasing well-documented evidence of both the negative impact of poor health literacy on health outcomes and health care costs [7] and the alarmingly low levels of health literacy among American adults: a national survey showed only 12% of the adults in the United States have proficient health literacy, and this proportion drops to 3% among older adults [8].

Recently, information and communication technologies (ICTs) are increasingly being widely used in health care [9,10], presenting both opportunities and challenges for developing and implementing effective health literacy interventions. As government agencies such as the US National Institutes of Health (NIH), nonprofit organizations such as medical associations, and for-profit organizations alike are increasingly putting health information online, the Internet has already become an invaluable resource for high-quality health information [11-13]. This resource, however, can only be useful if the user has adequate eHealth literacy, or “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [14]. Individuals who have low health literacy—for instance, older adults—are likely to also have low computer and Internet literacy [15-17], thus facing a double jeopardy in the eHealth era.

Existing literature provides little scientific evidence about effective health literacy interventions [18], and even less about effective interventions for improving the eHealth literacy of the older population. Existing interventions focus predominantly on simplifying medical materials and instructions [19-21]. This “lowering-the-bar” approach is useful but limited given the complexity of medical terminology and knowledge. Education and training is another key approach to addressing the health literacy crisis [22]. This approach requires an understanding of health literacy as an active, lifelong learning process that features continuous learning of new, valid health information and unlearning of outdated, harmful information [22]. Such an understanding is especially important in the context of ICTs being increasingly used by health consumers, professionals, and policy makers alike in health care [9,10]. As ICTs change at a rapid rate, so do the requirements for health literacy skills [23].

Electronic Health Information for Lifelong Learners

The present study is a part of the Electronic Health Information for Lifelong Learners (eHiLL) research project that aims to address these gaps in the literature [4-6,24]. The goal of the larger eHiLL research project is to generate scientific knowledge about optimal learning conditions and strategies that can effectively and efficiently improve older adults’ learning and use of eHealth applications. To achieve this goal, the eHiLL research project consists of a series of experimental studies designed to examine the effects of various learning conditions and strategies through theory-driven, hypothesis-testing, rigorous experiments. The eHiLL experimental studies build on an understanding of health literacy as an active, lifelong learning process that goes beyond the formal educational settings in early life stages [22]. Importantly, guided by the literature on older adults’ learning of computer technology, the eHiLL interventions all feature key elements designed specifically to accommodate older computer learners’ needs and preferences [4]. These include (1) providing step-by-step, detailed instructions and avoiding technical jargon [24,25], (2) providing hands-on practice and encouraging questions [26], (3) making sure each lesson builds on previous lessons and increases complexity gradually [25,27], (4) ensuring the learners experience at least some level of success at the initial stage of the training [25,28,29], (5) conducting the training in a familiar, relaxed, and supportive environment [27,29], and (6) offering the training in the early morning hours, which is generally the optimal time of day for older learners [30].

These key elements were fully incorporated in prior eHiLL interventions and proven to be effective in improving older adults’ eHealth literacy [4-6,24]. Building on and expanding the success of these prior studies, the present study fully incorporates these key elements while adding a new aspect—that is, collaborative versus individualistic learning. Existing literatures on adult learning and cognitive development in later life provide a theoretical foundation for the collaborative versus individualistic versions of the intervention tested in the present study. The present study differs from prior eHiLL studies in important ways. First, the only prior eHiLL study [6] that involved both collaborative and individualistic learning had a brief intervention time (the experimental session lasted 2 hours) and it used a 16-minute-long video tutorial as the curriculum. In comparison, the present study involved 2 weeks of intervention for a total of 8 hours, using a paper-based curriculum. Second, while the present study and prior eHiLL studies [4,5,24] all used instructional materials drawn from the same tutorial, the Xie and Bugg [4] and Xie [24] studies focused on individualistic learning and the Xie [5] study was only on collaborative learning. The present study is the first eHiLL study that compares the relative effects of collaborative versus individualistic learning over an extended period of intervention time.

Collaborative Versus Individualistic Learning

Collaborative learning is one of the most common forms of active learning. It can be defined as “any instructional method in which students work together in small groups toward a common goal,” ([31] p 223). Collaborative learning requires learners to actively engage in the learning process by engaging in meaningful activities and reflecting on what they are learning from doing those activities [32]. Collaborative learning is often contrasted with individualistic learning that features students working on their own with little or no interaction with peer students [33].

The superiority of collaborative learning over individualistic learning is predicted by social interdependence theory, which emphasizes the interdependence among group members by arguing that the group is a “dynamic whole,” such that any change in the state of a group member changes that of other
group members [33]. The social interdependence among group members can be positive, negative, or nonexistent. Positive interdependence (collaboration) facilitates learning by promoting collaboration among group members. It can be found when individuals recognize that the only way they can achieve their goals is when other group member also achieve their goals. Negative interdependence (competition) exists when individuals realize that the only way they can achieve their goals is when others fail to do so. It often results in obstructive interactions impeding learning. Nonexistent interdependence (individualistic efforts) exists when individuals perceive that their achievement is not affected by others’ performance. It features no interaction among group members as each member learns independently [33,34].

Extensive empirical evidence supports the effectiveness of collaborative learning. A meta-analysis of over 300 studies shows that collaborative learning outperforms individualistic and competitive learning in postsecondary and professional settings [34]. However, there are still major gaps in the literature that require further examination. Collaborative learning research within the social interdependence tradition is predominantly based on formal education of younger adults [33,34]. Whether these findings can be generalized to older age groups in informal educational settings is yet to be answered.

Recently, the cognitive-developmental literature has begun to examine collaborative learning as a mechanism for improving cognitive abilities in later life [35-37]. Some (non-computer-related) studies find a positive impact of collaborative learning on older adults’ performance [38,39]. However, there is also evidence that, compared with individualistic learning, collaborative learning has no, or even negative, impact [40-42]. A possible reason might be that existing research within the cognitive-developmental tradition generally does not provide detailed instructions to ensure collaboration [42]. Instead, participants are simply instructed to “work together” [43] or “collaborate as much as possible” [40]. To ensure collaborative learning for older adults in informal settings, it is critical to develop effective strategies that really work.

Group Composition

Group composition may affect the “dynamic whole” of a group and, subsequently, the learning process and outcomes [33,34]. Evidence suggests there is more collaboration in groups with either female- or male-gender majority than in groups with equal gender composition [44,45], and more collaboration in same-gender groups than in mixed ones [44,46].

The time and effort spent on getting familiar with each other and coordinating may negatively affect the learning process and outcomes [43]. This argument finds support in research reporting collaborative learning with familiar partners (typically defined as related family members such as a spouse) being more effective than that with unfamiliar partners in enhancing cognitive performance [47] or in reducing the negative effects of collaboration [40,41]. Yet evidence exists that, even with familiar partners, collaborative learning does not generate more benefits than individualistic learning in improving older adults’ cognitive performance [42].

Ample evidence suggests that prior computer experience is a strong predictor for older adults’ computer task performance and learning outcomes [48-50]. Cody et al [28] in their study of older computer learners found that “the same [computer training] program was too challenging to some and insufficiently stimulating to others” (p 282). Some researchers [25] suggest forming homogeneous groups based on prior computer experience to ensure the success of computer training for older adults. This suggestion should be taken with caution, given that date research on computer training for older adults has focused predominantly on individualistic learning while paying little attention to collaborative learning (an important exception is the Zandri and Charness study [51], which found promising signs for the superiority of collaborative learning over individualistic learning). While homogeneous groups based on prior computer experience might work better than heterogeneous groups in individualistic learning, this might not be the case for the collaborative learning condition.

Research Questions and Hypotheses

The present study asked the following primary research question: what impact might the intervention have on older adults’ computer and Web knowledge, procedural skills, eHealth literacy efficacy, attitudes, and participation in their own health care?

Under this primary research question, 2 subresearch questions were asked: (1) what impact might the learning method (collaborative; individualistic) have on the learning outcomes?, and (2) what impact might group composition (based on gender, prior familiarity with peers, and prior computer experience) have on the learning outcomes?

The following hypotheses were tested: (1) hypothesis 1: computer/Web knowledge, skills, and eHealth literacy efficacy increase significantly from pre to post intervention (at the .05 level; same for all hypotheses), (2) hypothesis 2: collaborative learning is significantly more effective than individualistic learning in improving the learning outcomes, and (3) hypothesis 3: collaborative learning is significantly more effective than individualistic learning in heterogeneous group compositions, while individualistic learning is more effective than collaborative learning in homogeneous group compositions.

Methods

Design

We used a 2 × 2 mixed factorial design with learning method (collaborative; individualistic) as the between-participants variable and time of measurement (pre; post) as the within-participants variable.

Research Sites

The Hyattsville and New Carrollton branch libraries of the Prince George’s County Memorial Library System served as the primary research sites for this study. The Library System is a publicly funded large, urban library system serving over 830,000 residents in Prince George’s County, Maryland, USA. It has been serving as the primary research site for the larger eHiLL research project since 2007 [4-6,24]. This Library System
was selected as the key site for the eHiLL research project because it serves a large population of ethnic minorities, particularly African American/black people. According to the US Census Bureau, 66% of Prince George’s County residents are African American/black, much higher than the 30% overall rate of African American/black residents in Maryland or the 12% rate nationwide (http://www.census.gov). Partnering with this Library System ensures the reach of eHiLL interventions to individuals from this underserved minority group. The Hyattsville and New Carrollton branch libraries of the Library System provided free networked computers, space, and staff support to facilitate the implementation of this study. The geographic location of these branch libraries is convenient for potential research participants and the researchers. Both are within 10 miles of the University of Maryland and easily accessible by car or public transportation.

Participants

Standard recruitment techniques were used to recruit participants. These included posting recruitment flyers in the branch libraries and other local organizations (eg, senior centers, community centers, and churches) and advertising in the Library System’s newsletter. The inclusion criterion was age 60 years and above, though on request and in cases where seats were available, we accommodated individuals a few years younger. A total of 146 older adults aged 56–91 years (mean 69.99, SD 8.12) participated in the present study during a 4-month period (February to May 2011). We randomly assigned 72 participants to the collaborative learning experimental condition and 74 to the individualistic learning condition. Table 1 summarizes participants’ basic characteristics, including demographics, health status, and prior computer experience.
<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>96</td>
<td>69</td>
</tr>
<tr>
<td>Male</td>
<td>44</td>
<td>31</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school graduate</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>High school graduate/GED(^a)</td>
<td>39</td>
<td>28</td>
</tr>
<tr>
<td>Vocational training</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Some college/associate’s degree</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>Master’s degree or other postgraduate training</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td><strong>Ethnic group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>African American/black</td>
<td>90</td>
<td>64</td>
</tr>
<tr>
<td>White</td>
<td>30</td>
<td>21</td>
</tr>
<tr>
<td>Other</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td><strong>Household annual income range (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>38</td>
<td>28</td>
</tr>
<tr>
<td>20,000–29,999</td>
<td>28</td>
<td>20</td>
</tr>
<tr>
<td>30,000–39,999</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>40,000–49,999</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>50,000–59,999</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>60,000–69,999</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>70,000–99,999</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>≥100,000</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Do not know for certain</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Do not wish to answer</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Fair</td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>Good</td>
<td>75</td>
<td>53</td>
</tr>
<tr>
<td>Very good</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>Excellent</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td><strong>English as primary language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>125</td>
<td>88</td>
</tr>
<tr>
<td>No</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td><strong>Frequency of computer use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Every 2–3 days</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>Once a week</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>More than once a month</td>
<td>13</td>
<td>9</td>
</tr>
</tbody>
</table>
Measures
Adapted from existing outcome measures of collaborative learning (that focus on younger learners in formal educational settings) and with necessary modifications based on the results of a prior eHILL study [5], outcome measures (dependent variables) for the present study covered the following categories: knowledge gains, skill gains, efficacy, attitudes, and changes in participation in own health care. Learning preference, familiarity with peers, prior computer experience, and basic demographics were measured to serve as control variables. (Copies of the instrument are available on request to the author.)

Computer/Web Knowledge
This was measured by objective tests of knowledge about components of the computer and the Web. Participants were shown an image of a computer and a screenshot of the NIHSeniorHealth.gov website, and were instructed to write down names of the main components of each image (eg, keyboard, mouse, link, scroll bar). Computer knowledge and Web knowledge were each measured by 5 items; each item scored 1 point if answered correctly and 0 points if answered incorrectly with a scoring range of 0–5.

Computer/Web Skills
These were measured by procedural tests of the abilities to carry out specific computer and Web operations. Each participant had one computer to use during the testing. Participants were asked to perform a number of operations on their computers independently. Participants had up to 1 minute to complete each operation. Sample operations were to open a Web browser; go to the NIHSeniorHealth.gov Web site; increase text size; find information on the Falls and Older Adults health topic; and open a video. There were a total of 20 operations. Each operation scored 1 point if successfully completed and 0 points if unsuccessful, with a scoring range of 0–20.

eHealth Literacy Efficacy
This construct was measured by the eHealth literacy scale [52], which was built on the self-efficacy concept [53] to measure perceived skills at and comfort with using the Internet for health information and decision making. The main scale has 8 items. Each item is on a 1- to 5-point Likert scale with the following anchors: 1: strongly disagree; 2: disagree; 3: undecided; 4: agree; and 5: agree strongly. Higher scores indicate higher eHealth literacy efficacy. A sample item is “I know how to find helpful health resources on the Internet” (bold original). This scale has been used in multicultural samples and has shown excellent internal consistency reliability (scale alpha = .89–.97) with good test–retest reliability [23].

Attitude Toward the Class
This was measured by the following 5 items (items 3 and 4 were modified from Pace and Kuh [54]):
2. Overall, was this computer class useful to you? (1: completely useless; 2: useless; 3: somewhat useful; 4: useful; 5: very useful)
3. How would you evaluate your entire experience in this computer class? (1: extremely dissatisfied; 2: dissatisfied; 3: neither satisfied nor dissatisfied; 4: satisfied; 5: extremely satisfied)
4. If you could start over again, would you go to the same computer class you are now attending? (1: definitely not; 2: probably not; 3: not sure; 4: yes; 5: definitely yes)
5. Would you want to recommend this training class to other people similar to your age? (1: definitely not; 2: probably not; 3: not sure; 4: yes; 5: definitely yes)

Changes in Participation in Own Health Care
This was measured by 12 items, including 6 items modified from a Kaiser survey study [16], 5 items modified from a Pew survey study [55], and an additional item added to supplement the Kaiser and Pew items. (These items are detailed in Table 6 in the Results section where the results are reported.)

Attitude Toward the Individualistic Versus Collaborative Learning Method
This was measured by the following item: “When I have to learn a new skill, I prefer to learn alone, rather than with others” [51]. It was scored on a 1- to 5-point Likert scale with the following anchors: 1: disagree strongly; 2: disagree; 3: undecided; 4: agree; and 5: agree strongly.

Prior Experience
Prior experience (familiarity) with peers was measured by the following item: “Are you related to or familiar with at least one person taking this same computer class? (eg, spouse, sibling, friend, acquaintance)”. Prior computer experience was measured by the frequency of computer use.

Basic Demographics
Age, gender, education, health status, race/ethnicity, income, and primary language were recorded.

Table 2 summarizes these measures and time(s) of measurement.
Table 2. Measures used in the present study and the time(s) of measurement

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pre</th>
<th>Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer/Web knowledge</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Computer/Web skills</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>eHealth literacy efficacy</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Changes in health behavior/decision making</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Attitude toward the class</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Attitude toward the individualistic versus collaborative learning method</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Prior experience with peers</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Prior computer experience</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Basic demographics</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

**Instructional Materials**

This study used a set of instructional materials developed by the National Institute on Aging (NIA) of the NIH, “Helping Older Adults Search for Health Information Online: A Toolkit for Trainers” [56]. This freely available toolkit is designed to improve older adults’ ability to access and use NIH online health information resources (eg, the NIHSeniorHealth.gov website). By focusing on only NIH resources, this eHiLL intervention avoids potential problems associated with the quality of online health information [57,58]. The toolkit features detailed lesson plans, in-class interactive exercises, take-home practice exercises, and other supportive handouts (eg, a glossary of computer terms). This toolkit was chosen because, first, it contains key elements that, as addressed in the Introduction section above, facilitate older adults’ learning of computer technology [24-30]; and second, it was tested in prior eHiLL studies and proven to be effective [4,5,24].

The toolkit contains lesson plans (modules) designed to be used independently or in any combination. We used 4 modules in the present study to help older adults learn about (1) basic computer terms (1 module), (2) NIHSeniorHealth.gov (2 modules), a website designed to accommodate age-related changes in cognitive, physical, and sensory abilities [59], and (3) evaluating the quality of online health information (1 module). Together, these 4 selected modules provide a good coverage of the eHealth literacy skills as defined by Norman and Skinner [14]. Table 3 [56] outlines the lesson plans and goals of these 4 modules.
Table 3. Lesson plans and goals included in the National Institute on Aging (NIA) toolkit (extracted from the toolkit [56]).

<table>
<thead>
<tr>
<th>Class session</th>
<th>Lesson goals</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Session 1: Internet Basics (NIA Module #1)</strong></td>
<td>1. Learn basic computer terms</td>
</tr>
<tr>
<td></td>
<td>2. Practice using the mouse</td>
</tr>
<tr>
<td></td>
<td>3. Learn basic Internet terms</td>
</tr>
<tr>
<td></td>
<td>4. Learn how to get to a website</td>
</tr>
<tr>
<td></td>
<td>5. Learn how to explore a website</td>
</tr>
<tr>
<td></td>
<td>6. Learn how to use a search box</td>
</tr>
<tr>
<td></td>
<td>7. Learn how to use a site map</td>
</tr>
<tr>
<td><strong>Session 2: Introduction to NIH Senior Health (NIA Module #2)</strong></td>
<td>1. Use the Home Page to find health topics on NIH Senior Health</td>
</tr>
<tr>
<td></td>
<td>2. Use the Table of Contents of a health topic to find specific information</td>
</tr>
<tr>
<td></td>
<td>3. Navigate through a health topic</td>
</tr>
<tr>
<td></td>
<td>4. Enlarge, view, and close images</td>
</tr>
<tr>
<td></td>
<td>5. Find answers to health questions of personal interest</td>
</tr>
<tr>
<td><strong>Session 3: NIH Senior Health Quizzes and Videos (NIA Module #3)</strong></td>
<td>1. Recall how to use the Home Page of the NIH Senior Health website</td>
</tr>
<tr>
<td></td>
<td>2. Recall how to use the All Topics A–Z page to find health topics on the NIH Senior Health website</td>
</tr>
<tr>
<td></td>
<td>3. Recall how to use the special features (optional)</td>
</tr>
<tr>
<td></td>
<td>4. Learn how to take online quizzes</td>
</tr>
<tr>
<td></td>
<td>5. Learn how to open, watch, and close a video</td>
</tr>
<tr>
<td></td>
<td>6. Learn how to open, read, and close a video transcript</td>
</tr>
<tr>
<td></td>
<td>7. Learn how to find answers to health questions of personal interest</td>
</tr>
<tr>
<td><strong>Session 4: Evaluating Health Websites (NIA Module #9)</strong></td>
<td>1. Reliable health information websites</td>
</tr>
<tr>
<td></td>
<td>2. The sponsor of a health website</td>
</tr>
<tr>
<td></td>
<td>3. The purpose of a health website</td>
</tr>
<tr>
<td></td>
<td>4. The authors of the health information</td>
</tr>
<tr>
<td></td>
<td>5. The reviewers of the health information</td>
</tr>
<tr>
<td></td>
<td>6. The most recent update of the health information</td>
</tr>
<tr>
<td></td>
<td>7. The privacy policy of a health website</td>
</tr>
<tr>
<td></td>
<td>8. Clues about the accuracy of a website’s health information</td>
</tr>
<tr>
<td></td>
<td>9. The contact information for a health website</td>
</tr>
</tbody>
</table>

**Procedure**

The general procedures of the present study are similar to those of prior eHiLL studies [4-6,24]. In the first session, participants first signed the consent form (approved by the Institutional Review Board of the University of Maryland). The pre intervention survey questionnaire was then administered, followed by the pre skill testing. The intervention began with the completion of the pre testing. At the end of the last session, the post intervention survey questionnaire was administered, followed by the post skill testing. Each class met twice a week, 2 hours each time between 9:00 and 11:00 am, for a total of 2 weeks, at a library site. Class size was small (no more than 8 participants per class). The instructors, trained Master of Library Science students, frequently provided immediate, positive, and useful feedback when needed. Each participant had one computer to work on during each session. The instructors emphasized hands-on practice and provided relevant handouts during each session. These procedural components were carefully designed based on the literature on older adults’ computer learning [24-30] and proven to be effective in prior eHiLL studies [4-6,24].

Compared with prior eHiLL studies [4-6,24], a unique procedural aspect of the present study was the use of both collaborative and individualistic learning methods. Building on prior work on computer class structure for older learners that focused primarily on individualistic learning [26] and the common strategies used to promote collaborative learning among younger adults in formal learning settings [33,34], and adapting those strategies to accommodate the special needs and preferences of older adult learners in the public library setting, we used several strategies during the sessions to promote individualistic or collaborative learning (Table 4).
### Table 4. Class structure and strategies for the learning conditions

<table>
<thead>
<tr>
<th>Activity/time</th>
<th>Individualistic learning</th>
<th>Collaborative learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Housekeeping: 5 minutes</td>
<td>- Welcome</td>
<td>- Same as the individualistic condition</td>
</tr>
<tr>
<td></td>
<td>- Instructor self-introduction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Participants self-introduction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Practical information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- How long the class session will last</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Where the restrooms are</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Environment check</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Everyone has a computer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Everyone can see instructor</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Everyone can hear</td>
<td></td>
</tr>
<tr>
<td>Overview: 5 minutes</td>
<td>- Goal statement</td>
<td>- Same as the individualistic condition</td>
</tr>
<tr>
<td></td>
<td>- What the participants will know or be able to do after this class session</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Agenda</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- What will happen during this session</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Steps and procedure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- What instructor will do and what participants will do</td>
<td></td>
</tr>
<tr>
<td>Explanation of learning method: 1 minute</td>
<td>- Explain explicitly that everyone in the class is expected to learn independently</td>
<td>- Explain explicitly that the class is expected to learn together as a group</td>
</tr>
<tr>
<td></td>
<td>- Encourage participants to ask the instructor any questions that they might have</td>
<td>- Encourage participants to share with and help peers with any questions that they might have (and explain that instructor will answer any remaining question)</td>
</tr>
<tr>
<td>Introduction to the specific topic of this class session: 5 minutes</td>
<td>- Definitions, scope, background information</td>
<td>- Same as the individualistic condition</td>
</tr>
<tr>
<td>Lecture and demonstration, step-by-step instruction (part 1): 20 minutes</td>
<td>- Present material and demonstrate processes, following the instructions and examples used in the National Institute on Aging toolkit</td>
<td>- Same as the individualistic condition</td>
</tr>
<tr>
<td></td>
<td>- Encourage questions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Get confirmation after each step is explained and demonstrated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Check frequently to make sure everyone is on the same page</td>
<td></td>
</tr>
<tr>
<td>Brief reflection: 2 minutes</td>
<td>- Pause briefly and instruct participants specifically to check their own notes and reflect independently</td>
<td>- Pause briefly and instruct each participant specifically to compare notes with a peer sitting next to him or her and reflect together with peer</td>
</tr>
</tbody>
</table>
Data Analysis
The main statistical analyses conducted to test the hypotheses were various techniques of analysis of variance (ANOVA). These included multivariate repeated measures analyses, one-way ANOVA, and univariate analysis of covariance. Two-independent-samples tests (Mann-Whitney U) and chi-square tests were used to compare the collaborative versus individualistic samples.

Results
Comparing the Collaborative Versus Individualistic Experimental Groups
Two-independent-samples tests (Mann-Whitney U) found no significant difference in age ($P = .13$), education ($P = .11$), health ($P = .85$), income ($P = .32$), and computer use frequency ($P = .06$), and chi-square tests found no significant difference in gender ($P = .66$), ethnicity ($P = .07$), primary language ($P = .81$), and familiarity with peers ($P = 1.00$) among participants in the collaborative and individualistic experimental conditions. Chi-square test also found no significant difference in the retention rate of the 2 experimental conditions ($P = .56$); overall, a total of 108 participants completed both the pre and post testing, resulting in a 74% retention rate for this 2-week intervention. These results suggest the 2 experimental groups were comparable in these aspects.

Comparing Participants Who Completed the Intervention Versus Those Who Did Not
Mann-Whitney U tests found no significant difference in age ($P = .51$), education ($P = .41$), health ($P = .42$), income ($P = .78$), and baseline computer knowledge ($P = .80$), Web knowledge ($P = .81$), skills ($P = .70$), and eHealth literacy efficacy ($P = .12$) between participants who completed both the pre and post testing and those who completed only the pre testing. Significant difference was found in computer use frequency, with participants who completed both the pre and
post testing reported having less prior use of computers than those who completed only the pre testing ($P = .007$).

**Changes From Pre to Post Intervention**

Multivariate repeated measures analyses found that, overall, computer knowledge, Web knowledge, procedural skills, and eHealth literacy efficacy improved significantly from pre to post intervention ($F_{4,90} = 119.60$, $P < .001$). Univariate repeated measures analyses revealed significant improvement from pre to post intervention on each of these 4 measures ($P < .001$ in all 4 cases; computer knowledge: $F_{1,93} = 60.60$; Web knowledge: $F_{1,93} = 54.92$; procedural skills: $F_{1,93} = 264.40$; and eHealth literacy efficacy: $F_{1,93} = 229.31$). Hypothesis 1 was strongly supported. Further, effect sizes (measured by Cohen's d) with regard to gains from pre to post intervention in computer and Web knowledge, skills, and eHealth literacy efficacy ranged from 0.88 to 2.25. The statistical power of these measures reached 1.00 even at the alpha = .01 level (Table 5).

**Table 5. Effect sizes and statistical power**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cohen's d</th>
<th>Percentile standing</th>
<th>Statistical power (alpha = .01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer knowledge</td>
<td>1.05</td>
<td>84</td>
<td>1.00</td>
</tr>
<tr>
<td>Web knowledge</td>
<td>0.88</td>
<td>80</td>
<td>1.00</td>
</tr>
<tr>
<td>Procedural skill</td>
<td>1.70</td>
<td>95</td>
<td>1.00</td>
</tr>
<tr>
<td>eHealth literacy efficacy</td>
<td>2.25</td>
<td>99</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Attitudes**

Participants in both the collaborative and individualistic learning conditions had overwhelmingly positive attitudes toward the intervention. Across the 2 conditions, 99% (94/95) of participants felt the instructor’s teaching was good or excellent; 95% (90/95) of participants felt the intervention was useful or very useful; 98% (92/94) were satisfied or extremely satisfied with the entire experience participating in the intervention; 84% (79/94) said they would attend the same class if it started over; and 98% (93/95) would recommend the intervention to their age peers. Multivariate ANOVA found no significant difference between participants in the collaborative and individualistic conditions in all measures of attitude.

It is worth noting, though, that 1 attitudinal measure, the instructor’s teaching, approached a statistically significant difference between the 2 experimental conditions ($F_{1,104} = 3.34$; $P = .07$). While participants in both conditions had very positive assessment of the instructor’s teaching, participants in the individualistic learning condition had a slightly more positive attitude toward the instructor’s teaching than those in the collaborative learning condition (individualistic: mean 4.87, SD 0.35; collaborative: mean 4.72, SD 0.45).

**Changes in Participation in Own Health Care**

Across the collaborative and individualistic learning conditions, a notable number of participants reported changes in various aspects of participation in their own health care (Table 6).
Intervention procedural skills and eHealth literacy, respectively, differences in these variables at the baseline, univariate analysis revealed by the univariate analyses were due to significant learning method on procedural skills and eHealth literacy as groups. To examine whether the significant main effects of the intervention computer knowledge (F_{1,90} = 4.56, P = .002). To examine on which specific outcome measures the learning method showed a main effect, univariate repeated measures analyses were performed and revealed a significant main effect of the learning method on procedural skills (F_{1,93} = 7.81; P = .006) and eHealth literacy (F_{1,93} = 8.64; P = .004). Univariate analyses revealed no significant main effect of the learning method on either computer knowledge (P = .51) or Web knowledge (P = .47).

Interestingly, one-way ANOVA found a significant difference in pre intervention procedural skills (F_{1,142} = 7.17; P = .008) and eHealth literacy (F_{1,140} = 6.18; P = .01) between participants in the individualistic and collaborative learning groups. Pre intervention computer knowledge (P = .90) and Web knowledge (P = .94) did not differ significantly between the 2 experimental groups. To examine whether the significant main effects of the learning method on procedural skills and eHealth literacy as revealed by the univariate analyses were due to significant differences in these variables at the baseline, univariate analysis of covariance was performed and, after controlling for pre intervention procedural skills and eHealth literacy, respectively, the significant effects of the learning method on these variables both disappeared (procedural skills: P = .36; eHealth literacy: P = .06). These findings suggest that, when controlling for these variables at the baseline, the learning method had no main effect on knowledge, skills, and eHealth literacy efficacy. Hypothesis 2 was not supported.

### Collaborative Versus Individualistic Learning Method

Multivariate repeated measures analyses found a significant main effect of the learning method on computer knowledge, Web knowledge, procedural skills, and eHealth literacy (F_{4,90} = 4.56, P = .002). To examine on which specific outcome measures the learning method showed a main effect, univariate repeated measures analyses were performed and revealed a significant main effect of the learning method on procedural skills (F_{1,93} = 7.81; P = .006) and eHealth literacy (F_{1,93} = 8.64; P = .004). Univariate analyses revealed no significant main effect of the learning method on computer knowledge (P = .51) or Web knowledge (P = .47).

One-way ANOVA found no significant difference in the total number of reported changes in participation in own health care between participants in the collaborative and individualistic learning conditions (P = .45).

### Group Compositions

Groups in this study had 4 gender compositions (there was no male-only group): female-only (14 participants in this group composition), female majority (n = 96), equal number of female and male (n = 10), and male majority (n = 13). Multivariate repeated measures analyses found no significant interaction effect of the learning method (collaborative; individualistic) and time of measurement (pre; post): P = .73.

Multivariate repeated measures analyses found no significant interaction effect of the learning method (collaborative; individualistic) and time of measurement (pre; post): P = .73.

### Group Compositions

Groups in this study had 4 gender compositions (there was no male-only group): female-only (14 participants in this group composition), female majority (n = 96), equal number of female and male (n = 10), and male majority (n = 13). Multivariate repeated measures analyses found no significant 3- or 2-way interaction effect of group gender composition, learning method, and time of measurement (learning condition × gender composition: P = .40; time × gender composition: P = .74; time × learning condition × gender composition: P = .79). Further, group gender composition had no significant main effect on the outcome measures (P = .68).

Groups had 2 compositions based on familiarity with peers: familiar with at least one other person in the same session (n = 37) and not familiar with anyone in the same session (n = 106). Multivariate repeated measures analyses found no significant 3- or 2-way interaction effect of group familiarity composition, learning method, and time of measurement (learning condition × familiarity composition: P = .37; time × familiarity composition: P = .47).
The primary research question was “What impact might the effective eHealth literacy interventions for the older population have on the learning outcomes?” The analyses revealed that computer knowledge, Web knowledge, procedural skills, and eHealth literacy efficacy all improved significantly from pre to post intervention ($P < .001$ in all cases). The effect sizes of these improvements ranged from 0.88 to 2.25, suggesting that the magnitude of these improvements was large [64]. What these effect sizes mean is that, for instance, with respect to improvements in eHealth literacy efficacy, an effect size of 2.25 meant a learner increased from the 50th percentile on the pre test to the 99th percentile on the post test on this measure. These results strongly support the magnitude of the effects of the intervention. Further adding to the strength of these positive results is that the statistical power of these measures was strong: it reached 1.00 even at the alpha = .01 level in all cases.

These findings are even more impressive when interpreted in the context of the literature showing that “effect sizes of 0.8 are rare for any [learning] intervention and require truly impressive gains” ([31] p 224). Also, as summarized in several meta-analyses, the effect sizes of prior collaborative learning interventions (that focused on younger learners in formal educational settings) ranged from 0.29 to 0.70 [33,65,66]. In the present study, the effect size of the intervention on all knowledge, skill, and efficacy measures was greater than 0.8, suggesting the intervention has indeed resulted in “truly impressive gains.” These results provide strong support that the intervention, regardless of the specific learning method used, was effective in improving older adults’ eHealth literacy.

Across the 2 experimental conditions, participants had overwhelmingly positive views of the intervention. Notable percentages of participants also reported changes in various aspects of participation in their own health care. These findings suggest the health information these participants obtained from the intervention had affected their health behavior and decision making, which is a key component of eHealth literacy [14]. These findings further suggest that the intervention, regardless of the specific learning method used, was effective in improving older adults’ eHealth literacy. These findings are particularly meaningful in the context of the contemporary health care system increasingly promoting shared medical decision making, where patients are expected to participate more in their own health care [60,67-71].

An important reason for the effectiveness of the intervention tested in this study was that it fully incorporated the key elements of successful computer training for older adults [24-30], as outlined in the Introduction section above. These key elements were proved effective in prior eHILL studies [4-6,24]. A unique aspect of this study was to compare the effectiveness of the collaborative and individualistic learning methods built into the intervention. The analyses yielded interesting findings, as discussed in the next subsection.

**Collaborative Versus Individualistic Learning Method**

The analyses found neither an interaction effect of the learning method and time of measurement nor a main effect of the specific learning method used, was effective in improving older adults’ eHealth literacy.

### Learning Preferences

To examine the potential impact of attitude toward the individualistic versus collaborative learning method (learning preference), participants were recoded into a “matched” group, in which participants’ learning preferences matched their collaborative versus individualistic group assignments, and a “no-match” group, where the preference and the group assignment did not match. Multivariate repeated measures analyses found neither an interaction effect among learning preference matching, learning method, and time of measurement (learning condition × prior computer experience composition: $P = .40$; time × prior computer experience composition: $P = .20$; time × learning condition × prior computer experience composition: $P = .53$).

Further, no significant main effect of group composition based on prior computer experience was found ($P = .54$). Hypothesis 3 was not supported.

**Discussion**

Older adults are in great need of health literacy interventions, given that their needs for health information and services are typically high [17,60-62] and yet their health literacy levels are low [8]. Due to age-related changes in social environments and individual abilities [63], interventions that target younger age groups are unlikely to reach or have similar impact on older adults. Further complicating the situation is that the requirement for health literacy skills is a moving target, particularly in the context of eHealth becoming increasingly prominent in contemporary society [9,10]. As Norman [23] correctly points out, as technology changes, so do the requirements for health literacy skills.

**Impact of the Overall Intervention**

This study aimed to generate new scientific knowledge about effective eHealth literacy interventions for the older population. The primary research question was “What impact might the
consideration. As reviewed above, the superiority of collaborative learning over individualistic learning, as is well documented in the literature, is based on studies of younger learners in formal educational settings [33,34]. It is possible that collaborative learning may simply not work as well for the older population in informal settings. If this is the case, then this study contributes to the literature by identifying some key limits of the social interdependency theory.

In particular, the sample of this study consisted of primarily inexperienced computer users: less than 9% of participants used computers every day, while 35% of participants had never used a computer before (participants who used computers less often than every 2–3 days made up 72% of the study sample). Engaging in collaborative learning might have been too challenging for most participants who had to focus on their own activities with little attention to spare to interact with and help others, which is in line with the findings of prior research [25,28]. Thus, the previously widely reported advantages of collaborative learning over individualistic learning may not be easily realized among individuals who have limited prior computer experience.

Another way to look at this matter, however, is that perhaps different collaborative learning strategies could be used to better promote collaboration among inexperienced computer users. The collaborative learning strategies used in this study were carefully developed based on prior research on younger adult learning in formal educational settings [33,34] and modified to accommodate the older population in informal settings (see Table 4). In reflection, however, there might not have been sufficient consideration for the largely inexperienced user composition of the study sample.

For logistical reasons, multiple instructors were hired on a hourly basis to provide the instructions. It is likely that individual differences in these instructors (eg, teaching style, commitment, personality) may have affected the learning outcomes. One indication of this possibility is that the measure of the instructor’s teaching approached a statistically significant difference between the 2 experimental conditions (P = .07). Participants in the individualistic learning condition expressed more positive views of the instructor’s teaching than those in the collaborative learning condition. It is possible that this factor might have helped at least partially offset any hypothesized advantage of collaborative learning over individualistic learning.

The ceiling effect might have also affected the results: due to the positive impact of either version of the intervention, it may have been difficult to differentiate between the relative effects of the collaborative versus individualistic versions of the intervention. A possible solution for future research is to make the knowledge and skill tests more challenging so that the measures can be more sensitive to potential differences in learning outcomes.

**Group Composition**

As reviewed above, the literature suggests that group composition factors (based on gender, prior familiarity with peers, and prior computer experience) may affect the learning outcome. This study, however, found neither an interaction effect of any of these group composition factors with the collaborative versus individualistic learning method nor a main effect of any of these group composition factors. These findings are in line with those of 2 earlier eHiLL studies [5,6]. Replicating the same findings in these 3 independent studies, which differed in multiple ways (eg, intervention duration, instructional materials, procedures, and participants), lends some support to the generalizability of these findings. Note, though, that the study samples of these 3 independent eHiLL studies were similar: in each study the majority of the participants were women, unfamiliar with their study peers, and inexperienced computer users. While these findings might be generalized to populations with similar characteristics, they may not be so to populations with different characteristics. Also, as discussed above, if there were insufficient strategies to fully promote collaborative learning, then the potential effect of group composition might have also been affected.

Participants who completed both the pre and post testing reported less prior use of computers than those who completed only the pre testing (P < .01), suggesting that participants who used computers more often were more likely to drop out. One possible reason is that the intervention, by design, started from basic computer terms and increased in complexity gradually (see Table 3). Yet this might not have been made clear to the participants and some of them, after the first session, might have gotten the impression that the class was too “basic” for them and thus left. In future research, it will be necessary to fully communicate to participants, during the very first session, all the topics that will be covered in the remaining sessions.

**Practical Implications**

As in the earlier eHiLL interventions [4,6,24], the intervention tested in the present study also involved productive partnerships among local public libraries, a library and information science academic program at a state university, and the NIH. These local, state, and federal organizations bring complementary resources to the project and, in doing so, help each organization to achieve its mission [4]. The local public libraries provide the facility and staff support for the project, helping the libraries better serve socially, economically, and technologically underserved library patrons. The library and information science academic program provides the human resources through well-trained and dedicated faculty and graduate students and, in doing so, better achieves its research and educational missions. The NIH provides reliable online health information resources, and its involvement in this study helps promote the use of these resources. Tapping into these well-established public infrastructures ensures the intervention’s capacity for scaling up (eg, it can be easily rolled out to other communities across the country to improve older adults’ eHealth literacy).

**Limitations and Future Directions**

This study has some limitations. First, the sample was a convenience one, consisting of mostly African American/black people (64%), women (69%), and inexperienced computer users (72%). The findings may not be representative of the older population as a whole and should not be generalized without caution. Future research will benefit from examining the issues in a representative sample.
Second, potential confounding factors might have affected the relative effects of collaborative versus individualistic learning. These include insufficient consideration for the inexperienced user composition of the sample, instructor differences, and the ceiling effect. It will be necessary in future research to test strategies that can more fully promote collaboration among participants who have limited computer experience, control for instructor differences, and use more sensitive measurements to eliminate a potential ceiling effect.

Third, eHealth literacy skills may involve different levels of skills, with some skills being relatively easier to obtain and others requiring more effort. In future research, it will be necessary to develop more refined measures to assess changes in skills on different levels (eg, skills in not only finding a particular health topic on the NIHSeniorHealth.gov site but also determining the quality of information on any health website).

Fourth, this experimental study did not have a qualitative component. Future research can include qualitative data collection and analysis, which may generate additional insights into the learning process and the relative effects of collaborative versus individualistic learning.

Fifth, this study did not include measures of participants’ potential practice of the skills outside of the intervention (eg, at home or other locations). Future research may include these measures to determine whether and how outside practice might affect the effects of the intervention.

Finally, changes in participation in own health care were measured in this study by self-report and at only one time point (post intervention) with no follow-up beyond the intervention period. In future research, it will be necessary to add more objective measures (eg, physicians’ reports) and measure this variable over time at multiple time points.

Conclusions

The findings of this experimental study contribute to the literatures on adult learning, social interdependence theory, and health literacy. This study used both objective and self-report measures. The findings from both types of measures are consistent and, together, provide strong evidence that the eHealth literacy intervention tested in this study, regardless of the specific learning method used, significantly improved knowledge, skills, and efficacy. Participants also had overwhelmingly positive attitudes toward the intervention. Participants reported changes in participation in their own health care as a result of the intervention, further supporting the effectiveness of the intervention on improving older adults’ eHealth literacy. Collaborative learning did not differ from individualistic learning in affecting the learning outcomes, suggesting that the previously widely reported advantages of collaborative learning over individualistic learning may not be easily applied to the older population in informal settings, though several confounding factors might have contributed to this finding. Further research is necessary before a more firm conclusion can be drawn. Finally, group composition based on gender, familiarity with peers, and prior computer experience demonstrated no significant interaction or main effect on the learning outcomes.

The study addressed an important social problem: the health “illiteracy” problem among older adults, particularly those who have low incomes, limited education, limited prior computer/Internet experience, and/or belong to ethnic minority groups. The findings of this study contribute to scientific knowledge by advancing theory in older adult learning, particularly the generalizability and application of the collaborative versus individualistic learning method to the older population in an informal setting, and the use of these learning methods as an effective eHealth literacy intervention. By focusing on the content of learning on eHealth literacy knowledge and skills, this study broadens current understanding of the health literacy concept and interventions to address the increasing importance of technology in health care. By developing and testing the effectiveness of an eHealth literacy intervention, this study shapes this newly emerging component of health literacy (ie, eHealth literacy) that has increasing significance in contemporary health care.

This study broadens current paradigms in health literacy by using concepts and approaches novel to the field of health literacy. First, while health literacy has been promoted as a lifelong learning process [22], little attention has been paid to examining the relative benefits of different instructional methods (eg, individualistic versus collaborative learning) on older adults’ learning of health literacy knowledge and skills. Second, while some prior interventions have involved the use of computers, their primary approach is presenting medical materials on a specific topic through a specially designed localized computer-based system [21]. While such an approach has its advantages (eg, targeting a very specific problem), it also has limitations: it requires extensive resources (to develop and update), and the knowledge and skills learned through this approach are often difficult to generalize to other areas or computer systems. In contrast, in the present study, we used the high-quality Internet health information resources maintained and updated by the NIH that focus on a broad range of medical knowledge, and provide training to improve general knowledge about and skills in finding information on any health topic that might be of interest to an individual—and from a common computer system. Thus, this eHiLL intervention is cost effective and easily transferrable.
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Abstract

Background: The Internet increases the availability of health information, which consequently expands the amount of skills that health care consumers must have to obtain and evaluate health information. Norman and Skinner in 2006 developed an 8-item self-report eHealth literacy scale to measure these skills: the eHealth Literacy Scale (eHEALS). This instrument has been available only in English and there are no data on its validity.

Objectives: The objective of our study was to assess the internal consistency and the construct and predictive validity of a Dutch translation of the eHEALS in two populations.

Methods: We examined the translated scale in a sample of patients with rheumatic diseases (n = 189; study 1) and in a stratified sample of the Dutch population (n = 88; study 2). We determined Cronbach alpha coefficients and analyzed the principal components. Convergent validity was determined by studying correlations with age, education, and current (health-related) Internet use. Furthermore, in study 2 we assessed the predictive validity of the instrument by comparing scores on the eHEALS with an actual performance test.

Results: The internal consistency of the scale was sufficient: alpha = .93 in study 1 and alpha = .92 in study 2. In both studies the 8 items loaded on 1 single component (respectively 67% and 63% of variance). Correlations between eHEALS and age and education were not found. Significant, though weak, correlations were found between the eHEALS and quantity of Internet use (r = .24, P = .001 and r = .24, P = .02, respectively). Contrary to expectations, correlations between the eHEALS and successfully completed tasks on a performance test were weak and nonsignificant: r = .18 (P = .09). The t tests showed no significant differences in scores on the eHEALS between participants who scored below and above median scores of the performance test.

Conclusions: The eHEALS was assessed as unidimensional in a principal component analysis and the internal consistency of the scale was high, which makes the reliability adequate. However, findings suggest that the validity of the eHEALS instrument requires further study, since the relationship with Internet use was weak and expected relationships with age, education, and actual performance were not significant. Further research to develop a self-report instrument with high correlations with people’s actual eHealth literacy skills is warranted.

(J Med Internet Res 2011;13(4):e86) doi:10.2196/jmir.1840
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**Introduction**

Although a large supply of health information is available to educate and empower people, many lack the capability to use this information for their own benefit [1]. This capability is set out in the concept health literacy, which refers to the ability to read, understand, and communicate about health information to make proper health decisions [2]. In the Netherlands, 11% of the population has low literacy levels, according to the International Adult Literacy Survey [3], and it is assumed that the number of people who have limited levels of health literacy is even higher [4]. In other developed countries this problem is present to the same or worse extent [5,6]. These low levels of (health) literacy are worrisome, since health care is changing, and patients are increasingly expected to be involved in treatment, in health decisions, and in self-management of their disease [7]. As a result, there is an increasing gap between the needed level of health literacy to participate in their own health care, and the actual health literacy level of many patients. Consequently, low levels of health literacy might negatively influence health outcomes, success of treatment, and medical costs [8-10].

**Online Health Information**

With the increased diffusion of the Internet among households, the accessibility to relevant health information for the public has increased spectacularly. Controversially, this might also further enlarge the existing differences in health knowledge and access to care [11,12]. After all, collecting information through the Internet is different from collecting information through books and leaflets, and it requires specific skills [13-15]. For example, consumers should be able to use the computer, to navigate their way through the Internet, and to judge the large amount of information in terms of personal relevance, credibility, and accuracy [16]. Because the Internet and its impact keep growing, computer and Internet literacy are becoming an important addition to traditional health literacy skills [17]. Therefore, to get a complete overview of people’s skills to obtain and use health information, we should measure eHealth literacy [11,14,18].

Insight into people’s literacy skills is required to properly deploy guidelines, strategies, and interventions to offer information on different levels and in different formats. This is essential to make health information available and understandable to everyone who needs it [19].

**Measurement of (e)Health Literacy**

To measure health literacy levels, the Rapid Estimate of Adult Literacy in Medicine (REALM) [20] and the Test of Functional Health Literacy in Adults (TOFLA) [21] are often used. Both these instruments measure functional health literacy, which implies reading skills and, to some extent, numeracy. Other instruments that tend to measure a broader spectrum of health literacy skills have recently been developed—for example, the Newest Vital Sign [22], the functional, communicative, and critical health literacy scales assessment by Ishikawa et al [23], and the Health Literacy Skills Instrument by McCormack [24]. For the measurement of health-related Internet skills, fewer instruments are available. Recently, Van Deursen and Van Dijk [25,26] proposed an in-depth definition of Internet skills, consisting of operational skills (basic skills to use the Internet), formal skills (navigation and orientation), information skills (finding information), and strategic skills (using the information for personal benefits). This definition derives from the essential combination in eHealth literacy of both technical aspects, related to the use of the Internet, and substantive aspects, related to the content provided by the Internet. The definition contains gradients of difficulty, while the four skills have a sequential and conditional nature [27]. The combination of these four Internet skills illustrates that the application of operational and formal skills alone is not sufficient when using the Internet. On the other hand, using information and strategic skills often depends on the presence of operational and formal skills to obtain information in the first place. All four types of skills can be measured in a series of performance tests in which participants are asked to complete assignments on the Internet (see Multimedia Appendix 1). While this is a valuable method to assess (health-related) Internet skills, it is also quite demanding, costly, and time consuming, which makes it a rather inefficient instrument to use for (clinical) practice and research purposes. Therefore, an easy-to-administer self-assessment instrument that combines the measurement of computer skills with health literacy skills is needed. To our knowledge, the only instrument available that claims to measure the health-related Internet skills of the general Internet user is the eHealth Literacy Scale (eHEALS) by Norman and Skinner [28].

**The eHEALS**

The eHEALS is an 8-item scale that tends to measure perceived skills at finding, evaluating, and applying electronic health information to health problems [28]. The instrument proved to be a reliable and easy-to-use self-report tool, and has been used in some studies [29,30]. The scale is based on a model that distinguishes between six types of literacy skills: traditional literacy, health literacy, information literacy, scientific literacy, computer literacy, and media literacy [31]. Accordingly, the eHEALS aims to measure a broad overview of literacy skills, which might make it a potential instrument to assess the effects of eHealth literacy-tailored strategies to deliver online information and applications. However, the eHEALS has until now been available only in English and, to our knowledge, there are no data on its validity. Therefore, the aim of the present study was to examine the reliability and the construct and predictive validity of a Dutch version of the eHEALS.

**Methods**

Two populations were studied, one containing patients with rheumatic diseases (study 1) and one containing a stratified sample of the general Dutch population (study 2). Because there are no other instruments that measure eHealth literacy, we...
measured convergent validity using the associated items age, education, and (health-related) Internet use. Predictive validity was measured by comparison with actual performance on various health-related Internet tasks [32]. Study 1 was originally designed to gain insight into patients’ needs and wishes regarding a Web-based rheumatology patient portal and comprised a survey to measure age, education, general Internet use, health-related Internet use, and the eHEALS [33]. Study 2 was originally meant to gain insight into peoples’ Internet skills and comprised a survey to measure age, education, Internet use, and the eHEALS, plus a series of assignments on an Internet-connected personal computer [32].

Study 1

Population
A random sample of patients with rheumatic diseases was selected from the patient database of the rheumatology clinic of Medisch Spectrum Twente, Enschede, the Netherlands. A total of 496 patients were sent a personal invitation letter and a paper-and-pencil questionnaire by their treating rheumatologists. Patients expected to experience difficulty in completing the survey (e.g. because of significant cognitive impairment or illiteracy) were excluded a priori by their treating rheumatologists. The invitation letter explained the purpose of the study, the use of data, the voluntary nature, and the anonymity of the participant; therefore, returned questionnaires could be presumed to provide consent. A reminder was sent to those who did not respond within 2 weeks. According to local regulations in the Netherlands (Medical Research [Human Subjects] Act) the study did not need approval of the ethical review board; only (nonintervention) studies with a high burden for patients have to be reviewed. For this study, patients who indicated in the questionnaire that they did not have access to the Internet were excluded.

Instruments
The questionnaire assessed the following: (1) gender, age, and education level, (2) general and health-related Internet use, and (3) the eHEALS. General Internet use was measured by 2 items: 1 yes/no item measuring access to the Internet, and 1 item on quantity of Internet use with answer options on a 5-point Likert scale ranging from “(almost) never” to “(almost) every day.” Health-related Internet use was measured with 8 items on quantity of use of different kinds of health-related information. Each item could be answered on a 4-point Likert scale ranging from “never” to “regularly” (see Table 1 for a complete overview of topics). The original items of the eHEALS were translated into Dutch with forward and backward translation, according to World Health Organization guidelines [34]. The eHEALS contains 8 items, measured with a 5-point Likert scale with response options ranging from “strongly disagree” to “strongly agree.” Total scores of the eHEALS are summed to range from 8 to 40, with higher scores representing higher self-perceived eHealth literacy. The original version of the eHEALS can be found in Table 2. The whole survey instrument was pretested with 6 participants. Minor revisions were made in formulation and layout according to the received remarks and recommendations.

Study 2

Population
A sample of 88 participants was recruited by randomly dialing telephone numbers in cities and villages in the region of Twente. A stratified sampling method was used to gain equal categories in gender, age, and education. When respondents indicated they were willing to participate, their contact and email address were recorded and a time for the research session was scheduled. All research sessions were scheduled at the University of Twente, which was an unfamiliar environment to all participants. Respondents received a follow-up letter in the mail for confirmation, and the day before the study respondents were reminded of the session by telephone. Respondents were awarded €25 for their participation.

Instruments
The sessions lasted approximately 1.5 hours and started off with a short questionnaire that assessed (1) gender, year of birth, and education level, (2) general Internet use, and (3) the eHEALS. General Internet use was measured with 3 items: 1 yes/no item measuring access to the Internet, 1 item measuring amount of Internet use in hours per week, and 1 item on Internet experience in years. Subsequently, participants had to complete a performance test, which contained nine health-related assignments, based on the four defined Internet skills. Two assignments (consisting of eight tasks) were used to measure operational Internet skills (e.g. open a health website, save a file, or add a website to the Favorites menu), two assignments (consisting four tasks) were used to measure formal Internet skills (e.g. navigate different health-related menu and website designs, and surf between different websites), three assignments were used to measure information Internet skills (find health-related information on the Internet), and two assignments were used to measure strategic Internet skills (e.g. extract information from different sources, and make decisions based on the information found). The assignments were generated by a team of researchers that made a conscious effort to include only tasks that were accessible and relevant to the general user population (e.g. find the Web address of a health clinic, or search for information on vitamins). All assignments were pilot tested with 12 participants to ensure comprehensibility and applicability. Assignments were administered in a sequence of increasing difficulty, as indicated in Multimedia Appendix 1. During the assignment completion, participants themselves decided when they were finished or wanted to give up on an assignment. Completion of the tasks, successful and unsuccessful, was directly noted during the sessions. Tasks were assumed successful if the right answer was given within an ample time period, determined in the pilot tests. To execute the assignments, participants used a keyboard, a mouse, and a 17-inch monitor. The personal computer was connected to the Internet on a high-speed university network and was programmed with the three most popular Internet browsers (Internet Explorer, Mozilla Firefox, and Google Chrome). This allowed the participants to replicate their regular Internet use. No default page was set on the browsers and all the assignments started with a blank page. To ensure that participants were not influenced by a previous user’s actions,
the browser was reset after each session by removing temporary files, cookies, and favorites. In addition, downloaded files, history, forms, and passwords were removed and the laptop was rebooted.

Analysis

Data were analyzed using SPSS version 17.0 for Windows (IBM Corporation, Somers, NY, USA) in both studies. Cronbach alpha served as a measure of internal consistency, reflecting the (weighted) average correlation of items within the scale [35]. In general, a Cronbach alpha of .7 to .8 is regarded as satisfactory for scales to be used as research tools [36]. Principal component analysis was performed to examine the 1-factor structure of the scale. Factor loadings in excess of .71 were considered excellent, .63 very good, and .55 good [37].

Distributional properties of the eHEALS were further inspected to examine the normality of the total scores and to identify floor and ceiling effects. Skewness and kurtosis values between ±1 were assumed to indicate no or slight nonnormality. Floor or ceiling effects were considered to be present if >15% of the participants scored the worst or the best possible score on the eHEALS [38].

Evidence for convergent validity was determined by studying Spearman correlations between total mean scores on the eHEALS and age, education level, quantity of Internet use, and sum scores of health-related Internet use. Based on previous studies on regular health literacy, we hypothesized negative correlations with age and positive correlations with education and (health-related) Internet use [9,11,39]. A coefficient magnitude of at least .4 was taken as evidence of convergent validity [40]. The predictive validity of the instrument was assessed by comparing the total mean scores on the eHEALS with the scores on the actual performance test in study 2, using Spearman correlations. The scores on the eHEALS were first related to the total number of successfully completed tasks. Second, the scores on the eHEALS were related to the amount of completed tasks per skill (operational, formal, information and strategic). A coefficient magnitude of at least .4 was taken as evidence of predictive validity. We used t tests on each skill to investigate whether participants who performed below and above the median score of successfully completed assignments significantly differed on the eHEALS. Two-tailed P values less than .05 were considered significant.

Results

Study 1

Participants

Of the 496 invitations sent out, 12 were returned undeliverable. In total, 227 of 484 questionnaires were returned (47%); 189 of these 227 participants had Internet access and completed the eHEALS (83%). Participant characteristics and Internet use are shown in Table 1. Included respondents used the Internet daily or several days a week. Responders and nonresponders did not differ on gender, but nonresponders were on average 5 years younger, with a mean age of 47 years (P < .001).
Table 1. Participants’ self-reported sociodemographics and (health-related) Internet use

<table>
<thead>
<tr>
<th></th>
<th>Study 1 (n = 189) n (%)</th>
<th>Study 2 (n = 88) n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>119 (63)</td>
<td>45 (51)</td>
</tr>
<tr>
<td>Female</td>
<td>70 (37)</td>
<td>43 (49)</td>
</tr>
<tr>
<td><strong>Mean (SD) age (years)</strong></td>
<td>52 (11)</td>
<td>43 (18)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>38 (20)</td>
<td>25 (28)</td>
</tr>
<tr>
<td>Middle</td>
<td>102 (54)</td>
<td>32 (36)</td>
</tr>
<tr>
<td>High</td>
<td>46 (24)</td>
<td>31 (35)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Amount of Internet usage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(almost) Every day</td>
<td>117 (62)</td>
<td></td>
</tr>
<tr>
<td>Several days a week</td>
<td>34 (18)</td>
<td></td>
</tr>
<tr>
<td>About 1 day a week</td>
<td>15 (8)</td>
<td></td>
</tr>
<tr>
<td>Less than 1 day a week</td>
<td>9 (5)</td>
<td></td>
</tr>
<tr>
<td>(almost) Never</td>
<td>12 (6)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1)</td>
<td></td>
</tr>
<tr>
<td><strong>Mean (SD) Amount of Internet use (hours per week)</strong></td>
<td>_a</td>
<td>12.2 (13.7)</td>
</tr>
<tr>
<td><strong>Mean (SD) Internet experience (years)</strong></td>
<td>_a</td>
<td>9.3 (4.3)</td>
</tr>
<tr>
<td><strong>Number of respondents who have ever searched for information on:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diseases</td>
<td>159 (84)</td>
<td></td>
</tr>
<tr>
<td>Healthy lifestyle</td>
<td>121 (64)</td>
<td></td>
</tr>
<tr>
<td>Medication</td>
<td>95 (50)</td>
<td></td>
</tr>
<tr>
<td>Treatments</td>
<td>122 (65)</td>
<td></td>
</tr>
<tr>
<td>Care providers</td>
<td>69 (37)</td>
<td></td>
</tr>
<tr>
<td>Patient organizations</td>
<td>67 (35)</td>
<td></td>
</tr>
<tr>
<td>Law regulations related to health conditions</td>
<td>61 (34)</td>
<td></td>
</tr>
<tr>
<td>Peer-support forums</td>
<td>45 (24)</td>
<td></td>
</tr>
</tbody>
</table>

*a Item was not measured in this study.

**Distributional Properties**

Total scores on the eHEALS were approximately normally distributed with a skewness of -0.63. Floor and ceiling effects were acceptable, with no participants scoring the worst possible score (8), and 5 participants scoring the best possible score (40).

**Reliability and Validity**

The internal consistency of the eHEALS was alpha = .93. Unidimensionality of the scale was supported by principal component analysis (eigenvalue = 5.4, 67% of variance explained). The eigenvalue of the first component was 5 times larger than the eigenvalue of the second component (being 1.1).

All items loaded high on this component, ranging from .74 to .85 (Table 2). The mean sum score of the scale was 28.2 (SD 5.9).

Table 3 shows the correlations between the scores on the eHEALS and the variables measured in both studies. Correlations with age ($r = -.11, P = .13$) and education ($r = .09, P = .24$) were not significant. A significant, though weak, positive correlation was found between the eHEALS and quantity of Internet use ($r = .24, P = .001$). Concerning health-related Internet use, the use of online information correlated weakly to moderately with the eHEALS with coefficients varying from .26 to .40 ($P < .001$).
Table 2. eHealth Literacy Scale (eHEALS) mean items scores, scale reliability, and principal component analysis

<table>
<thead>
<tr>
<th>Item</th>
<th>Study 1</th>
<th>Study 2</th>
<th>Factor loading</th>
<th>item-total correlation&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>1: I know what health resources are available on the Internet</td>
<td>3.6</td>
<td>.83</td>
<td>3.4</td>
<td>.86</td>
</tr>
<tr>
<td>2: I know where to find helpful health resources on the Internet</td>
<td>3.6</td>
<td>.87</td>
<td>3.3</td>
<td>.88</td>
</tr>
<tr>
<td>3: I know how to find helpful health resources on the Internet</td>
<td>3.7</td>
<td>.81</td>
<td>3.5</td>
<td>.94</td>
</tr>
<tr>
<td>4: I know how to use the Internet to answer my health questions</td>
<td>3.6</td>
<td>.85</td>
<td>3.6</td>
<td>.88</td>
</tr>
<tr>
<td>5: I know how to use the health information I find on the Internet</td>
<td>3.5</td>
<td>.88</td>
<td>3.4</td>
<td>.087</td>
</tr>
<tr>
<td>6: I have the skills I need to evaluate the health resources I find on the Internet</td>
<td>3.6</td>
<td>.89</td>
<td>3.6</td>
<td>.90</td>
</tr>
<tr>
<td>7: I can tell high-quality from low-quality health resources on the Internet</td>
<td>3.4</td>
<td>.95</td>
<td>3.4</td>
<td>1.00</td>
</tr>
<tr>
<td>8: I feel confident in using information from the Internet to make health decisions</td>
<td>3.3</td>
<td>.99</td>
<td>3.1</td>
<td>1.12</td>
</tr>
<tr>
<td>Mean (SD) sum score</td>
<td>28.2</td>
<td>5.9</td>
<td>27.6</td>
<td>5.9</td>
</tr>
<tr>
<td>Eigenvalue first component</td>
<td>5.36</td>
<td></td>
<td>5.06</td>
<td></td>
</tr>
<tr>
<td>Variance accounted for</td>
<td>67%</td>
<td></td>
<td>63%</td>
<td></td>
</tr>
<tr>
<td>Cronbach alpha</td>
<td>.93</td>
<td></td>
<td>.92</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> All item-total correlations were significant at $P < .001$. 
Table 3. Spearman correlations between scores on the eHealth Literacy Scale (eHEALS) and age, education, (health-related) Internet use, and Internet performance skills

<table>
<thead>
<tr>
<th></th>
<th>Study 1</th>
<th>P value</th>
<th>Study 2</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td></td>
<td>r</td>
<td></td>
</tr>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.11</td>
<td>.13</td>
<td>-.08</td>
<td>.49</td>
</tr>
<tr>
<td>Education (1 = low, 2 = middle, 3 = high)</td>
<td>.09</td>
<td>.24</td>
<td>.13</td>
<td>.25</td>
</tr>
<tr>
<td>Amount of Internet usage</td>
<td>.24</td>
<td>.001</td>
<td>.24</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Health-related Internet use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information on diseases</td>
<td>.40</td>
<td>&lt;.001</td>
<td></td>
<td>a</td>
</tr>
<tr>
<td>Healthy lifestyle</td>
<td>.28</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication</td>
<td>.29</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatments</td>
<td>.38</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care providers</td>
<td>.30</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient organizations</td>
<td>.32</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law regulations related to health conditions</td>
<td>.26</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peer-support forums</td>
<td>.27</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Performance tasks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Successfully completed tasks overall</td>
<td>a</td>
<td>.18</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Operational</td>
<td>.12</td>
<td>.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>.05</td>
<td>.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategic</td>
<td>.11</td>
<td>.30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a Item was not measured in this study.

**Study 2**

**Participants**

Characteristics and Internet use of the 88 recruited participants in study 2 are shown in Table 1. Of all participants, 75 (85%) had home Internet access. The average years of Internet experience was 9.3 (SD 4.3) and average amount of Internet use was 12.2 hours a week (SD 13.7).

**Performance Tests**

Table 4 shows that the participants successfully completed an average of 73% (5.8/8) of the operational Internet skills tasks and an average of 73% (2.9/4) of the formal Internet skills tasks.

Of the information Internet skills tasks, an average of 50% (1.5/3) was completed successfully and of the strategic Internet skills tasks, 35% (0.7/2). Only 28% (25/88) of the participants were able to successfully complete all operational skills tasks, 39% (34/88) completed all formal skills tasks, 13% (11/88) completed all information skills tasks, and 20% (18/88) completed both the strategic skill tasks. No participants exceeded the maximum amount of time they were given for the assignments. Participants who were not able to complete the assignment decided to give up on the assignment before the official end time had elapsed. More details on the results of the performance tests and the general consequences for health seekers and providers are discussed elsewhere [32].

Table 4. Overview of proportion of tasks successfully completed in performance tests

<table>
<thead>
<tr>
<th>Internet skills (number of tasks)</th>
<th>Average task completion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Operational tasks (8)</td>
<td>5.8</td>
</tr>
<tr>
<td>Formal tasks (4)</td>
<td>2.9</td>
</tr>
<tr>
<td>Information tasks (3)</td>
<td>1.5</td>
</tr>
<tr>
<td>Strategic tasks (2)</td>
<td>0.7</td>
</tr>
</tbody>
</table>
**Distributional Properties**

As in study 1, total scores on the eHEALS were approximately normally distributed with a slight skewness of −.80. Floor and ceiling effects were acceptable, with no participants scoring the worst possible score (8), and 4 participants scoring the best possible score (40).

**Reliability and Validity**

The internal consistency of the eHEALS was alpha = .92. All items loaded on 1 single component in this study as well (eigenvalue = 5.1, 63% of variance explained). The eigenvalue of the first component was 5.8 times larger than the eigenvalue of the second component (being .88). All items loaded high on this component, ranging from .75 to .86 (Table 2). The mean sum score of the scale was 27.6 (SD 5.9).

No significant correlations between the eHEALS and either age ($r = -.08, P = .49$) or education ($r = .13, P = .25$) were found (Table 3). A significant, though weak, correlation was found between the eHEALS and quantity of Internet use ($r = .24, P = .02$). The correlations between the eHEALS and actual performance for overall successfully completed tasks and the four skills separately were weak and nonsignificant (Table 3).

Comparison on the four performance skills showed that the 50% of participants scoring above the median had a higher mean score on the eHEALS than the 50% of participants scoring below the median (Table 5). However, $t$ tests showed that none of these differences were significant (Table 5).

**Table 5.** eHealth Literacy Scale (eHEALS) mean scores of participants scoring below and above median scores on performance tasks

<table>
<thead>
<tr>
<th>Performance tasks</th>
<th>Mean</th>
<th>SD</th>
<th>$t$ test</th>
<th>df</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Operational</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50% below median</td>
<td>3.38</td>
<td>.85</td>
<td>−.998</td>
<td>80.33</td>
<td>.32</td>
</tr>
<tr>
<td>50% above median</td>
<td>3.53</td>
<td>.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Formal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50% below median</td>
<td>3.36</td>
<td>.77</td>
<td>−1.47</td>
<td>77.38</td>
<td>.15</td>
</tr>
<tr>
<td>50% above median</td>
<td>3.59</td>
<td>.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50% below median</td>
<td>3.43</td>
<td>.69</td>
<td>−.26</td>
<td>81.37</td>
<td>.80</td>
</tr>
<tr>
<td>50% above median</td>
<td>3.47</td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Strategic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50% below median</td>
<td>3.38</td>
<td>.74</td>
<td>−.79</td>
<td>81.55</td>
<td>.43</td>
</tr>
<tr>
<td>50% above median</td>
<td>3.51</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

The results of the two studies show that the eHEALS is unidimensional and has high internal consistency. Yet results of the validity tests showed that the eHEALS is not a valid measure of eHealth literacy.

With regard to the convergent validity, we hypothesized at least moderate positive correlations ($r > .4$) between scores on the eHEALS and education, and at least moderate negative correlations ($r > .4$) between the eHEALS and age. However, in both studies correlations between the eHEALS and either education or age were not significant. Although it should be noted that (selective) nonresponse might have had an influence, and that younger respondents (<30 years of age) were slightly underrepresented in study 1, we were surprised about the lack of these correlations, as various reviews have shown that these factors are the most predictive for (regular) health literacy [9,39]. In their study, Norman and Skinner [28] found no significant correlation between scores on eHEALS and age either, but in their study only adolescents in the age group of 13–21 years participated. To our knowledge, no other studies have examined the correlation between scores on eHEALS and age and education.

We hypothesized at least moderately positive correlations ($r > .4$) between scores on the eHEALS and quantity of Internet use, since it is reasoned that the amount of time spent on the Internet has a positive influence on eHealth literacy [11]. However, whereas the correlations between the scores on eHEALS and Internet experience were in the expected direction, they appeared to be weak in both of our studies. The correlations between eHEALS and health-related Internet use were weak but slightly higher, with Spearman correlation coefficients ranging from .26 to .40.

Concerning the predictive validity, the lack of significant correlations between the eHEALS and actual performance skills was surprising. Since the assignments used in study 2 were applicable to the general Internet user, one would at least expect some moderate correlations between the eHEALS scale and the performance results. Apparently, perceived skills (as obtained with eHEALS) do not predict actual performance (as measured in study 2). Previous investigations on general computer skills have also shown that people tend to overestimate their computer skills, which results in a gap between self-reported skills and practice when actual skills are measured [41,42]. Furthermore, the comparison of all participants who scored below and above median scores on the performance test did not show any significant differences on the eHEALS either. From this we can
conclude that the eHEALS does not have the power to distinguish between people with low health-related Internet skills and people with high health-related Internet skills. These results show that the eHEALS is not a valid instrument for assessing perceived health-related Internet skills.

We suggest a revision of the eHEALS, in a way that all four different skills are measured: (1) operational and (2) formal skills that measure practical use of computers and the Internet, and (3) information finding and (4) strategic skills that measure search strategies and skills to judge the found information. Also, questions might need to be formulated differently in order to prevent misunderstanding or differing interpretations. To this aim, qualitative research might provide more insight into the basis for participants’ answers—for example, having people fill out the eHEALS with techniques such as cognitive interviewing or thinking-aloud methods [43,44]. When measuring all four different skills, we might obtain a more valid indication of eHealth literacy skills. This could also distinguish between what type of skills (groups of) people possess, after which proper implementation of interventions can bring about equal access to online health information for all subgroups.

Limitations
A limitation of both our studies is the voluntary basis on which participants were recruited. This could have caused a bias, because participants might already have been more interested in using the Internet and searching for information, which could have influenced the results. Concerning study 1, only patients with rheumatic diseases were invited to participate. Therefore, this study might not be representative for other chronic conditions, since patients with rheumatic diseases are on average somewhat older. Concerning study 2, because of the major labor intensity of performance tests and the very high travel costs of bringing participants nationwide to the university lab, it was not possible to test a random sample from the whole Dutch population. Although the study population size of 88 is not enough to generalize to the whole population, the applied quota sample for the categories of gender, age, and education hugely improved representativeness.

Conclusions
The eHEALS is found to be unidimensional, according to principal component analysis, and to be internally consistent, as assessed with Cronbach alpha, but its validity is questionable. Expected correlations between the eHEALS and peoples’ use of the Internet were weak. Moreover, scores on the eHEALS did not correlate with age, education, and scores on performance tasks, and the eHEALS was not able to distinguish between people with high and low health-related Internet skills. Therefore, more research is needed in order to develop a self-report instrument that validly measures eHealth literacy skills. We suggest incorporation of operational, formal, information, and strategic Internet skills to measure all aspects of eHealth literacy.
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A Framework for Characterizing eHealth Literacy Demands and Barriers

Abstract

Background: Consumer eHealth interventions are of a growing importance in the individual management of health and health behaviors. However, a range of access, resources, and skills barriers prevent health care consumers from fully engaging in and benefiting from the spectrum of eHealth interventions. Consumers may engage in a range of eHealth tasks, such as participating in health discussion forums and entering information into a personal health record. eHealth literacy names a set of skills and knowledge that are essential for productive interactions with technology-based health tools, such as proficiency in information retrieval strategies, and communicating health concepts effectively.

Objective: We propose a theoretical and methodological framework for characterizing complexity of eHealth tasks, which can be used to diagnose and describe literacy barriers and inform the development of solution strategies.

Methods: We adapted and integrated two existing theoretical models relevant to the analysis of eHealth literacy into a single framework to systematically categorize and describe task demands and user performance on tasks needed by health care consumers in the information age. The method derived from the framework is applied to (1) code task demands using a cognitive task analysis, and (2) code user performance on tasks. The framework and method are applied to the analysis of a Web-based consumer eHealth task with information-seeking and decision-making demands. We present the results from the in-depth analysis of the task performance of a single user as well as of 20 users on the same task to illustrate both the detailed analysis and the aggregate measures obtained and potential analyses that can be performed using this method.

Results: The analysis shows that the framework can be used to classify task demands as well as the barriers encountered in user performance of the tasks. Our approach can be used to (1) characterize the challenges confronted by participants in performing the tasks, (2) determine the extent to which application of the framework to the cognitive task analysis can predict and explain the problems encountered by participants, and (3) inform revisions to the framework to increase accuracy of predictions.

Conclusions: The results of this illustrative application suggest that the framework is useful for characterizing task complexity and for diagnosing and explaining barriers encountered in task completion. The framework and analytic approach can be a potentially powerful generative research platform to inform development of rigorous eHealth examination and design instruments, such as to assess eHealth competence, to design and evaluate consumer eHealth tools, and to develop an eHealth curriculum.
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**Introduction**

eHealth literacy names a set of skills and knowledge that are essential for productive interactions with technology-based health tools. The objective of this study was to explore how eHealth literacy can be systematically analyzed, measured, and quantified. We proposed a methodological and theoretical framework that systematically maps skill sets to successful performance of eHealth tasks. We employed a microanalytic strategy in which complex competencies can be broken down into constituent skills or local task demands. In our view, systematic understanding of the necessary competencies can inform development of targeted solution strategies to overcome skill- and knowledge-related barriers.

**Background**

The term eHealth refers to “health services and information delivered or enhanced through the Internet and related technologies” [1]. Consumer-oriented eHealth tools engage consumers in managing their own health care, communicating with providers and support networks, meeting their information needs, making health decisions, using patient education resources, and promoting healthy lifestyles [2-4]. Unfortunately, most of these eHealth tools have not been designed with the consideration of the needs and characteristics of diverse user groups. These tools may even increase the complexity of health care engagement for those lacking the prerequisite abilities [5].

Many different factors can inhibit consumers’ meaningful use of eHealth tools, including environmental barriers [6], physical access barriers [7], resource-related barriers [8-11], and individual-level barriers [2,7,12,13]. Underserved and vulnerable populations face additional challenges that exacerbate these obstacles [14]. Different types of tools offer varied resources and functionalities, enabling performance on a wide range of eHealth tasks. Hence, different types of challenges arise depending on the tool. Specifically, interaction with different eHealth tools and tasks makes different kinds of demands on skills and knowledge. Table 1 [11,15-19] lists some examples of documented skill-related challenges that may lead to barriers to the use of different eHealth tools.

<table>
<thead>
<tr>
<th>Table 1. Documented skill-related challenges to use of common eHealth tools</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>eHealth tool</strong></td>
</tr>
<tr>
<td>Health information portals</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Personal health records</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Telemedicine or teleconsul-</td>
</tr>
<tr>
<td>tation applications</td>
</tr>
<tr>
<td>Decision-support tools</td>
</tr>
<tr>
<td>Online support or chat groups</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

There is a divide between what consumers can reasonably be expected to do and the demands and available resources of different tools. Various research efforts, in areas such as educational media, health literacy, and numeracy research, have tried to bridge this gulf by addressing user knowledge and competence, and improving resources. Addressing access and skills barriers has helped underserved and vulnerable populations to use technology in terms of managing their health concerns [20,21]. Therefore, it is important to identify barriers and devise solution strategies to eliminate obstacles that reinforce eHealth disparities.
Our approach is an effort to make this a more tractable problem by identifying candidate explanatory constructs and employing cognitive task analysis (CTA) methods to new applications. To the best of our knowledge, this is a unique effort to introduce systematocity to this complex and ill-defined research space. In our view, the success of consumer health informatics initiatives is partially predicated on an understanding of eHealth literacy demands and competencies.

Theoretical Framework

In this research, we endeavored to develop a systematic approach to analyzing competencies across eHealth interventions. The objective of this research was to understand the core skills and knowledge needed to productively use eHealth tools and to develop a set of methods for analyzing eHealth literacy. Previously, we presented a preliminary sketch of our framework for characterizing eHealth literacy task demands [22]. In this study, we explored further application of the framework to characterize human task performance.

The approach draws on two established models: the eHealth literacy model and Bloom’s taxonomy of educational objectives. eHealth literacy is defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [23]. The eHealth literacy model describes the set of “fundamental skills consumers require to derive direct benefits from eHealth” [23]. This set of skills establishes an important starting point but does not provide us with a means to discern how different cognitive functions or processes are engaged by different tasks. In addition, eHealth skills may be acquired in different stages, and thus individuals may display different degrees of competence in these skills. We incorporated a second model that is designed to discriminate between various kinds of cognitive processes and describe dimensions of cognitive complexity. Bloom’s taxonomy describes the increasing progression in complexity of cognitive aspects of learning, skill acquisition, and performance, and it has been applied to a range of different topic domains [24-26]. Incorporating this model allows us to characterize the central cognitive processes that constitute each literacy type. The eHealth literacy model defines a literacy type or content domain, while the cognitive taxonomy provides a means of realizing how this can be expressed in the context of task performance.

In our framework, we adapted the eHealth literacy model proposed by Norman and Skinner in 2006 as a point of departure. Their model describes six components of eHealth literacy [23]:

- **Computer literacy** describes a wide range of skills from basic knowledge of using a computer, such as opening a browser window, to participating in social networking activities.
- **Information literacy** encompasses the skills to articulate information needs, to locate, evaluate, and use information, and to apply information to create and communicate knowledge [27].
- **Media literacy** is the ability to select, interpret, evaluate, contextualize, and create meaning from resources presented in a variety of visual or audio forms [28].
- **Traditional literacy and numeracy** encompasses reading and understanding written passages, communicating and writing a language coherently, quantitative skills, and the ability to interpret information artifacts such as graphs, scales, and forms [29,30].
- **Science literacy** includes familiarity with basic biological concepts and the scientific method, as well as the ability to understand, evaluate, and interpret health research findings using appropriate scientific reasoning [31].
- **Health literacy** is the acquisition, evaluation, and appropriate application of relevant health information that allows consumers to communicate about health, make health decisions, and use health services [11,32].

Although this model of eHealth literacy is not inclusive of all factors that may influence the use of eHealth (e.g., knowledge of the social and cultural norms involved in participating in a support forum), it is our contention that these six literacy types constitute the set of core skills and knowledge domains.

We selected a second model that explains variation in task performance along an increasing continuum of cognitive demands. Bloom’s taxonomy is a well-known taxonomy developed in 1956 and was revised and updated in 2002 [33]. The taxonomy classifies levels of intellectual behavior in learning and has been applied to develop educational objectives and curriculum, assess learning, and create test items [33]. The cumulative hierarchy structure requires achievement of a prior skill before acquiring the next dimension of complexity, but the boundaries between these levels are not rigid. These six cognitive process dimensions are defined [34] as follows:

- **Remembering** is retrieving, recognizing, and recalling relevant knowledge from long-term memory.
- **Understanding** includes constructing meaning from oral, written, and graphic messages through interpreting, classifying, summarizing, inferring, comparing, and explaining.
- **Applying** involves using knowledge to execute a procedure.
- **Analyzing** comprises breaking material into constituent parts, and determining how the parts relate to one another and to an overall structure or purpose.
- **Evaluating** involves making judgments based on criteria and standards.
- **Creating** consists of putting elements together to form a coherent or functional whole in a new pattern or structure.

An overlay of Bloom’s taxonomy across the six eHealth literacies provides a framework to characterize and describe the different levels of cognitive demands within each of the six facets of eHealth literacy. It provides a structure to the analysis of human performance on eHealth tasks, allowing a differentiation of cognitive processes as well as of level of knowledge and skill.

The aim of this study was to characterize the constituent elements of eHealth literacy in performing tasks. The hypothesis was that this method can be used to elucidate the barriers to effective task performance.
Methods

Overview of the Framework and Method
The framework can be expressed as a matrix with the six facets of eHealth literacy along one axis and the six levels of complexity along the other axis, resulting in 36 combined categories. In our framework, we further separated the category of traditional literacy and numeracy into reading, writing, and numeracy and analyzed each separately, as shown in Table 2, such that there are a total of eight different literacy types. In our preliminary application of the framework, it was evident that this revision was necessary to achieve sufficient level of detail for analysis. We defined the criteria for each of the cells through an iterative process of review and adaptation, drawing on evidence from peer-reviewed articles discussing eHealth and each type of literacy. This matrix of eHealth literacy and complexity definitions constituted the framework and codebook, providing the foundation for analysis. The framework coding can be used in two complementary ways. As Figure 1 shows, we employed a CTA and used it to characterize the demands of eHealth tasks with reference to specific tools. We also used the same categorical scheme to describe human performance on these tasks. The basis of the methodological framework involved coordinating task analysis and analysis of human performance.

Table 2. Framework shown as a matrix of literacy types and cognitive complexity levels

<table>
<thead>
<tr>
<th>Literacy type</th>
<th>Increasing levels of cognitive complexity (Bloom’s taxonomy)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Remembering</td>
</tr>
<tr>
<td>Computer</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td></td>
</tr>
<tr>
<td>Writing</td>
<td></td>
</tr>
<tr>
<td>Numeracy</td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td></td>
</tr>
</tbody>
</table>

The contents of this table are intentionally left blank. This table illustrates the structure of the framework coding tool, which can be used by researchers to map skill demands to the corresponding framework code in each cell of the table.

Figure 1. Process of employing a framework to characterize eHealth demands and barriers.

Application 1: Cognitive Task Analysis
To characterize eHealth literacy demands, we employed CTA, a cognitive engineering method that decomposes a task to uncover knowledge, goal structures, thought processes, and strategies underlying task completion [35,36]. Expert analysts carried out CTA by performing the task themselves, eliciting both information-processing demands of a task and the kinds of domain-specific knowledge required [37]. In the study of health technologies, CTA is most commonly used to study system usability, devise training protocols, or analyze technology-mediated work [38]. We applied CTA in a novel application, to characterize the actions, either behavioral or cognitive, and the knowledge needed to execute an eHealth task. For each task, CTA was used to enumerate the action and knowledge steps used to complete the specified task and to identify the constituent skills required to complete each step. Next, the codebook was used to select the types of literacy that describe the knowledge used in each step. We then determined the kinds of cognitive operations involved in the task that would provide us with a complexity level. For example, a step may require reading a text passage in order to follow the directions in the passage. To apply the framework code, we first identified that this step requires reading literacy, and then determined that reading is required at the applying level of complexity to use the information in the passage appropriately. The step also required information literacy at the understanding level of complexity to be able to meet the appropriate information need while reading the passage. Most steps require more than one type of literacy.

In prior work, we illustrated the application of the framework analysis with CTA of three information-seeking tasks [22]. When applied to eHealth tasks, the framework provided illuminating representations of a task, displaying the
configurations of eHealth literacy and cognitive demands for each task. The preliminary findings suggested that the approach enabled deeper exploration of the complex relationships and interactions of the different types of literacy. Our current research explored further applicability of the framework by applying the approach to a new task category, decision making, and to a wider range of health domains. We also applied the method to analysis of human performance and explored how the framework elucidates and diagnoses barriers encountered.

Application 2: Analysis of Human Performance in Task Completion
In the second step of our method, we recruited 20 users to perform the same tasks and observed their performance. These individuals were active computer users but had no previous experience using the website employed in the study, the Consumer Reports Health website (http://www.consumerreports.org/health), a resource that helps consumers make evidence-based decisions related to health issues.

Participants were asked to verbalize their thoughts (a think-aloud protocol) while completing the task and to explain their answers. The think-aloud protocol can reveal any hesitation, confusion, or misunderstanding while completing the task [39]. It can also reveal insights into reasoning and decision-making processes [40]. While the participants were completing the task, guidance was provided when necessary to help them complete a task or to reroute them from a potentially fruitless path. Each session was audio recorded, and we used Morae 3.1 video-analytic software (TechSmith Corporation, Okemos, MI, USA) to capture all actions on the computer screen.

A step-by-step analysis of the participants’ performance was done based on the audio recording, video capture, and notes taken during observation of the session. The measures employed were (1) accuracy of response to each question in the task, and (2) any barriers encountered at each step toward completing the task. Task responses were scored according to a scoring scheme comprising specific criteria defining scores of 0 (incorrect), 1 (partially correct), or 2 (correct). In our analysis, barriers were defined as events where participants struggled and may have been unable to make progress in the task or may have required some problem-solving steps before moving forward in the task. Barriers may be indicated when participants required prompts, asked questions, or made errors. A prompt was noted if the researcher provided some verbal assistance to participants, such as directing them to appropriate information or reminding them about the next step of the task. Questions occurred when participants asked a question, expressed confusion, or requested guidance from the researcher. An error was documented if there was a misstep or misinterpretation of information or system response, such as misunderstanding search results. For each barrier event, the framework coding could be applied to categorize the nature of the participant’s problem in terms of a type of literacy. For example, difficulty with scrolling would be categorized as difficulty with a computer literacy skill, whereas struggling with text passages would be categorized as difficulty with reading skills. We also matched each event with the corresponding step in the task completion process in which it occurred.

Example of Applying the Framework and Method
We applied these methods to the analysis of a particular task that required a series of information-seeking and decision-making steps. We selected the Consumer Reports Health website because, in our judgment, it is a high-quality and well-designed site that reflects a genuine understanding of consumers’ needs. The task question (see Textbox 1) asked users to consider criteria comparing three different hospitals, demonstrate understanding of the information, and interpret the evidence presented.

Textbox 1. Task Question Requiring a Series of Information-Seeking and Decision-Making Steps

In the Doctors & Hospitals page, read the article “How-to guide to choosing a hospital” which can be found at the bottom of the page.

Look up the hospital ratings for all hospitals in the New York, NY region.

Next, on the ratings page, use the Compare feature to compare New York Presbyterian Hospital, Lenox Hill Hospital, and Bellevue Hospital Center.

A. Identify the hospital that is least aggressive on the “Aggressive or Conservative” scale.

What do these ratings of “Aggressive or Conservative” tell you about the hospital?

B. Identify the hospital with the highest “Average Cost to Patient”.

C. Of these 3 hospitals, select the hospital that you would want to go to for a surgical procedure, and discuss what criteria are most important in your decision.

Figure 2 shows a representation of the aggressive/conservative scale needed to interpret the “aggressive or conservative” continuum. These rows were extracted from a table on the pertinent Consumer Reports Health webpage. The aggressive-to-conservative continuum is one way in which the Consumers Union rates its hospitals. Hospitals that keep people with chronic diseases hospitalized for more days during the last 2 years of their lives are rated as aggressive. Hospitals that provide the least amount of doctor’s visits and shortened hospitalizations in those final years of life are considered conservative. We used example tasks to explore the reliability of the framework coding scheme. Two different raters used the codebook to classify task demands on two different tasks: an information-seeking and a decision-making task. The raters later used the codebook to also classify the barriers encountered by a subset of three different participants. For each type of coding, interrater reliability was assessed on two different dimensions of the coding: (1) type of literacy, using Cohen's kappa, and (2) level of cognitive complexity, using Spearman correlation coefficient. The assignment of a cognitive complexity...
code cannot be coded independent of literacy type. Therefore, cognitive complexity was calculated on the subset of codes in which both raters reached agreement on the literacy code.

**Figure 2.** Representation of the aggressive/conservative scale. The rows are as they appear in the actual table on the webpage except for the top row, which is included for clarity.

### Results

To illustrate the application of the framework and method, we present the results from the analysis of the task question asking about hospital ratings.

<table>
<thead>
<tr>
<th>Step</th>
<th>Skills and knowledge required to complete step</th>
<th>Framework code from CTAa</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Recognize the results page as a table of hospitals and their ratings. Scroll to see whole table.</td>
<td>Computer 3, information 4, numeracy 4, reading 1</td>
</tr>
<tr>
<td>11</td>
<td>Recognize the “compare” feature, and that checkboxes for the desired hospitals are required to use this feature. Select the appropriate checkboxes for the three hospitals.</td>
<td>Computer 3, information 3, reading 2</td>
</tr>
<tr>
<td>12</td>
<td>Recognize results as a table of the three selected hospitals with their detailed ratings. Scroll to see whole table.</td>
<td>Computer 3, information 4, numeracy 4, reading 2</td>
</tr>
<tr>
<td>13</td>
<td>Scroll to locate the “aggressive or conservative” row in the table. Interpret and understand the labels for the aggressive/conservative scale.</td>
<td>Computer 3, information 4, numeracy 4, reading 2</td>
</tr>
<tr>
<td>14</td>
<td>Identify the least aggressive rating and answer the information need.</td>
<td>Information 5, numeracy 4, reading 2, writing 2</td>
</tr>
<tr>
<td>15</td>
<td>Click on the “learn more” link. Find the newly opened window. Scroll down to find the text about aggressive/conservative hospitals. Read and understand text.</td>
<td>Computer 3, information 4, health 4, reading 3</td>
</tr>
<tr>
<td>16</td>
<td>Articulate understanding of what aggressive/conservative means.</td>
<td>Health 4, writing 3</td>
</tr>
</tbody>
</table>

a Cognitive task analysis, by increasing complexity: 1 = remembering, 2 = understanding, 3 = applying, 4 = analyzing, 5 = evaluating, 6 = creating.

Completing these series of steps required the participant to navigate to the table, locate the relevant information, and interpret the data in the table. The aggressive/conservative scale (see Figure 2) corresponds to step 13 in Table 3. Each step was coded with the corresponding framework codes that describe the eHealth literacy and complexity level used to complete that step. For example, step 10 required a combination of four types of eHealth literacy: (1) information literacy at the analyzing level of complexity (information 4) was required to interpret and evaluate the results page, (2) numeracy at the analyzing level of complexity (numeracy 4) was required to interpret the results table, (3) computer literacy at the applying level of complexity (computer 3) was required to navigate and interact with the table, and (4) reading was required at the remembering level (reading 1) to make sense of the information in the table.

The steps required different combinations of literacy types, ranging from a combination of two to four types of literacy. The highest complexity level of any eHealth literacy required was level 5, evaluating. Reading and information literacy were required for most of the steps in this excerpt and appeared more frequently than the other literacies.

Table 4 summarizes the results of coding the CTA for the entire task. For the whole task, reading was used most often, in 18 of the 20 steps (90%). Information literacy (17 of 20 steps) and computer literacy (15 of 20 steps) were also used often. The frequent use of these skills suggests that they are essential to completing the task and are useful skills to promote among health care consumers. Media literacy was not required for any steps in this task given that the website was already selected as
part of the task. Information literacy was required at level 5 (evaluating) for two of three questions, suggesting that high levels of information literacy are necessary to be able to carry out all components of this task. As this task was primarily an information-seeking task, it is not surprising that information literacy was required frequently and at high levels of cognitive demand. Numeracy was required at level 4 (analyzing) for all three questions, to understand the information in different representational formats and to interpret the data in the table of hospital ratings. Question C was the only question to require science literacy, which was used to weigh evidence in making a decision about selecting a hospital based on the criteria presented. Question C also required the most skills at level 5 (evaluating), for two different types of literacy, suggesting that it had the highest complexity demands across the whole task. Question B was the only question to require any skills at level 2 (understanding); Question B had the lowest complexity demands relative to the other questions. The highest complexity level required across the whole task was level 5 (evaluating).

Table 4. Summary of task demands from cognitive task analysis

<table>
<thead>
<tr>
<th>Literacy type</th>
<th>Question A</th>
<th>Question B</th>
<th>Question C</th>
<th>Whole task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Media</td>
<td>0%&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Computer</td>
<td>50%</td>
<td>50%</td>
<td>50%</td>
<td>75%</td>
</tr>
<tr>
<td>Health</td>
<td>50%</td>
<td>0%</td>
<td>100%</td>
<td>35%</td>
</tr>
<tr>
<td>Information</td>
<td>75%</td>
<td>100%</td>
<td>50%</td>
<td>85%</td>
</tr>
<tr>
<td>Reading</td>
<td>75%</td>
<td>100%</td>
<td>50%</td>
<td>90%</td>
</tr>
<tr>
<td>Writing</td>
<td>50%</td>
<td>50%</td>
<td>50%</td>
<td>20%</td>
</tr>
<tr>
<td>Numeracy</td>
<td>50%</td>
<td>100%</td>
<td>50%</td>
<td>30%</td>
</tr>
<tr>
<td>Science</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td>10%</td>
</tr>
<tr>
<td>Total number of steps</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>20&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> For the task, the following is displayed: the proportion (percentage) of steps that use that eHealth literacy and the highest level of cognitive complexity used in that literacy (number and complexity level).

<sup>b</sup> Total number of steps for whole task includes a series of 12 navigational steps leading up to questions A, B, and C.

**Application 2: Analysis of Human Performance in Task Completion**

The framework coding was then applied to the task performance. Interrater reliability was calculated for the coding of task performance. Spearman correlation coefficient for cognitive complexity was .88, suggesting high agreement. Cohen’s kappa for literacy was .68, suggesting lower but sufficient agreement to meet the minimum standard. The results from a single user are displayed in Table 5.
<table>
<thead>
<tr>
<th>Step</th>
<th>Skills and knowledge required to complete step</th>
<th>Framework code from CTA*</th>
<th>Events that indicate barriers</th>
<th>Framework code for barrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Recognize the results page as a table of hospitals and their ratings. Scroll to see whole table.</td>
<td>Computer 3, information 4, numeracy 4, reading 1</td>
<td>Participant asks: “Aggressive or conservative scale—where’s that?” Participant is not on the correct page yet, needs to navigate to the next page first.</td>
<td>Computer 2, information 2</td>
</tr>
<tr>
<td>11</td>
<td>Recognize the “compare” feature, and that checkboxes for the desired hospitals are required to use this feature. Select the appropriate checkboxes for the three hospitals.</td>
<td>Computer 3, information 3, reading 2</td>
<td>Researcher prompts: “Use the ‘compare’ feature.” Error: participant clicks on “compare” without having selected the hospitals to compare. Researcher prompts: “In order to compare the three, you want to select all three together.”</td>
<td>Computer 3, information 1</td>
</tr>
<tr>
<td>12</td>
<td>Recognize results as a table of the three selected hospitals with their detailed ratings. Scroll to see whole table.</td>
<td>Computer 3, information 4, numeracy 4, reading 2</td>
<td>No barrier encountered during this step.</td>
<td>None</td>
</tr>
<tr>
<td>13</td>
<td>Scroll to locate the “aggressive or conservative” row in the table. Interpret and understand the labels for the aggressive/conservative scale.</td>
<td>Computer 3, information 4, numeracy 4, reading 2</td>
<td>Participant confused by the multiple parts of the task question. Researcher prompts: “Look at this part of the question first.” Participant scrolls up and down, and finds the aggressive/conservative scale. Starts to read ahead to the next question. Researcher prompts again: “Try this question first—the hospital that is least aggressive.” Participant asks: “Where does it tell you which is least or most aggressive/conservative? In this area here?” (pointing to the scale).</td>
<td>Information 1, numeracy 2, reading 2, writing 2</td>
</tr>
<tr>
<td>14</td>
<td>Identify the least aggressive rating and answer the information need.</td>
<td>Information 5, numeracy 4, reading 2, writing 2</td>
<td>Participant stares at scale, confused. Researcher prompts: “What do you think the scale is telling you; how are you reading the scale?” Participant is very confused by the scale, and answers: “The one that is more conservative is 32%, Bellevue. Least aggressive, Lenox Hill? I’m trying to understand this.” (incorrect)</td>
<td>Numeracy 4</td>
</tr>
<tr>
<td>15</td>
<td>Click on the “learn more” link. Find the newly opened window. Scroll down to find the text about aggressive/conservative hospitals. Read and understand text.</td>
<td>Computer 3, information 4, health 4, reading 3</td>
<td>Participant is unsure how to approach the next question. Researcher rewords the question and explains what the question is asking. Participant clicks on the “learn more” link and scrolls down the page, but cannot find the relevant text. Participant scrolls past the relevant passage. Researcher prompts: “You just missed the description on the page.”</td>
<td>Information 1, reading 2, information 2, reading 2</td>
</tr>
<tr>
<td>16</td>
<td>Articulate understanding of what aggressive/conservative means.</td>
<td>Health 4, writing 3</td>
<td>Participant reads the text passage, then answers: “More doctors visit overall for aggressive/conservative care...fewer days in the hospital.” (incorrect)</td>
<td>Health 3</td>
</tr>
</tbody>
</table>

* Cognitive task analysis, by increasing complexity: 1 = remembering, 2 = understanding, 3 = applying, 4 = analyzing, 5 = evaluating, 6 = creating.

This participant scored low on this task, earning 2 out of a total of 6 possible points. The participant encountered 18 barriers while completing this task. In step 10, the participant was looking for a specific piece of information but was on the wrong page; this barrier can be attributed to problems or deficiencies associated with information and computer literacies. In step 14, the participant was confused by the scale and provided an incorrect answer due to misinterpretation of the information presented in the aggressive/conservative scale. This barrier reflects a struggle with numeracy because the participant demonstrated an understanding of numbers as evidenced by the ability to draw inferences about the scale, but was unable to apply the knowledge and analyze it in different representational formats. Then in step 16, the participant provided an incorrect answer due to misinterpretation of the information presented in the aggressive/conservative scale.
answer. The participant was unable to read, interpret, and analyze the health text to extract an accurate description of the terms aggressive and conservative as used in this context; this barrier reflects a struggle with health literacy. The participant required several reminders or explanations of task questions, in steps 11, 13, and 15. These reminders and explanations indicated information literacy barriers, reflecting a lack of recognition and understanding of the nature of the information need.

**Summary Results From 20 Participants**

A summary of 20 users’ task performance results are presented to illustrate the aggregate measures obtained and potential analyses that can be performed using our approach. The users were recruited from the Union Settlement Association and the Columbia Community Partnership for Health Center in New York, NY.

Participants recruited were adults between 18 and 65 years of age; all had basic proficiency with computers and the Internet. A total 14 of 20 (70%) of participants were female, most reported annual incomes below US $30,000, and a majority of participants reported their race as African American or Hispanic. Participants had a range of education backgrounds, with 7 participants reporting high school education, 7 having a college degree, and 6 with a graduate degree.

As Table 4 describes, Question B had the lowest literacy and complexity demands relative to the other questions. Figure 3 shows that participants scored highest on this question, with 16 out of 20 correct answers. Participants struggled most with question A, with only 2 correct answers, and 11 partial answers. Although question C had the highest complexity levels of cognitive demands, 10 out of 20 participants (50%) answered this question correctly. Each question varied in terms of domain knowledge, complexity, and types of demands. Scores merely provide a snapshot of user task performance. Although we can use the scores to compare and contrast task performance across the different task questions, analysis of the barriers impeding task performance can yield additional insight into the resulting participant scores.

Figure 4 shows the number of barriers encountered by all participants for each step. The most barriers were encountered in step 11, with a total of 51 barriers encountered. This step required users to make the appropriate selections in order to compare the different hospitals selected. Most of the barriers on this step stemmed from unfamiliarity with making the appropriate selections using checkboxes, reflecting inadequate computer literacy. Users encountered a high number of barriers at steps 13 and 15 as well. These steps are both constituents of question A, on which participants scored the lowest of the three questions. This aggregate analysis revealed the steps in which users experienced the most difficulty and exemplifies the patterns of barriers encountered in carrying out those problem steps.

We aggregated the types of barriers encountered by users in a manner similar to the analysis in Clark et al [41], which provided cumulative descriptors of the component barriers encountered across a set of steps and tasks. Figure 5 presents the classifications of literacy type and cognitive demands of barriers encountered in task performance. The same excerpt of steps (steps 10–16) was depicted as in Table 3. Most of the barrier classifications in these steps are due to barriers with information and computer literacy. Step 13, which required understanding question A, caused many barriers at levels 1 (remembering) and 2 (understanding) within information literacy. These barriers primarily involved struggling to identify and interpret the information need. Step 14, which required locating and interpreting the aggressive/conservative scale, led to many numeracy level 4 barriers (analyzing based on representation). Step 15 asked users to describe the meaning of aggressive/conservative in the context of hospitals and health care, and users struggled with finding resources to meet this information need. These barriers are reflected by the majority of barriers being information literacy and computer literacy barriers. Step 16 reflected many health literacy as well as some writing barriers; users struggled with understanding, interpreting, and articulating aggressive/conservative in their own words. The majority of barriers fell in the lower ranges of cognitive demands (levels 1–4). The task demands also required mainly literacies at these lower levels. The patterns of barrier types as revealed by the coding reflected the nature of the task demands and provided insight into the types of barriers that participants encountered.

Overall, within the hospital ratings task, users scored highest on question B and encountered the most barriers in question A. The barriers identified reflected that users struggled primarily with information literacy, computer literacy, and numeracy skills in answering the question and completing the tasks.
Figure 3. Hospital ratings task: distribution of participants’ scores on questions A, B, and C, and average (Avg) scores for each question.
Discussion

In this research, we adapted and integrated two existing theoretical models relevant to the analysis of eHealth literacy into a single framework to systematically categorize and describe task demands and user performance on tasks needed by health care consumers in the information age. The method derived from the framework is applied to (1) code task demands using
a CTA, and (2) code user performance on tasks. The analysis shows that the framework can be used to classify task demands as well as the barriers encountered in user performance of the tasks. Our approach can be used to (1) characterize the challenges confronted by participants in performing the tasks, (2) determine the extent to which application of the framework to the CTA can predict and explain the problems encountered by participants, and (3) inform revisions to the framework to increase accuracy of predictions. In this study, we used the methods to document a range of literacy-related barriers that affected performance on eHealth tasks.

The study found that 20 participants experienced some difficulty completing most tasks on a website designed for consumers without some assistance. The most frequent barriers encountered by our sample were challenges with information literacy and computer literacy skills. Specific examples of frequent barriers encountered are struggling with the ability to understand and successfully act on information needs, to interpret a graphical representation of a severity scale, and to effectively use checkboxes to make selections. Conversely, some activities in which we had predicted barriers were discovered to be easier than anticipated. Evaluating health information to inform decisions can be complex and challenging, but users scored well on the question with a decision point.

There is little existing research that systematically analyzes the combined set of eHealth skills needed to attain proficient performance. Other investigators have expanded the scope of health literacy to describe the combinations of skills needed to interact effectively with health information [42] but did not consider technology-related skills, such as computer literacy, that are a core part of eHealth literacy. Our results largely echo findings in prior health numeracy research that users often struggled with interpreting graphical representations of numerical information, which may constitute significant consumer barriers [29]. Our findings also support recommendations to develop tools that aid health care consumers in understanding complex health concepts and to use the information to inform a decision [43]. Usability studies take a similar approach in breaking down task demands to analyze user task performance. Our method is consistent with usability findings that a granular approach to task analysis is essential to reveal potential barriers and inform design improvements, particularly for novice users [44].

**Limitations**

We view the framework as provisional and subject to more comprehensive validation and elaboration. This will necessitate a larger-scale study with a greater sample size, a more diverse population, and a wider range of tasks. In addition, the participants in the study were not familiar with the Consumer Reports Health website and this may have influenced our findings. Familiarity with content, style, and affordances common to this site would have likely reduced some of the barriers that participants experienced. Further studies should include participants with varying degrees of experience with a particular website or technology.

The analyses in this paper focused on user competencies and did not take into consideration a range of issues, such as usability, or affordances and resources available within specific technology tools. In addition, the methods employed did not take into account individual motivation or attitudes toward technology. Similarly, this cognitive rational framework does not capture emotional and social factors that also play a significant role in decision making. It is well known that health literacy is a major public health issue in the United States affecting a substantial segment of the population [11]. In general, a multitude of environmental and societal factors, such as differential access to the eHealth tools, influence the productive use of technology in health-related contexts. Although these individual and social factors significantly influence task performance, our leading-edge hypothesis is that eHealth literacy is a distinct construct and an important one in consumer health informatics.

As previously described in Table 1, there are many different types of eHealth tools and eHealth tasks. The framework was illustrated using an example task on the Consumer Reports Health website. This website aims to present information simply and comparatively. Consumer Reports has been presenting unbiased and evidence-based comparisons in print form for many years. However, evidence in health is often complex and there may be alternative ways for rendering such information as comprehensible to individuals lower in eHealth literacy. The effective presentation of health evidence is a challenge that continues to plague most health communication and decision aid materials [45]. The website selection was sufficient for the purpose of illustrating the framework. It should be noted that the aggressive/conservative continuum scale is no longer used on the Consumer Union’s health site. Further exploration will apply the framework to a wider array of tasks, tools, and health domains.

**Further Development of the Framework and Analytic Method**

Further studies are needed to determine whether the types of literacy described in this paper sufficiently cover the range of knowledge types that characterize eHealth competency. In addition, although Bloom’s taxonomy has an established history of characterizing cognitive dimensions of tasks in educational contexts, we cannot presuppose that the gradations of complexity will seamlessly transfer to eHealth. The results of this analysis suggest that it can be used meaningfully to differentiate and categorize cognitive demands for different literacy skills and can be used to approximate complexity in a range of eHealth tasks.

As discussed, the tasks used in the study did not delve deeply into media, science, and to some extent health literacy. As health consumers choose what resources to use, media literacy will loom large. We anticipate that our methods will be adequate to model the skills and knowledge needed to demonstrate media literacy competency. The problems associated with low health literacy are well documented [11]. Science literacy is a multifaceted construct, and there is ample evidence to suggest that problems associated with science literacy are equally profound. The general public in the United States and other countries have an impoverished understanding of science [46]. Norman and Skinner [23] situate scientific literacy in a broader
context, defining it as “understanding of the nature, aims, methods, application, limitations, and politics of creating knowledge in a systematic manner.” The framework employs a CTA approach that places a strong emphasis on skills and action. This may not capture other dimensions of science literacy such as understanding biological mechanisms of disease and critical appraisal of the scientific process. These aspects come into play in situations such as when an individual must understand the consequences of a therapeutic regimen or decide whether to enroll in a randomized controlled clinical trial. Clearly, we would need a broader array of concepts and a richer set of representations than those offered by the CTA stepwise analytic method to model such knowledge and causal inferences associated with its application in the context of health.

The proposed framework provides a basis for the development of an eHealth competence model. Such a model would yield insight into the specific skills and knowledge needed to perform at a proficient or higher level on system-specific instances of eHealth tasks, such as seeking information about hypertensive therapies on the WebMD site. The current set of framework-based methodological tools lends greater utility to the consumer health research community than to communities of practitioners and designers. Applying this method is time-intensive and requires moderate expertise in the areas of cognition and human-computer interaction. We anticipate that the framework would give rise to simpler, more specific instruments (for example, in the form of a set of questions or heuristics) that could measure eHealth demands for a particular task and population as realized in a particular system or device. An analogy would be Nielsen’s heuristic evaluation method [47], which has made it possible for teams of developers to conduct basic usability evaluations without extensive training or prohibitive time commitments.

With further investigation, we envision that the framework and analytic approach can be a potentially powerful generative research tool for development of design guidelines of computer-based tools, evaluation heuristics, task-based eHealth literacy assessment, and educational objectives to increase consumer eHealth skills. For example, the framework could form the basis for development of a matching algorithm to identify appropriate tools for users with different skill sets. In particular, this framework and analysis method can be used with health care consumers with low eHealth skills to better understand barriers and to develop educational media or other mediating tools to facilitate engagement with and benefit from eHealth. Barriers fall on a continuum ranging from routine abilities (recognizing how to use widgets) to complex conceptual challenges (deriving inferences from health text). The proposed framework systematically characterizes eHealth barriers, which in turn enables more precise definition within the solution space of methods to overcome those barriers.

Conclusions

In our view, this framework provides a systematic and potentially rigorous approach for analyzing eHealth competencies, which is a challenge of considerable complexity and great significance. Advances in technologies, such as Web 2.0 and social networking functionalities, offer new and ever-changing modes for consumers to interact with and manage health information. In the current environment where eHealth interventions are being developed without a thorough understanding of the consumers, efforts, and resources can be better focused to improve adoption and use rates as well as benefit from use. Unfortunately, these barriers disproportionately affect those who are most vulnerable and may actually serve to exacerbate disparities rather than bridge them. There is no doubt that consumers will be expected to assume a greater role in their health management in coming years, and low eHealth literacy will continue to be a barrier to productive participation. Progress in eHealth research will be integral to the success of consumer health applications and for reducing barriers to the use of those applications.
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Abstract

Background: eHealth literacy refers to the ability of individuals to seek, find, understand, and appraise health information from electronic resources and apply such knowledge to addressing or solving a health problem. While the current generation of college students has access to a multitude of health information on the Internet, access alone does not ensure that students are skilled at conducting Internet searches for health information. Ensuring that college students have the knowledge and skills necessary to conduct advanced eHealth searches is an important responsibility particularly for the medical education community. It is unclear if college students, especially those in the medical and health professions, need customized eHealth literacy training for finding, interpreting, and evaluating health- and medical-related information available on the Internet.

Objective: The objective of our review was to summarize and critically evaluate the evidence from existing research on eHealth literacy levels among college students between the ages of 17 and 26 years attending various 4-year colleges and universities located around the world.

Methods: We conducted a systematic literature review on numerous scholarly databases using various combinations of relevant search terms and Boolean operators. The records were screened and assessed for inclusion in the review based on preestablished criteria. Findings from each study that met inclusion criteria were synthesized and summarized into emergent themes.

Results: In the final review we analyzed 6 peer-reviewed articles and 1 doctoral dissertation that satisfied the inclusion criteria. The number of participants in each reviewed study varied widely (from 34 to 5030). The representativeness of the results from smaller studies is questionable. All studies measured knowledge and/or behaviors related to college student ability to locate, use, and evaluate eHealth information. These studies indicated that many college students lack eHealth literacy skills, suggesting that there is significant room for improvement in college students’ ability to obtain and evaluate eHealth information.

Conclusion: Although college students are highly connected to, and feel comfortable with, using the Internet to find health information, their eHealth literacy skills are generally sub par. College students, especially in the health and medical professions, would be well served to receive more customized college-level instruction that improves general eHealth literacy.

(J Med Internet Res 2011;13(4):e102) doi:10.2196/jmir.1703
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Introduction

Electronic resources increasingly play a major role in consumer health, with the Internet being the preferred primary telecommunications vehicle for seekers of novel and germane health information. Although now widely relevant, the term electronic health information, also called eHealth, first appeared in 2000 to describe where health informatics, public health, health services, and information transmission processes intersected, primarily through Web-based applications [1,2]. Health information is one of the most investigated topics online [3]: 8 out of 10 Internet users report that they have at least once looked online for health information, making it the third most popular Web activity next to checking email and using search engines in terms of activities that almost everybody has done [4]. The importance of the Internet to acquire health information has spurred the creation of numerous eHealth information resources that assist consumers in discovering knowledge that can help promote and sustain personal health. Subsequent studies examining the effectiveness of eHealth interventions have proposed many definitions for eHealth [1,2,5]. Broadly stated, eHealth can also be thought of as the field where information and communication technology design enables the delivery of health-related and medical information [6]. While eHealth can potentially revolutionize medical and public health practice [7], numerous human resource, organizational, and cultural changes are still necessary to enable mainstream adoption of eHealth strategies for retrieving good-quality health information [1,8,9].

eHealth and the topic of health literacy are closely connected in public health. Health literacy is defined as “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions” [10]. It has been identified as a public health goal for the 21st century and stands as a significant challenge facing health care globally [11,12]. According to Norman and Skinner, the articulation of health literacy “underscores the importance of contextual factors that mediate health information and the need to consider health literacy in relation to the medium by which health resources are presented” [13]. The pervasiveness of the Internet has made obtaining, processing, and understanding health information using Web-based technologies a critical competency area for medical professionals. With the emergence of electronic medical and health records, medical mobile apps, and other related health informatics technologies, medical professionals are increasingly responsible for finding and evaluating health information resources electronically. In light of this, eHealth literacy now exists as an important skill set for health professionals tasked with seeking valid and reliable health information in a Web-based environment. However, most studies on literacy and health, such as the US Institute of Medicine’s report titled Health Literacy: A Prescription to End Confusion, exclusively examine the relationship between health outcomes and literacy in the context of paper-based resources, not literacy in electronic environments [11,13]. Therefore, eHealth literacy is still a novel concept with varied definitions and models.

eHealth literacy refers to the ability of individuals to seek, find, understand, and appraise health information from electronic resources and apply such knowledge to addressing or solving a health problem [13]. eHealth literacy combines six core skills or types of literacy: traditional literacy, health literacy, information literacy, scientific literacy, media literacy, and computer literacy [13,14]. Table 1 [12,13,15,16] provides definitions of each type of literacy considered within the scope of eHealth literacy. These six facets have been developed by Norman and Skinner and have been depicted as the eHealth Literacy Lily Model, characterizing the six types of literacy as forming overlapping lily petals that feed into the overall eHealth literacy “pistil” (ie, center of the model). More specifically, the lily model categorizes the six core literacies into two primary types: analytic (ie, traditional, media, and information) and context-specific (ie, health, scientific, and computer). Analytic literacies refer to a set of skills that can be applied to an array of information sources, whereas context-specific literacies involve skills that are specific to a certain problem or situation. eHealth literacy, as the composite of both analytic and context-specific skills, requires the behavioral capability to do the following: work with technology, critically think about issues of media and science, and navigate through the vast array of eHealth decision-making resources. A variety of competencies are associated with obtaining eHealth information, including the knowledge, skills, abilities, and other attributes necessary to (1) conduct basic and advanced information searches, (2) apply Boolean operators to limit searches, (3) differentiate between scholarly documents, authoritative sources, periodicals, and primary sources of information, and (4) understand sometimes ambiguous eHealth terminology. Specific techniques using these proficiencies are necessary to find documents on the Web such as abstracts, bibliographies, research articles, and government reports. To ensure that individuals are optimally making use of available eHealth access, it is important that appropriate search-related practices and procedures be used to retrieve and assess the eHealth information that is located.
to interpret and evaluate health information posted on a website [13].

Implementing effective Internet searches to locate health information is especially important for college students, as the Internet is now a favorite resource for information gathering among the “Millennial” generation. For the Millennial generation of college students, the Internet is a preferred source of health information [17]. While it may be safe to assume that college students have ample access to Web-based portals leading to eHealth information, it is important to be cognizant that access alone does not ensure that college students are adept at searching for, locating, and evaluating health information. Ensuring that college students have the knowledge and skills necessary to conduct advanced eHealth searches is an important responsibility particularly for the medical education community.

To determine eHealth literacy among college students, it is first important to define the specific knowledge, skills, abilities, and other user attributes that have been considered in previous eHealth literacy research. Some of these attributes have been investigated by Ivanitskaya and Casey, who used the Information Literacy Competency Standards for Higher Education, developed by the Association of College and Research Libraries [18,19], to create the Research Readiness Self-Assessment (RRSA). The RRSA measures basic information literacy skills related to research ability. Specific to measuring information literacy, the competency model assesses knowledge and skill sets necessary to locate good-quality information on a specific health topic. These competencies verify abilities to determine possible sources of good-quality health information, conduct health information searches, evaluate the quality of the information, and appropriately use the information. Declarative knowledge, such as knowledge of plagiarism, health-related information sources, and research terminology, consists of typical knowledge variables measured in this competency-based approach. In addition, procedural knowledge, which involves skills and problem solving, includes knowledge of the procedures used to complete an information-seeking task electronically (i.e., database navigation). Both types of knowledge are important for assessing the behavior and eHealth literacy of health information consumers [19].

In summary, there is a growing interest in eHealth literacy as an essential skill for students, especially those in the medical and health professions, and it is unclear whether the current level of eHealth literacy is sufficient, or whether customized eHealth literacy training for finding, interpreting, and evaluating health- and medical-related information available on the Internet at the college level would be required to nurture these skills. The purpose of this systematic review is to evaluate the current literature to determine whether college students can generally be considered an “eHealth literate” population.

### Methods

**Search Procedures**

This review adopted the widely accepted definition of eHealth literacy as the ability of individuals to seek, find, understand, and appraise health information from electronic sources and apply such information to addressing or solving a health problem.
[13]. For this review, the experimental units of analysis for inclusion were peer-reviewed articles evaluating eHealth literacy (i.e., seeking, finding, understanding, and appraising health information among electronic sources, primarily the Internet) exclusively among college students. The scope of the review was male and female college students between the ages of 17 and 26 years attending various 4-year colleges and universities located around the world. To generate a sample of empirical studies, we conducted an exhaustive search of electronic databases. Due to the relatively recent emergence of eHealth in the 21st century, only articles published from 2000 to the present day were eligible for inclusion. The actual search of all relevant literature took place during the spring of 2011. The searched databases were ERIC, PsycINFO, HealthSource, Medline, MasterFILE Premier, Academic Search Complete, CINAHL Plus with Full Text, Health Source: Nursing/Academic Edition, Psychology & Behavioral Sciences Collection, Applied Social Sciences Index and Abstracts, and CSA. The following key terms were entered in various combinations with multiple Boolean operators: eHealth, electronic health, eHealth literacy, electronic health literacy, health literacy, Internet literacy, Internet health, electronic literacy, college students, university students, and literature review.

All articles gathered through this initial search and screen process (n = 135) were evaluated for inclusion in the sample pool. We excluded 98 records after the screen of titles and abstracts. We initially excluded studies that did not survey 4-year college student populations between the ages of 17 and 26 years, and eliminated those that did not measure knowledge, skills, abilities or other attributes associated with eHealth literacy. In addition to the 37 papers that remained after the initial exclusion, we identified 5 other articles by hand searches after scanning the reference section of each database-identified article to enhance the breadth of the examination. This hand search resulted in the addition of 5 other articles meeting criteria for a full-text assessment. Overall, 42 papers were included in this full-text assessment, of which 35 were excluded for a variety of reasons, including (1) being secondary sources of information (n = 5), or purely conceptual or theoretical in scope (n = 3), (2) acting as opinion or editorial pieces (n = 2), (3) including populations other than college students (n = 14), (4) not explicitly measuring and reporting students’ ability to seek, find, or evaluate electronic sources of health information (n = 8), or (5) reporting studies that assigned participants to an “Internet” treatment group within an intervention or trial (n = 3). After accounting for conditions outlined by the above exclusion criteria, we were left with 28 articles out of the review, leaving 7 articles that were empirical studies assessing eHealth literacy among college students. Figure 1 presents a flow diagram of the systematic literature review search process described above. Of the final 7 articles, 6 studies were carried out in the United States and 1 in Finland.
Methodological Data Analysis

To evaluate the methodological quality of each retained study, we used a modified version of criteria established by Nagel Bernstein and Freeman [20] to develop a methodological data score (MDS) for each article ranging from 0 (low) to 4 (high). If a study used multivariate procedures such as discriminant analysis, factor analysis, cluster analysis, hierarchical regression, or multivariate analysis of variance, then it received a score of 4. Articles reporting descriptive statistics, univariate regressions, or nonparametric tests such as chi-square were assigned a 3. Those reporting strictly qualitative data received a score of 2, and purely narrative descriptions or written observations received a score of 1. When studies did not report any statistical analysis procedures, then no points were awarded.

Results

Study Characteristics

Although eHealth has been a topic of interest since the turn of the century, this systematic search identified only 6 peer-reviewed articles [19,21-23] and 1 doctoral dissertation [25], published between 2005 and 2010. Four different journals published the articles: Journal of Medical Internet Research (2 articles), Journal of American College Health (2), BMC Medical Informatics and Decision Making, and the Californian Journal of Health Promotion. A total of 4 articles [19,21-23] explicitly defined eHealth literacy, but all explored at least one aspect of eHealth literacy accounted for in the Norman and Skinner [13] definition used within this review. For example, Nsuangani and Perez [21] asked specific questions about Internet use tendencies to find health information, while the RRSA, administered in 3 studies [19,25,26], sought to evaluate all dimensions of eHealth literacy.

The studies included in this systematic review were generally exploratory in nature. Many used demographic variables to group students in a nonexperimental fashion and then explored differences in relationships. The independent variables used in all studies were unique and directly related to the study purpose; however, the most common independent variables were users and nonusers of the Internet, gender, student classification, and race. The dependent variables included self-reported use of Web-based health advice services [22], perceptions of the accuracy of health information on the Internet [21], perceptions of the privacy of health information on the Internet [21], frequency of Internet use for seeking health information [20,22,23]; quality of health-related websites [19,25,26];
attitudes and beliefs about using the Internet for finding health information (eg, beliefs that open-access Internet and search engines are always the best sources of information) [25]; ability to find electronic health information [19,25,26]; ability to evaluate electronic health information [19,25,26]; perceived research skills (ie, self-reported subjective beliefs about one’s own skills) [19,25,26]; ability to judge the trustworthiness of Internet pharmacies [25]; and number of correct answers to sexual health questions following the conduct of Internet searches [24].

Results from the methodological assessment described above indicated that the reviewed articles had similar degrees of analytic rigor. That is, 2 studies randomly assigned participants to treatment groups [21,22], while the others used convenience [19,23,25,26] and purposive [24] sampling techniques; 6 of the studies [19,21-23,25,26] used a quantitative paradigm to determine patterns between independent and dependent variables, and 1 study [24] used a mixed-methods approach. Only 2 studies [21,26] used validated surveys containing reliability estimates for the data collected, while 3 studies [22,25,26] did not explicitly report this information. A total of 3 studies [21-23] used chi-square as the analysis of choice to explore differences in patterns between groups, and the remaining studies [19,24-26] simply reported descriptive statistics. Redmond [26] used multiple t tests to determine differences in eHealth literacy skills between rural and nonrural college students. Ivanitskaya and Brookins-Fisher [25] performed multiple independent t tests to assess whether differences in critical judgment existed among students who either did or did not use the Internet for health decision making. The mean MDS for the reviewed studies was 3.14 (SD 0.38), with 6 of the 7 studies (86%) scoring 3. Table 2 describes the basic design, measurement, and analysis of each study accompanied by each study’s individual MDS.

Table 2. Design, measurement, analysis, and methodological data score (MDS) of selected studies

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Sample size</th>
<th>Design</th>
<th>Instrument</th>
<th>Instrument validity</th>
<th>Instrument reliability</th>
<th>Analysis</th>
<th>MDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ivanitskaya [19] (2006)</td>
<td>308</td>
<td>Nonexperimental</td>
<td>RRSA a</td>
<td>Face, content</td>
<td>Yes, but no value reported</td>
<td>Descriptive statistics, multiple regression</td>
<td>3</td>
</tr>
<tr>
<td>Nsuangani [21] (2006)</td>
<td>136</td>
<td>Experimental</td>
<td>Ad hoc survey</td>
<td>Face (expert panel)</td>
<td>Pre-post, κ = 0.41 for items retained for analysis</td>
<td>Frequency distributions; cross-tabulations; chi-square</td>
<td>3</td>
</tr>
<tr>
<td>Castren [22] (2008)</td>
<td>5030</td>
<td>Experimental</td>
<td>Student Health Survey 2004 (Finland)</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Frequency distributions; cross-tabulations; chi-square</td>
<td>3</td>
</tr>
<tr>
<td>Escoffery [23] (2005)</td>
<td>743</td>
<td>Nonexperimental</td>
<td>Ad hoc survey</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Descriptive statistics; chi-square</td>
<td>3</td>
</tr>
<tr>
<td>Ivanitskaya [25] (2010)</td>
<td>1914</td>
<td>Nonexperimental</td>
<td>RRSA</td>
<td>Face, content</td>
<td>Not reported</td>
<td>Descriptive statistics; probabilities; t tests; hierarchical regression analysis</td>
<td>4</td>
</tr>
<tr>
<td>Redmond [26] (2007)</td>
<td>243</td>
<td>Nonexperimental</td>
<td>RRSA</td>
<td>Face, content</td>
<td>Ability to obtain health information, alpha = .69; ability to evaluate electronic health information, alpha = .65; overall health information competency, alpha = .77</td>
<td>Descriptive statistics; t tests; Cohen d</td>
<td>3</td>
</tr>
</tbody>
</table>

a Research Readiness Self-Assessment.

Demographics

The number of participants in each reviewed study varied widely (ranging from 34 to 5030), which calls into question the representativeness of the results from those studies with smaller samples. Additionally, the research findings related to gender varied within 5 studies [19,21-23,26]. For example, Nsuangani and Perez [21] found that male college students were more likely to use the Internet to buy pharmaceutical products and locate consumer health information, whereas female students were more likely to obtain general health- and medical-related information online. Interestingly, this finding was supported in 2 other studies as well [22,23]. Males were more likely to seek out medical consultations using the Internet [21], while females were more likely to self-report diagnosing chronic health conditions using the Internet [22]. Based on this evidence, it appears that females used the Internet more for health information and diagnostic purposes, while males were more likely to use Internet for consumer health products and services. Also, male and female college students did not differ significantly as to whether they expressed concern regarding the accuracy of health information found on the Internet [21]. We found no statistically significant differences on any eHealth literacy outcome when considering race or ethnicity.

Obtaining Health Information Using the Internet

We found that in 3 studies performed in the United States exploring the percentage of college students using the Internet to acquire health information, 91 of 136 (67%), 549 of 743 (73.9%), and 24 of 34 (71%) college students surveyed had ever...
used the Internet to search for health information. In 1 study, 111 of 743 (14.9%) college students reported using the Internet to locate health information in the past day or week, with less than one-third reporting doing so in the past month [23]. In the same study, 539 of 743 (72.5%) students reported being averse to logging onto a health program delivered over the Internet, and only 204 of 743 (27.5%) students surveyed reported willingness to participate in a health program on the Internet. Another study reported that participants were reluctant to use the Internet for interactive health purposes, with 119 of 136 surveyed students (87.5%) reporting an unwillingness to use online medical discussion applications [21]. Another study conducted in Finland corroborated this reticence to participate in online health programming, finding that only 370 of 3153 (11.7%) Finnish undergraduate students had ever used a Web-based health advice service offered to them through their student health services department [22].

While 1 study [23] suggested that 393 of 743 (52.9%) college students surveyed would like to individually retrieve health information on the Internet, several studies indicated college students self-reported a lack of skills necessary to execute successful health-related searches on the Internet [19,23,25,26]. Escoffery et al [23] noted that 661 of 743 (89.0%) college students surveyed did not always find their desired eHealth information. Among those, 82 (11%) students surveyed did feel that they were capable of finding health information on the Internet, whereas only slightly more than half reported success “most of the time.” Two studies [19,26] determined that many college students are rather unsophisticated health information seekers when using the Internet. Another study noted that college students were unable to critically evaluate health information found on the Internet [25]. Students were also unaware of the difference between a primary and secondary source of data when attempting to locate online journal articles in the health-related fields [19,26]. Finally, students who used eHealth information to help make health decisions had lower overall critical judgment ability than those who used nonelectronic sources of information for the same purpose [25].

**Perceived versus Actual eHealth Literacy**

Ivanitskaya et al [19] and Redmond [26] assessed (1) how students felt about their own level of eHealth literacy, (2) how proficient students were at searching for and evaluating eHealth information, and (3) how well students understood the difference between peer-reviewed scholarly resources and opinion pieces or sales pitches. Both studies used the RRSA online assessment tool, which evaluated perceived and actual knowledge of student ability in browsing the Internet and researching health topics given various search scenarios. The RRSA, based on the Information Literacy Competency Standards for Higher Education, assesses knowledge and skills related to locating, evaluating, and using good-quality sources of eHealth information. Specifically, the RRSA contains the following items: “(1) multiple choice or true/false questions that measure declarative knowledge; (2) interactive, problem-based exercises that measure procedural knowledge; (3) demographic questions; and (4) a question that asks for a self-report about the level of the respondent’s research skills” [19]. For example, a knowledge-based item in the survey asks respondents to indicate which Boolean operator (eg, “and,” “or,” “not”) produces the most Internet search results (answer: or). An example of a skill-based survey item asks respondents to determine which Boolean operator is appropriate for a particular search situation, then requests that the respondent perform an Internet search using that particular Boolean operator, followed by reporting back the number of Web hits generated by the search [27]. There are two subscale measurements within the RRSA: Actual Ability to Obtain (AAO) eHealth information and Actual Ability to Evaluate (AAE) eHealth information. The AAO subscale comprises 11 multiple choice items where total scores can range from 0 to 16. The AAE subscale comprises 13 multiple choice items where total scores can range from 0 to 23. A higher score on both subscales indicates better actual ability. One study within this review [19] demonstrated that the data derived from the RRSA possessed satisfactory internal reliability (alpha = .78). Ivanitskaya et al [19] found that 258 of 306 (84%) college students surveyed perceived their eHealth literacy skills as “good,” “very good,” or “excellent,” yet students’ scores on a 56-item scale evaluating their actual eHealth literacy skills were very poor (mean 37%, SD 6.4%).

Also, it was found that within each perceived skill category (eg, perceived ability to find health information and perceived ability to judge the quality of health information), the actual overall competency scores of college students varied greatly. Specifically, the ability of college students to evaluate their own competency was inconsistent with their actual eHealth literacy. Redmond [26] found that nonrural college students were better able to obtain eHealth information than were rural college students, but there were no statistically significant differences in the ability to evaluate eHealth information between the two groups. Escoffery et al [23] found that 260 of 743 (35%) college students surveyed expressed “serious concern” about their ability to find good-quality health information using the Internet, while only a small proportion, 52 of 743 (7%), expressed “no concern” regarding the accuracy of health information they acquired on the Internet. Despite the relatively higher level of apprehension regarding ability to find eHealth information, 204 of 514 (39.7%) college students who reported seeking health information online believed that being able to retrieve health information online improved the way they took care of their health “some” or “a lot.”

In light of these findings, all studies tended to agree that college students in general [19,21,23-26], and those in health and medical professional programs specifically [19,26], should further develop their proficiency in appraising, using, and evaluating health information found on the Internet. Table 3 describes the primary findings gathered from the research questions posed in each study.
Therefore, it is their ability to use eHealth information sources were incongruent that the subjective self-perceptions of college students regarding eHealth information. Furthermore, 3 studies [19,25,26] noted to searching for, retrieving, using, and evaluating sources of that many students possess weak eHealth literacy skills related to information on the Internet, this systematic review indicated students, for the most part, have convenient access to health information available on the Internet. While college students may lack important skills for seeking and evaluating health information by level in college? How well do university students understand the difference between peer-reviewed scholarly resources, opinion pieces, and sales pitches? How aware are university students of their own level of health information competencies? Students are not proficient at advanced health information searches. Students have mixed proficiency at evaluating health-related information. Students are deficient in discriminating between different types information sources. Undergraduate students are inaccurate judges of their own health information competencies. Self-reports may not accurately predict students’ actual health information competencies. Undergraduate students are inaccurate judges of their own health information competencies. Self-reports may not accurately predict students’ actual health information competencies. Male users of a health advice service had a higher rate of self-reported chronic conditions than male nonusers; female users of a health advice service had a higher rate of a reported chronic condition than female nonusers. There is no difference. Significantly more female than male students obtain health information online. There is no difference. Male users of a health advice service had a higher rate of self-reported chronic conditions than male nonusers; female users of a health advice service had a higher rate of a reported chronic condition than female nonusers. There is no difference. Male users of a health advice service had a higher rate of self-reported chronic conditions than male nonusers; female users of a health advice service had a higher rate of a reported chronic condition than female nonusers.

### Discussion

#### Main Findings

The main conclusion of this systematic review was that college students may lack important skills for seeking and evaluating health information available on the Internet. While college students, for the most part, have convenient access to health information on the Internet, this systematic review indicated that many students possess weak eHealth literacy skills related to searching for, retrieving, using, and evaluating sources of eHealth information. Furthermore, 3 studies [19,25,26] noted that the subjective self-perceptions of college students regarding their ability to use eHealth information sources were incongruent with their demonstrated eHealth literacy skills. Therefore, it is possible that college students may be mistakenly judging their own ability to successfully locate and evaluate eHealth information. They may (or may not) hold an overly optimistic view of their ability to do Internet research on health-related topics. While it is clearly too early in this field of investigation to state definitively that there is a gap between perceived and actual eHealth literacy among college students, the trend noted in this systematic review provides impetus for future research to either support or disconfirm whether this phenomenon may truly exist.

Regardless of whether a discord exists between perceived and actual eHealth literacy among college students, there nevertheless is an invaluable opportunity to build medical education competencies among college-age students, especially

<table>
<thead>
<tr>
<th>First author</th>
<th>Research question(s)</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ivanitskaya [19]</td>
<td>How proficient are university students at searching for health-related information?</td>
<td>Students are not proficient at advanced health information searches.</td>
</tr>
<tr>
<td>Ivanitskaya [19]</td>
<td>How proficient are university students at evaluating health-related information?</td>
<td>Students have mixed proficiency at evaluating health-related information.</td>
</tr>
<tr>
<td>Ivanitskaya [19]</td>
<td>How well do university students understand the difference between peer-reviewed scholarly resources, opinion pieces, and sales pitches?</td>
<td>Students are deficient in discriminating between different types information sources.</td>
</tr>
<tr>
<td>Nsuangani [21]</td>
<td>Do male and female college students differ in their Internet behaviors related to health?</td>
<td>Males more likely than females to report online medical consultation. Males are more likely to buy pharmaceuticals online. More males use email to communicate with a health care provider.</td>
</tr>
<tr>
<td>Castren [22]</td>
<td>Does self-reporting of chronic conditions differ between users and nonusers of a Web-based health advice service?</td>
<td>Male users of a health advice service had a higher rate of self-reported chronic conditions than male nonusers; female users of a health advice service had a higher rate of a reported chronic condition than female nonusers.</td>
</tr>
<tr>
<td>Escoffery [23]</td>
<td>Are there differences in Internet use for health information by level of Internet experience?</td>
<td>There is no difference.</td>
</tr>
<tr>
<td>Escoffery [23]</td>
<td>Are there differences in Internet use for health information by gender?</td>
<td>Significantly more female than male students obtain health information online.</td>
</tr>
<tr>
<td>Escoffery [23]</td>
<td>Are there differences in Internet use for health information by level in college?</td>
<td>There is no difference.</td>
</tr>
<tr>
<td>Buhi [24]</td>
<td>When asked questions about sexual health, do college students find accurate answers online?</td>
<td>For 12 of the 13 questions asked, at least 24 of 34 (71%) students answered the questions correctly. Of 34 students surveyed, 17 (50%) correctly answered the question that asked them to locate an anonymous HIV test in the local area.</td>
</tr>
<tr>
<td>Ivanitskaya [25]</td>
<td>To what degree are college-educated information seekers able to determine trustworthiness of online pharmacies?</td>
<td>How college students rate trustworthiness of online pharmacies varies substantially. Only 593 of 1914 (31.0%) respondents gave low ratings to untrustworthy online pharmacies.</td>
</tr>
<tr>
<td>Ivanitskaya [25]</td>
<td>Do those who used information to make health decisions have better judgment skills?</td>
<td>Respondents using online health information for decision-making have significantly worse judgment than those not using online health information for decision-making.</td>
</tr>
<tr>
<td>Redmond [26]</td>
<td>Do rural and nonrural freshmen differ in their ability to obtain health information?</td>
<td>A statistically significant difference exists, with nonrural students performing higher than rural students, $t_{241} = 2.23, P = .03, Cohen d = .29$.</td>
</tr>
<tr>
<td>Redmond [26]</td>
<td>Do rural and nonrural freshmen differ in overall health information competency?</td>
<td>No difference exists, $t_{241} = -.14, P = .89, Cohen d = .02$.</td>
</tr>
<tr>
<td>Redmond [26]</td>
<td>Do rural and nonrural freshmen differ in their ability to evaluate health information?</td>
<td>No difference exists, $t_{241} = 1.34, P = .18, Cohen d = .18$.</td>
</tr>
</tbody>
</table>
those seeking degrees in the medical and health professions. College students surveyed in the reviewed studies did not achieve satisfactory levels of eHealth literacy; thus, we should perhaps reexamine the standards that are being used to measure eHealth literacy among this diverse audience. While valid and reliable health literacy measures have been widely established, far fewer instruments are universally accepted as accurately and appropriately assessing eHealth literacy. It is possible that the current standard being promulgated might be appropriate only for technologically elite audiences. Supposing that consumers will meet eHealth literacy standards set by technicians is probably unrealistic. High-stakes measures used in the current studies may have attempted to assess skill navigating the Internet to locate health information, but these measures may do so in a manner less applicable to a wide-ranging audience of future public health professionals. Future professionals, especially in a health-related field, will undoubtedly be using the Internet and related health informatics technologies to gather, manage, and deliver health information; however, we have yet to fully understand the context of the interactions occurring between diverse users and health informatics technologies (given that the consumer health informatics field is still in its infancy). There is a strong possibility that the broad-based, multidimensional definition of eHealth literacy is overly ambitious, even for individuals seeking an advanced degree in a health-related field.

While measurement issues are important to consider, it is also important to recognize that future inquiries should avoid reporting purely descriptive self-report data on frequency of use and self-efficacy for using the Internet to find health information. Data from self-reports depicting college students as both frequent and confident eHealth users may be more assumptive than truly substantive, especially considering the current research. As explained by Bandura within self-efficacy theory, “expectation alone will not produce desired performance if the [individual’s] component capabilities are lacking” [28]. Thus, what might be more important is testing of relevant skills in this new area of inquiry. Thus, more research should evaluate the most effective instructional strategies for molding able-bodied “eHealth educators” within a variety of medical and allied health professional preparation programs. Planned instructional experiences must consider the unique eHealth literacy competencies that are expected of college students studying to become health professionals, a distinction that places them in a unique position as compared with the general public. These students are expected to gravitate toward evidence-based practice and to critically appraise qualified sources of health information using specific resources such as The Cochrane Collaboration [29] or the Guide to Community Preventive Services [30]. More studies of college students at varied institutions, majoring in a variety of health and medical programs, will enable the eHealth literacy research community to ask and answer more targeted research questions with more specific audiences.

Demographics

The literature also indicated a tendency for male college students to be more likely to use the Internet to locate and acquire consumer health products (eg, pharmaceuticals, dietary/sports supplements, vitamins, performance-enhancing substances) and services (eg, Web-based medical consultations) and less likely to search for general information on illness, disease, or disease prevention using medical reference websites. Female college students, on the other hand, were generally more likely to conduct these types of general health or medical searches and were less likely to obtain health services over the Internet (eg, accessing primary care physicians’ Web portals, communicating by email with health care providers). In light of this interesting preliminary trend, future research would benefit from further study regarding what particular Internet search and retrieval characteristics can be attributed to male or female college students. Unique search propensities could speak to various developmental issues of marketing pressures, peer influences, and even health privacy concerns.

Obtaining Health Information Using the Internet

While the literature supports college students wanting to use the Internet to seek out general health information, there is little evidence to suggest that students care to discuss their own health problems or obtain personalized medical advice over the Internet. College students reported reluctance to using interactive Internet applications for health communication purposes (ie, electronic communication with health care providers). This finding revealed itself not only in the United States, but also in 1 Finnish study that we reviewed. Among college students, the convenience of using the Internet for seeking personal health information may be valued more so than the prospect of receiving individualized feedback on personal health concerns or problems via interaction with a qualified medical professional. This could be the result of contextual Web security issues affecting confidentiality. The issue of trust when using the Internet to seek and share medical information is an important one to consider, especially with the emergence of peer-to-peer or horizontal health communication among college students. More research should be done to discover what particular sources of Web-based health information college students are consulting and which cause uneasy feelings originating from potential threats to data security and privacy.

Limitations

This systematic review had several limitations. Although we conducted a comprehensive literature search on numerous databases using a variety of pertinent search terms, certain studies may have been overlooked due to lack of indexing in searched databases. In addition, all studies were carried out in either the United States or Finland, which are both highly technologically savvy countries. Also, Finland is regarded as one of the world’s most literate societies, with high levels of educational attainment [31]. Another noted limitation is that one standard definition of eHealth does not exist, which limits the ability of researchers to find all articles examining eHealth literacy within a single literature review. Another limitation involves the number of articles included in the review. Although the studies reached similar conclusions in selected instances, the small sample of studies (n = 7) may not truly reflect the population’s (ie, college students) true eHealth literacy levels. In addition, most studies used convenience sampling techniques, which can result in findings not being reflective of the true
populations of interest. As well, most studies in this review (n = 4) collected self-report data and did not test actual eHealth literacy skills to complement students’ self-perceptions.

The marketplace penetration of information technology into college students’ lives and educational settings is shifting rapidly (eg, smartphones, social networking websites, iPads). The reviewed studies of eHealth literacy among college students did not distinguish these emerging applications among the many alternative electronic sources of information, which may not truly reflect current search tendencies of college students. These types of applications conducive to mobile health information searches have spawned the new field of mHealth, which may suggest broadening or revising the study of eHealth literacy among college students. Finally, while the mean MDSs for the studies in this systematic review were quite good, few reported sufficient validity and reliability measures for data collected with survey or testing instruments, and almost all data analyses were univariate versus multivariate.

Comparison With Prior Works
Even where access to basic Internet infrastructure exists or is provided, optimal Internet use is often limited by other factors, such as human interface. To some extent, human interface encompasses issues commonly considered when assessing usability. Usability of an eHealth information source typically refers to the quality of a user experience when interacting with the resource, with an emphasis on behavior rather than opinion or recollection [32,33]. The construct measures learnability, memorability, efficiency, frequency, and severity of errors. All of these aspects are affected by human limitations, such as literacy, and by health website quality criteria, such as accuracy, completeness, readability, and design. Thus, the construct of usability is inextricably linked with eHealth literacy. There are varying levels of usability among eHealth resources, so it would be useful to determine whether the perceived usability of resources is related to eHealth literacy outcomes [34,35]. An analysis that assesses individual perceptions of eHealth usability in relation to overall behavioral capability to locate and evaluate eHealth information is vital for future eHealth literacy research [33,35]. Studying consumer health informatics (ie, analyzing consumer needs for acquiring and using information retrieved using technology) in conjunction with eHealth literacy [34,35] can further develop methods that paves the way for providing health care service in the information age.

Consequently, collegiate degree programs for those entering the medical and allied health fields are uniquely positioned to nurture and develop eHealth competencies among future health professionals. It is important for education administrators to determine (1) what list of eHealth topics should be covered, (2) what types of courses and materials can address the needed competencies, (3) how many hours of subject matter instruction might be necessary for eHealth literacy skill development, and (4) whether eHealth warrants a specific emphasis area or track within professional preparation programs. Creating mission and policy statements that give attention to these relevant aspects of eHealth literacy instruction will help improve student outcomes.

Conclusions
Evidence from this systematic review suggests that future health professionals need professional preparatory experiences that help build their eHealth literacy proficiencies. Enhanced skills development will likely develop as a product of practical medical Internet research opportunities that encourage critical thinking among students. As suggested by Escoffery et al [23], and supported by this systematic review, more needs to be done to inform the training of students in the health and medical professions, to “search the Internet for health information and to evaluate health information on Web sites.” Because of this, two important research questions should continue to be investigated in medical education. First, do professionally prepared college students in the health professions have the skills to navigate electronic resources to retrieve evidence-based health information? Second, do college students studying to be health professionals have an inflated sense of self-efficacy regarding their actual ability to locate and evaluate good-quality health information on the Internet?

Given that governmental and advisory agencies have designated eHealth literacy as paramount to improving societal health in both Canada [36] and the United States [37], it is important that future eHealth educators be provided with planned learning experiences in this growing field. Several health and medical disciplines have recognized this need area and have incorporated formal professional responsibilities related to eHealth literacy into core competency development models. For example, future professionals in the field of health education are expected to find valid health information resources electronically and evaluate the usefulness of such information [38]. It is important that health and medical education programs develop these types of proficiencies among future health professionals. Both current and future college students, especially those in the medical and health professions, need customized eHealth literacy training for finding, interpreting, and evaluating health- and medical-related information available on the Internet.
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Abstract

Background: The fact that patient satisfaction with primary care clinical practices and physician-patient communications has decreased gradually has brought a new opportunity to the online channel as a supplementary service to provide additional information.

Objective: In this study, our objectives were to examine the process of cognitive knowledge expectation-confirmation from eHealth users and to recommend the attributes of a “knowledge-intensive website.” Knowledge expectation can be defined as users’ existing attitudes or beliefs regarding expected levels of knowledge they may gain by accessing the website. Knowledge confirmation is the extent to which user’s knowledge expectation of information systems use is realized during actual use. In our hypothesized research model, perceived information quality, presentation and attractiveness as well as knowledge expectation influence knowledge confirmation, which in turn influences perceived usefulness and end user satisfaction, which feeds back to knowledge expectation.

Methods: An empirical study was conducted at the National Cancer Center (NCC), Republic of Korea (South Korea), by evaluating its official website. A user survey was administered containing items to measure subjectively perceived website quality and expectation-confirmation attributes. A study sample of 198 usable responses was used for further analysis. We used the structural equation model to test the proposed research model.

Results: Knowledge expectation exhibited a positive effect on knowledge confirmation (β = .27, P < .001). The paths from information quality, information presentation, and website attractiveness to knowledge confirmation were also positive and significant (β = .24, P < .001; β = .29, P < .001; β = .18, P < .001, respectively). Moreover, the effect of knowledge confirmation on perceived usefulness was also positively significant (β = .64, P < .001). Knowledge expectation together with knowledge confirmation and perceived usefulness also significantly affected end user satisfaction (β = .22 P < .001; β = .39, P < .001; β = .25, P < .001, respectively).

Conclusions: Theoretically, this study has (1) identified knowledge-intensive website attributes, (2) enhanced the theoretical foundation of eHealth from the information systems (IS) perspective by adopting the expectation-confirmation theory (ECT), and (3) examined the importance of information and knowledge attributes and explained their impact on user satisfaction. Practically, our empirical results suggest that perceived website quality (ie, information quality, information presentation, and website attractiveness) is a core requirement for knowledge building. In addition, our study has also shown that knowledge confirmation has a greater effect on satisfaction than both knowledge expectation and perceived usefulness.
eHealth; website quality; end user satisfaction; expectation-confirmation theory; health informatics

Introduction

Background

The Internet is rapidly growing and is increasingly used as an open, anonymous, and democratic source of health information and knowledge [1]. Several studies (eg, [2]) have reported that a large percentage of the population now refers to the Internet to find health-related information as their self-reference [3]. The fact that patients with primary care clinical practices and physician-patient communications have decreased gradually has brought a new opportunity to the online channel as a supplementary service to provide additional information [4]. This trend, known as electronic health care (eHealth), has changed the way people search for health-related information. Here, eHealth is defined as the use of the Internet to deliver access to health information, commerce, clinical care, and other health services [5]. According to Eysenbach [6],

"eHealth is an emerging field in the intersection of medical informatics, public health, and business, referring to health services and information delivered or enhanced through the Internet and related technologies. In a broader sense, the term characterizes not only a technical development, but also a state of mind, a way of thinking, an attitude, and a commitment for networked, global thinking to improve health care locally, regionally, and worldwide by using information and communication technology."

According to the above definition, the knowledge of what consumers find as satisfactory information in the health context has great implications, as customers may act seriously upon this information [3]. On the other hand, observational studies find that Internet users often pay little attention to source credibility when seeking out health information on the Web [1], and a lot of available information is of poor quality [3,7]. Therefore, to ensure that the best and the most accurate, timely, and relevant information is used by consumers, health care organizations have an obligation to attract users to this information [1]. Even though the importance of interactivity in website design is well recognized, studies to understand the benefits of interactive websites to attract customers are rarely developed [8]. In this regard, the information system discipline has been called to develop theories and methods that should prove the usefulness of information in eHealth [9]. Among the limitations of eHealth literature from the information systems (IS) perspective, is that there is no in-depth participatory design research on hospital or health care websites [10], and research is still lacking on the design features and development practices of consumer health information websites [11].

The main purpose of this study was to theorize the attributes of “knowledge-intensive websites” based on the expectation-confirmation theory (ECT) and integrate these with eHealth from prior IS research. In order to maximize the function of websites as knowledge and information sources, we empirically measure website effectiveness by emphasizing the information as knowledge elements of eHealth services in that the benefits of health care are highly associated with the intrinsic value of information [12]. Secondly, we study patients’ and end users’ online behavior and investigate factors affecting their satisfaction with information provided by health care websites from the information systems perspective. This study adopted ECT to examine the process of cognitive knowledge expectation-confirmation from eHealth users. Even though ECT is widely used in marketing literature to study customer satisfaction (eg, [13]), service marketing (eg, [14]), and information systems (eg, [15-17]), few studies have employed this theory for eHealth services.

To achieve our purposes, we carried out an empirical study at the National Cancer Center (NCC), Republic of Korea (South Korea), by evaluating its official website. By considering the fact that among people with cancer, the Internet has become a major source of health information (eg, [18]), the chosen website is appropriate for our proposed model of a knowledge-intensive website. In addition, as a government funded institution, NCC has a website that may be used to evaluate acceptable criteria of a knowledge-intensive website.

The research reported here also makes several contributions to both research and practice. From a theoretical perspective, we presented the concept of a knowledge-intensive website for eHealth. We proposed and validated a range of criteria needed to establish the knowledge-based website as a main information source for patients and/or Internet users. Second, it extends the ECT in the eHealth context to explain how initial knowledge expectation together with website quality influence knowledge confirmation as an actual knowledge outcome gained by users after assessing the information and how these factors influenced postconsumption expectations that may lead to improved consumer satisfaction, which has not been examined in previous literature. Third, this paper focused on the importance of information and knowledge of an eHealth website, which is a new paradigm in the eHealth research area.

This paper is organized as follows: We begin by presenting the basic concept of expectation confirmation theory. In the third section, we describe our research model and hypotheses development. In the fourth section, we provide a description of the methodology that we relied upon to select and analyze the data, and in the fifth section, we present the results of data analysis. The sixth section presents the discussion of the study’s key findings and its limitations. And in the last section, implications and future research are discussed.

Expectation Confirmation Theory (ECT)

The expectancy confirmation paradigm is primarily cognitive in nature because the comparison process in confirmation judgments requires the deliberate processing of information
Like the original process of expectation-confirmation in explaining behavior intention, we show that the framework of actual knowledge confirmation begins with individuals’ initial expectations of a specific knowledge they may gain prior to the searching process. Thus, individuals accept and use the new knowledge. Following a period of initial consumption, individuals form perceptions about the performance or the website, that is, whether it can improve their knowledge or not. Furthermore, they assess the perceived performance of a website compared with their original expectations and determine the extent to which their expectations are confirmed. Because customers’ expectations and perceptions of performance can vary from one to another, confirmation can be positive when actual performance is higher than expectations. In this case the consumer is satisfied. But confirmation can be negative when perceived performance falls short of expectations, and, in this case, the consumer will be dissatisfied [19]. In turn, this level of satisfaction or dissatisfaction will influence intended behavior [15].

Rust et al [20] posit that customer expectations are viewed as distributions, that is, each customer has a probability density function that describes the relative likelihood that a particular quality outcome will be experienced. The satisfaction literature suggests that customers may use different types of expectations when forming opinions about a product’s anticipated performance. However, the concept of expectations has raised debate among the scholars. First, the definitions of expectations vary, ranging from the “will expectation” concept to the “should expectation” concept to the “ideal expectation” concept. The will expectation concept focuses on forecasting or predicting future performance and is refers to a customer’s beliefs of what will happen in the postpurchase period. The should expectation concept establishes a normative standard for performance and relates to what a customer believes would happen in the next service encounter. The ideal expectation concept is concerned with optimal performance and relates to what a customer wants in an ideal sense [19]. Nevertheless, under ideal expectation, it is theoretically unsound to assume that performance levels that exceed the ideal standard result in higher perceived quality than performance levels that are equal to the ideal standard. Furthermore, if expectation is interpreted to represent a feasible ideal, a positive monotonic linkage between the perception-expectation measure and perceived quality would not be expected when the attributes involved are finite ideal attributes [21]. Second, the concept of expectations ignores the possibility that consumers’ expectations change as a consequence of consumers’ experience and the impact of changes on subsequent cognitive processes [15]. Third, the concept of satisfaction construct is also ambiguous. Some authors view satisfaction as an attitude (eg, [22]), while others differentiate satisfaction from attitude (eg, [23]).

To tackle these limitations, we measured both preknowledge and postknowledge expectations in one model. While preacceptance expectation is based on secondhand experience (eg, others’ opinions or information disseminated through mass media), postacceptance expectation is formed by the customers’ firsthand experience and is more realistic [15]. In Bhattacherjee’s [15] study, this postacceptance expectation is represented as perceived usefulness. Perceived usefulness can be viewed as individual belief or sum of belief, in that perceived usefulness is a cognitive belief salient to IS use [15,24]. Perceived usefulness is the only belief that consistently influences user intention across temporal stages of information systems use; thus, it is an adequate expectation in the information systems usage context [15]. Perceived usefulness is an important variable affecting users’ postadoption decisions since, in this stage, users are likely to reevaluate their early acceptance decisions and make their decisions about continued usage [19].

**Methods**

**Research Model**

The conceptual model that presents the hypothetical relationships is illustrated in Figure 1. This model shows how knowledge expectations and perceived website quality (ie, information quality, information presentation, and website attractiveness) can influence knowledge confirmation, which leads to perceived usefulness and end user satisfaction. Even though the original concept of expectation confirmation theory strongly suggests perceived performance as an antecedent of satisfaction, we are likely to use website quality rather than perceived performance as a predictor of knowledge confirmation. The website’s performance in delivering information can be dependent on the quality or nature of the information [25]. To this extent, expectation and confirmation measures focus on personal knowledge or skills, while website quality measures focus on the technical aspects of information. On the basis of ECT discussed previously, we define knowledge expectation as a preconsumption variable (labeled t1 in Figure 1), and the remaining variables as postconsumption variables (labeled t2 in Figure 1). The description of each construct is presented in in Table 1.
Table 1. Definitions of constructs

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge expectation (Adapted from [14])</td>
<td>Customers’ existing attitudes or beliefs regarding expected levels of knowledge they may gain by accessing the website</td>
</tr>
<tr>
<td>Knowledge confirmation (Adapted from [15])</td>
<td>A cognitive belief (the extent to which user’s knowledge expectation of information systems use is realized during actual use) derived from prior information systems use</td>
</tr>
<tr>
<td>Information quality [26]</td>
<td>Quality of the information system output</td>
</tr>
<tr>
<td>Information presentation [27,28]</td>
<td>The degree to which information presentation effectively facilitates interpretation and understanding</td>
</tr>
<tr>
<td>Website attractiveness [28,29]</td>
<td>Website’s graphic style, that is, the tangible aspect of the online environment that reflects the “look and feel” of the website</td>
</tr>
<tr>
<td>Perceived usefulness [24]</td>
<td>An individual’s salient belief that using the technology (website) will enhance his or her job performance</td>
</tr>
<tr>
<td>Consumer satisfaction [30]</td>
<td>The summary psychological state resulting when the emotion surrounding confirmed or disconfirmed expectations are coupled with the customer’s prior feelings about the consumption experience</td>
</tr>
</tbody>
</table>

Figure 1. Research model.

Hypothesis Development

With respect to expectations as comparative referents, it is argued that this expectation influences the confirmation paradigm [31]. In this study, we assumed knowledge expectation to be a user’s will expectation. Unlike prepurchase behavior conceptualized in marketing concepts, under eHealth services, users have developed positive will expectations prior to information access [32]. To support this hypothesis, we have adopted motivation theory (expectancy-value theory) [31] and cognitive consistency theory [33]. First, according to basic motivation theory, motivation may be rooted in the basic need to minimize physical pain and maximize pleasure, and expectancy-value theory suggests that individual expectancies for success and the value they place on achieving it are important determinants of their motivation to perform different achievement tasks [31]. In this case, their positive expectation influences achievement or performance behavior [31]. Second, from a cognitive consistency perspective, the desire of actors to maintain cognitive consistency should affect how they interpret any perceived failures in their counterpart’s performance [34]. According to Lord and Maher [33], because actors are more likely to maintain cognitive consistency, those who report high initial expectation will use this as a basis for interpreting the behavior of their counterpart, including the extent to which they determine whether their expectation is met. Similarly, Joyce and Piper [32] have shown that patient expectancy variables are strong predictors of therapy outcomes. Following this prior literature, we also hypothesized that higher knowledge expectation will lead to higher knowledge confirmation (that is, met expectations). Thus, hypothesis 1 is that knowledge expectation is positively associated with knowledge confirmation.

Perceived quality may represent perceived performance of a product or service [20]. Quality assessment relative to expectation represents the most pervasive perspective on quality [35]. From the point of view of expectation, quality is defined by conformance to customer expectation that may relate to excellence, value, and other attributes that are salient to
consumers in shaping their perceptions of quality [35]. The perceived level of quality may either confirm or disconfirm preexpectation. Furthermore, satisfaction is positively affected by expectation and the perceived level of disconfirmation. To this extent, if disconfirmation is perceived to have occurred, then customer satisfaction increases or decreases from the initial expectation [15].

Chiu et al [16] also found that perceived quality is the main predictor of quality confirmation. In our study, we defined three aspects of a website that need to be considered to evaluate knowledge-intensive websites. These are: (1) information quality, (2) information presentation, and (3) website attractiveness. Rogers [36] described information as a difference in matter-energy that effects the uncertainty in situations where a choice exists among a set of alternatives, that is, as matter-energy, information can travel through many forms and channels. In this case, information on the quality of health care is crucial for patients to make informed decisions, and the availability of this information will further empower patients in their relationship with physicians [4]. Information itself contains both extrinsic and intrinsic value that may shape perceptions of quality in the context of use [35]. Following this definition, Nelson et al [35] categorized information quality into four core dimensions: accuracy, completeness, currency, and format. Accuracy refers to the degree to which information is correct, unambiguous, meaningful, believable, and consistent; completeness is the degree to which all possible states relevant to the user population are represented in the stored information; currency represents the degree to which information is up-to-date; and format refers to the degree to which information is presented in a manner that is understandable and interpretable to the user [35].

Bliermel and Hassanein [3] investigated customers’ use of the Internet to locate and evaluate health-related information for self-learning, and the result indicated that content quality and technical adequacy played significant roles. Gallant et al [10] investigated the desire content and functionality from the patient-consumer perspective on a hospital website and suggested that website attributes such as visual elements, well-organized personalized information, quality information and reputation, and user-centric design are the important factors to develop eHealth websites. In order to provide a positive user experience, usable technology and the presentation and design of information should be considered as critical factors of website design [10,37]. Jiang and Benbasat [37] examined the effects of various online product presentation formats on consumers’ product understanding by specifying two indicators of product understanding performance: consumers’ actual product knowledge and perceived website “diagnosticity.” The results of this study suggested that the lack of Internet interface to present detailed product information likely leads to customers being less knowledgeable and less informed in making their decision. Thus, we hypothesized the following: (1) hypothesis 2: information quality is positively associated with knowledge confirmation; (2) hypothesis 3: information presentation is positively associated with knowledge confirmation; and (3) hypothesis 3: website attractiveness is positively associated with knowledge confirmation.

Liao et al [19] argued that confirmation during actual use will affect postconsumption expectations such as perceived usefulness. By adopting the concept of cognitive dissonance theory, Bhattacharjee [15] pointed out that users may experience cognitive dissonance or psychological tension if their preacceptance usefulness perceptions are disconfirmed during actual use. Rational users may try to remedy this dissonance by distorting or modifying their usefulness perceptions in order to be more consistent with reality. Thus, confirmation will tend to elevate users’ perceived usefulness, and disconfirmation will reduce such perception. Moreover, Jiang and Benbasat [37] posited that the actual knowledge gained by users will positively influence the perceived usefulness of the website. Thus, we hypothesized that knowledge confirmation is positively associated with perceived usefulness (hypothesis 5).

The direct relationship between expectation and customer satisfaction has been proposed in prior research (eg, [14]). According to Bhattacharjee [15], the direct relationship between expectation and satisfaction can be explained by adaptation level theory, which posits that human beings perceive stimuli relative to or as a deviation from an adapted level or baseline stimulus level, where this adapted level is determined by the nature of the stimulus, the psychological characteristics of the individual experiencing that stimulus, and the situational context. The higher the expectation is, the higher one’s satisfaction with the service or product, and, conversely, the lower the expectation, the lower one’s satisfaction. Thus, we hypothesized that knowledge expectation has a positive effect on end user satisfaction (hypothesis 6).

Confirmation is positively associated with satisfaction as it implies realization of the expected benefits of information systems use, while disconfirmation (to the extent where perceived performance lags expectation) indicates failure to achieve expectation [15]. Through content analysis, Lewis [38] suggested that the use of technology may improve patients’ knowledge, involve them in health care decisions, and in turn, lead to better health outcomes. She also posits that the key concern is how to understand the way patients process information and translate it into action. If we can evaluate the best way to deliver the message/information, we will better understand how to use technology to optimize its advantage as a health care learning resource. Major empirical findings also support a positive relationship between expectation and satisfaction (eg, [17,20,30]). Thus, we hypothesized that knowledge confirmation is positively associated with end user satisfaction (hypothesis 7).

Perceived usefulness is the main reason that people decide to use and accept new information systems [10]. Determining the elements of online health information retrieval experience and incorporating those elements in websites that are deemed to contain high quality information from a medical expert’s perspective may lead to customer satisfaction [3]. The relationship between perceived usefulness and consumer satisfaction has also been shown by previous studies (eg, [15]). Thus, we proposed that perceived usefulness has a positive effect on end user satisfaction (hypothesis 8).
Measurement of Variables

As far as possible, items used to measure each construct were based on preexisting instruments, and some of these were modified specifically for this study. Information quality items were adopted from Wixom and Todd [39]. We modified items developed by Rai et al [27] and Zhang and von Dran [28] to measure information presentation, and the items for website attractiveness were adapted from Montoya-Weiss et al [29] and Zhang and von Dran [28]. Items for expectation were based on Khalifa and Liu [17]; however, in our study, users were asked to recall the time when they first accessed the website. Moreover, questions for confirmation and end user satisfaction were adapted from Bhattacharjee [15] and Oliver [14], while questions for perceived usefulness were modified from Davis [24] in that respondents were asked to evaluate four forms of information (e-learning, e-book, PowerPoint and multimedia, and testimonial/Q&A format). This research instrument (questionnaire) was checked by academic professors from the information systems department, and a pretest was conducted to ensure the item measures were well communicated and understood. The items used in this study are presented in Multimedia Appendix 1.

Sample and Research Procedure

Our research used the website satisfaction survey conducted by the National Cancer Center in South Korea. The survey applied a national probability sampling methodology to assess Korean residents’ perceptions regarding cancer information and other issues delivered by National Cancer Center. The objective of this survey was to measure customer satisfaction and identify the effectiveness of media usage to distribute the cancer-related information. The questionnaire was administered online by posting the electronic form on the NCC (National Cancer Center) website. When users entered the website, the questionnaire was presented on a new browser window (pop-up window). Data were collected from September 18, 2009 through December 28, 2009. Cash rewards were provided for respondents. Upon the completion of this survey, 200 responses had been collected. In the present study, we excluded data from respondents with an elementary school education level as our t test suggested that there was a significantly different perception between this group and the other groups [40], resulting in a study sample of 198 usable responses.

Of the 198 respondents, 71.2% (141) were female. The majority of respondents (100) were from 20 to 29 years of age (50.5%), while 52 were from 30 to 39 years of age (26.3%). More than half (67.7% or 134) of respondents had a university degree. Among the 198 respondents, 47.5% (94) obtained information about cancer information from the Internet, 19.7% (39), from television, 8.6% (17), from family, 8.1% (16) from a medical center, and the remaining 16.2% (32) obtained information about cancer from friends, books, cancer clubs, newsletters, hospital instructions, and other resources. The percentages of respondents that heard about the NCC website by word of mouth and through Internet searches were 44.4% (88) and 40.9% (81) respectively, while others learned of the website from various other sources (eg, brochures, newsletters, advertisements, and recommendations). Furthermore, among the respondents, approximately 59.6% (118) were members of the general population, followed by 22.2% (44) who were family members or other relatives of patients, 14.1% (28) who were researchers/academics, and only 4.0% (8) who were patients. Lastly, we also asked the respondents to indicate how the information they obtained was used. More than 70% (73.2% or 145) of respondents used the information as resource or reference material, while 26.3% (52) and 17.2% (34) used it as self-learning and to educate cancer patients, respectively.

Results

Reliability and Validity

Prior to data analysis, the research instrument was assessed for its reliability as well as its construct validity. Construct validity assessment was performed through confirmatory factor analysis (CFA) using LISREL 8.7 (Scientific Software International, Inc, Lincolnwood, IL). Each scale item was modeled as a reflective indicator of its latent construct. The seven constructs were allowed to covary in the CFA model. First, we checked the scale validity by examining the goodness of fit of the overall CFA model using criteria suggested by Choudhury and Karahanna [41], where the ratio of chi-square to degrees of freedom should not exceed 5; normed fit index (NFI), comparative fit index (CFI), and goodness of fit index (GFI) should be greater than .90; adjusted goodness of fit index (AGFI) should exceed .80; and root mean square error of approximation (RMSEA) should not exceed .80. After exclusion of some invalid items (the third item of information presentation and the first item of knowledge expectation), all indices of goodness of fit ($\chi^2$/df = 1.51; RMSEA = .051; NFI = .91; NNFI = .96; CFI = .97; GFI = .90; AGFI = .83) suggested an adequate model fit of the empirical data. Furthermore, convergent validity was evaluated using three criteria suggested by Fornell and Larcker [42]: (1) all indicator factor loadings should be greater than .70, (2) composite reliabilities (CR) should be greater than .80, and (3) average variance extracted (AVE) should exceed .50. All factor loadings exceeded .70. Composite reliabilities ranged from .84 to .93, and AVE ranged from .63 to .86 (see Table 2). Therefore, all three conditions for convergent validity were met. Lastly, discriminant validity was assessed using criteria recommended by Fornell and Larcker [42], where the square root of AVE should be larger than the correlation scores among constructs. The result indicated that the condition for discriminant validity was also met (see Table 3).
<table>
<thead>
<tr>
<th>Variable and Item</th>
<th>Item Number</th>
<th>Standardized Solution</th>
<th>Construct Reliability</th>
<th>Average Variance Extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The website provides accurate information.</td>
<td>IQ1</td>
<td>.68</td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td>The website provides up-to-date information.</td>
<td>IQ2</td>
<td>.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The website provides relevant information.</td>
<td>IQ3</td>
<td>.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The website provides the content that supports the website's intended purpose.</td>
<td>IQ4</td>
<td>.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The website consists of appropriate level of information detail.</td>
<td>IQ5</td>
<td>.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Information presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>The overview, table of contents, and/or summaries/headings are clearly organized.</td>
<td>IP1</td>
<td>.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The structure of information presentation is logical.</td>
<td>IP2</td>
<td>.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The information presented is understandable.</td>
<td>IP4</td>
<td>.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The amount of information presented was just right.</td>
<td>IP5</td>
<td>.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Website attractiveness</strong></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Overall, the website's color use is attractive.</td>
<td>WA1</td>
<td>.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This website has visually attractive screen layouts.</td>
<td>WA2</td>
<td>.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This website has an attractive screen background and pattern.</td>
<td>WA3</td>
<td>.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This website has eye-catching images or title on homepage.</td>
<td>WA4</td>
<td>.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The multimedia contents are attractive.</td>
<td>WA5</td>
<td>.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>This website is fun to explore.</td>
<td>WA6</td>
<td>.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge expectation</strong></td>
<td></td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Using this website will increase my knowledge level about cancer-related subjects.</td>
<td>KE2</td>
<td>.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using this website will improve my skills through a learning process.</td>
<td>KE3</td>
<td>.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge confirmation</strong></td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>I have learned new knowledge by using this website (as I expected).</td>
<td>KC1</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have improved my skills by using this website (as I expected).</td>
<td>KC2</td>
<td>.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Web tutorial/e-learning</td>
<td>PU1</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tutorial material in a printable PDF file/e-books</td>
<td>PU2</td>
<td>.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PowerPoint slide presentation</td>
<td>PU3</td>
<td>.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testimonial and Q/A content</td>
<td>PU4</td>
<td>.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Customer satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Considering all things, I'm very satisfied with this website.</td>
<td>SF1</td>
<td>.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall, my interaction with this website is very satisfying.</td>
<td>SF2</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Discriminant validity

<table>
<thead>
<tr>
<th>Variable</th>
<th>IQ</th>
<th>IP</th>
<th>WA</th>
<th>KE</th>
<th>KC</th>
<th>PU</th>
<th>SF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information quality (IQ)</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information presentation (IP)</td>
<td>.72</td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Website attractiveness (WA)</td>
<td>.51</td>
<td>.65</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge expectation (KE)</td>
<td>.59</td>
<td>.54</td>
<td>.48</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knowledge confirmation (KC)</td>
<td>.70</td>
<td>.69</td>
<td>.61</td>
<td>.62</td>
<td>.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness (PU)</td>
<td>.52</td>
<td>.59</td>
<td>.45</td>
<td>.51</td>
<td>.54</td>
<td>.83</td>
<td></td>
</tr>
<tr>
<td>User satisfaction (SF)</td>
<td>.57</td>
<td>.65</td>
<td>.71</td>
<td>.54</td>
<td>.61</td>
<td>.56</td>
<td>.92</td>
</tr>
</tbody>
</table>

We tested the possibility of common method bias by adopting Harman method bias [43]. A single factor explained 40.3% of the variance, indicating no evidence of common method bias. To strengthen our conclusion, we also adopted a marker variable technique recommended by Lindell and Whitney [44]. First, we chose one unrelated criterion variable (user frequency) to serve as the method variance marker variable. Next, we measured the estimation value of the correlation between the method variable and the manifest variables ($r_y$). Then, we calculated the partial correlation scores ($r_{yi-M}$) using equation 1 (see Textbox 1). We measured the confidence interval using the test statistic (equation 2). Furthermore, using equation 3, we estimated the scores corrected for unreliability and common method variance (CMV) ($r'_{yi-M}$).

**Textbox 1. Marker Variable Technique**

Equation 1:

$$ r_{yi-M} = \frac{r_{yi-M} - \bar{r}_{yi-M}}{1 - \bar{r}_{yi-M}} $$

Equation 2:

$$ t_{N-2} = \frac{r_{yi-M}}{\sqrt{1 - r_{yi-M}} \sqrt{\frac{N}{N-2}}} $$

Equation 3:

$$ r'_{yi-M} = \frac{r_{yi-M} - \bar{r}_{yi-M}}{\sqrt{1 - \bar{r}_{yi-M}}} $$

Where:

$r_{yi-M}$ is a partial correlation between variable $X_i$ and $Y$, controlling for $M$ (unmeasured relevant cause),

$r_{yi}$ is the correlation coefficient suspected of being contaminated by the common method variance (CMV),

$r_y$ is the correlation between the method variable and the manifest variable $X_1$ multiplied by the correlation between the method variable and the manifest variable $X_2$,

$N$ is the number of samples,

$t$ is the confidence interval,

$r'_{yi-M}$ is the disattenuated correlation between $Y$ and $M$,

$r_{yi}$ is an observed correlation coefficient, and

$r_{yi}$ is the reliability of $X_i$.

Table 4 presents the correlation results of the measurement constructs. In the first model, we placed perceived usefulness as a dependent variable whereas information quality, information presentation, website attractiveness, knowledge expectation, and knowledge confirmation were predictors. In the second model, perceived usefulness was treated as a predictor of user satisfaction as presented in our original model. As can be seen in Table 4, all relevant predictors have statistically significant correlations with the criterion variable, whereas the theoretically irrelevant predictor has an insignificant correlation with the criterion variable. The correlations of the marker variable (MV) with other predictor variables are low, supporting the discriminant validity of the MV. All the correlation scores remain statistically significant even when CMV is controlled, revealing that these predictors account for theoretically meaningful amounts of the variance. Moreover, the application of equation 3 shows that the disattenuated partial correlations of all four variables with the criterion are slightly higher than the first-order partial correlations, indicating the unreliability always decreases the estimated impact of CMV [44].
Table 4. Hypothetical correlation among constructs (n = 198)

<table>
<thead>
<tr>
<th>Variable</th>
<th>IQ</th>
<th>IP</th>
<th>WA</th>
<th>KE</th>
<th>KC</th>
<th>UF</th>
<th>PU</th>
<th>SF</th>
</tr>
</thead>
<tbody>
<tr>
<td>IQ</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td></td>
<td>.72*</td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WA</td>
<td>.51*</td>
<td></td>
<td>.65*</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KE</td>
<td>.59*</td>
<td>.54*</td>
<td></td>
<td>.48**</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KC</td>
<td>.70*</td>
<td>.69*</td>
<td>.61*</td>
<td>.62*</td>
<td>.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UF</td>
<td>.19</td>
<td>.17</td>
<td>.08</td>
<td>.18</td>
<td>.21</td>
<td>.24</td>
<td>.83</td>
<td></td>
</tr>
<tr>
<td>PU</td>
<td>.52*</td>
<td>.59*</td>
<td>.45**</td>
<td>.51*</td>
<td>.54*</td>
<td>.24</td>
<td>.56*</td>
<td>.92</td>
</tr>
<tr>
<td>SF</td>
<td>.57*</td>
<td>.65*</td>
<td>.71*</td>
<td>.54*</td>
<td>.61*</td>
<td>.24</td>
<td>.56*</td>
<td>.92</td>
</tr>
</tbody>
</table>

Therefore, we concluded that common method bias does not seem to be a serious problem in this study. Regarding multicollinearity, variance inflation factor (VIF) scores were measured for all constructs as in Gable et al [45]. The VIF scores ranged from 5.57 to 2.30, below the common VIF threshold of 10, indicating all items were subjected to further analysis [45]. Lastly, nonresponse bias was measured by verifying that the early and late respondents were not significantly different [46].

Structural Model and Hypotheses Testing

The structural equation model was used to test the eight hypotheses proposed in this study (see Figure 2). All fit indices have suggested adequate model fit between the proposed model and the actual data ($X^2/df = 1.72, \text{RMSEA} = .061; \text{NFI} = .90; \text{NNFI} = .94; \text{CFI} = .95; \text{GFI} = .90; \text{AGFI} = .81$). As we hypothesized, knowledge expectation exhibited a positive effect on knowledge confirmation (beta = .27, $P < .001$), accepting hypothesis 1. The paths from information quality, information presentation, and website attractiveness to knowledge confirmation were also positive and significant (beta = .24, $P < .001$; beta = .29, $P < .001$; beta = .18, $P < .001$ respectively).

Thus, hypotheses 2, 3 and 4 were accepted. Moreover, the effect of knowledge confirmation on perceived usefulness was also positively significant (beta = .64, $P < .001$); thus, hypothesis 5 was also accepted. Knowledge expectation together with knowledge confirmation and perceived usefulness also significantly affected end user satisfaction (beta = .22, $P < .001$; beta = .39, $P < .001$; beta = .25, $P < .001$ respectively). Hence, hypotheses 6, 7, and 8 were accepted. The model explains 73% of the variance in knowledge confirmation, 41% of the variance in perceived usefulness, and 56% of variance in end user satisfaction.
Discussion

Principal Results and Limitations

Korea has one of the most advanced information technology and IT infrastructure in the world, supporting the diffusion of eHealth technology not only domestically, but also outside the country. Therefore, eHealth has become one of the most important elements for public health care, health informatics, and other related technologies in South Korea. As one of the initial public health care services in this country, the National Cancer Center, initiated by the Ministry of Health and Welfare, South Korea, also delivers its services through the Internet. One of the main functions of this website is providing cancer information in various forms, including electronic learning, e-books, multimedia presentations, and testimonials [47]. As cancer is a common cause of death and its rate is expected to increase in Korea [47], the effort to empirically study the method of delivering health information in Korea may contribute to both research and practice as we proposed in the previous section.

First, our empirical research showed that knowledge expectation was positively associated with actual knowledge confirmed by users after accessing the eHealth website (ie, met expectation). Unlike the traditional ECT in marketing research, our findings confirmed that higher preknowledge expectation may lead to higher postknowledge confirmation. We argued that users or patients’ expectations motivate them to access the website, with the assumption that they will gain more knowledge. This finding also supports Joyce and Piper’s [32] findings, indicating that initial expectation is a strong predictor of learning outcomes.

Second, this study also found that website quality (ie, information quality, information presentation, and website attractiveness) also influenced the actual knowledge confirmation. Additionally, from our survey, online searching for cancer information is the most popular choice for obtaining information compared with other conventional alternatives. Grounded on this finding, we argued that computer-based information has been an effective strategy for knowledge transfer in the health care context [38]. Moreover, it indicated that as potential patients, website users want to get functional, interactive, and efficient information, that is, knowledge-intensive websites might be the key to enhancing the likelihood of people using health care websites. The website attributes of information presentation and attractiveness are also needed to stimulate learning effectiveness, thus increasing the actual knowledge confirmation [37].

Third, the findings confirmed the positive relationship between knowledge confirmation and perceived usefulness (postexpectation variable) suggesting that users’ perceptions of the usefulness of information provided by an eHealth website may be influenced by their confirmation level. Considering the fact that this confirmation level was influenced by website quality, we argued that when the expectation and information quality attributes are both measured in the preconsumption stage, postexpectation is related to information quality [48]. Furthermore, we showed that the usefulness of a website is also be supported by a better design of the website to meet user needs [10].

Fourth, the effects of knowledge expectation, knowledge confirmation, and perceived usefulness on end user satisfaction were also statistically significant. Through these findings, we posit that user satisfaction is determined by expectation of the knowledge and confirmation of expectation following actual use represented by perceived usefulness [15]. Users form this expectation distribution based on their cumulative expectation through postconfirmation, influencing their further perception. To this extent, however, confirmation also showed a greater effect than both preexpectation and postexpectation constructs,
confirming the findings of Bhattacharjee [15] and Oliver [49]. The results also suggested that confirmation may influence satisfaction directly or through the mediation of perceived usefulness, indicating that the relationship between confirmation and satisfaction levels can be modeled in two different ways: using both direct and mediation effects.

Beyond its contribution, this study also has limitations. First, we only investigated the predictor side of satisfaction. Further research is needed to study the outcome side of the satisfaction model (eg, the relationship between satisfaction and intention to use and the relationship between satisfaction and negative word of mouth). Second, even though a range of statistical methods has been used to ensure the validity and reliability of our data, further research is needed to measure the expectation and confirmation at adoption and postadoption to validate the results. Third, this study was based in Korea and used only one specific cancer website. Future research can explore the importance of information and knowledge for different respondents in different countries.

**Implications and Future Research**

This study provides implications for both research and practice. Theoretical implications of this research are threefold: (1) identification of the attributes of knowledge-intensive websites; (2) enhancement of the theoretical foundation of eHealth from the information systems perspective by adopting ECT; and (3) examination of the importance of information and knowledge and explanation of their impact. First, the raising of concerns about the validity of information on the Internet has been a challenge for eHealth centers whose goal is to provide knowledgeable information presented in an appropriate format and posted on an interactive website. Our study also suggests that an intensive website should be able to influence the cognitive skills of users in learning and absorbing knowledge. Further research may address this initial finding to study how the website attributes presented in this study together with other attributes (eg, service quality) influence consumers’ attitudes in a different sense.

Second, this study has enhanced the concept of electronic health care from the information systems perspective by providing theoretical explanations through the adoption of ECT. By demonstrating that preknowledge expectations and perceived information performance influence actual knowledge acquisition, the results indicate that when patients and or users enter a health care website, they bring a certain level of expectation that by accessing and turning on the website, they may improve and gain some new information and knowledge, while explicitly, this process is also influenced by perceived performance. We also argued that during the consumption process, the user’s expectations might be adjusted by confirmation, resulting in greater or lower postexpectation beliefs (perceived usefulness). Thus, our study suggests the important linkage of these variables for eHealth satisfaction literature. We measured preexpectation with will expectation and the confirmation results showed the met expectation condition. However, by considering the ambiguity of the original expectation concept, future research should examine this theory in greater depth.

Third, this study examined the online information performance construct by studying its effects on influencing the knowledge cognition process. Recognizing that transfer of knowledge to patients or end users may help them to participate in the decision-making process toward their health condition, we suggest that further research is needed to examine the roles of other information media, such as mobile information services. Moreover, it is also a challenge for information systems researchers to become involved actively in this area, particularly to examine how to deliver health information in various electronic formats.

Practically, our empirical results indicate that information performance is a core requirement for knowledge building. Through this study, we argued that having accurate, high quality cancer or general health care information published on a reliable website can provide individuals with knowledge and help the consumers to obtain more useful materials. Furthermore, this research suggests that information on eHealth websites should be presented attractively. Online health care can also provide an opportunity for health care centers to learn how to provide online information innovatively to attract more patients or Internet users. The information presentation in various formats (eg, multimedia/power point and e-book) can utilize multiple sensory channels to convey information to users, which, in turn, builds respective mental representations in both verbal and nonverbal system [50]. Thus, eHealth providers should consider these attributes to build their knowledge-intensive websites. Another implication is related to consumer satisfaction. Our study pointed out that confirmation has a greater effect on satisfaction than other variables. Thus, it is not sufficient for a health care center to just improve its quality information attributes, it must also try to meet patients’ expectation, and in turn, increase their actual confirmation.
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Abstract

Background: Great strides have been made exploring and exploiting new and different sources of disease surveillance data and developing robust statistical methods for analyzing the collected data. However, there has been less research in the area of dissemination. Proper dissemination of surveillance data can facilitate the end user's taking of appropriate actions, thus maximizing the utility of effort taken from upstream of the surveillance-to-action loop.

Objective: The aims of the study were to develop a generic framework for a digital dashboard incorporating features of efficient dashboard design and to demonstrate this framework by specific application to influenza surveillance in Hong Kong.

Methods: Based on the merits of the national websites and principles of efficient dashboard design, we designed an automated influenza surveillance digital dashboard as a demonstration of efficient dissemination of surveillance data. We developed the system to synthesize and display multiple sources of influenza surveillance data streams in the dashboard. Different algorithms can be implemented in the dashboard for incorporating all surveillance data streams to describe the overall influenza activity.

Results: We designed and implemented an influenza surveillance dashboard that utilized self-explanatory figures to display multiple surveillance data streams in panels. Indicators for individual data streams as well as for overall influenza activity were summarized in the main page, which can be read at a glance. Data retrieval function was also incorporated to allow data sharing in standard format.

Conclusions: The influenza surveillance dashboard serves as a template to illustrate the efficient synthesisization and dissemination of multiple-source surveillance data, which may also be applied to other diseases. Surveillance data from multiple sources can be disseminated efficiently using a dashboard design that facilitates the translation of surveillance information to public health actions.

(J Med Internet Res 2011;13(4):e85) doi:10.2196/jmir.1658
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Introduction

Respiratory viruses cause significant global mortality and morbidity each year. Influenza virus is of particular public health concern due to its association with severe infections and deaths [1,2]. Disease surveillance provides useful information that helps monitoring trends and disease burden, planning, implementing, and evaluating appropriate prevention and control interventions as well as allocating resources [3]. At present, the World Health Organization (WHO) runs the largest human influenza virus surveillance network [4], which includes 136 institutions from 106 countries mainly focusing on the genetic and antigenic characteristics of prevailing strains. While the original purpose of WHO’s global influenza surveillance...
network was to recommend the content of the influenza vaccine for the subsequent influenza season [5], local and national prospective influenza and influenza-like illness surveillance systems also provide important information to policy makers and public health practitioners for situational awareness during periods of influenza activity.

Great strides have been made exploring and exploiting new and different sources of respiratory disease data, especially after the severe acute respiratory syndrome (SARS) epidemic in 2003 [6,7] and the 2009 influenza A (H1N1) pandemic. However, as different surveillance methods target only specific target groups of population possibly at different stages of disease progression, thus providing related but different information [8], using a single surveillance data stream to reflect overall disease activity may not be appropriate. It remains challenging to incorporate multiple surveillance data and fully utilize the available information from the data to summarize the overall situation.

On the other hand, there has been rather less research in the area of data dissemination, while the feedback of contextualized data to stakeholders is and must be a key aspect of any surveillance system if confidence with and enthusiasm for the system is to be maintained [9,10]. It is also important that the dissemination is not neglected. No matter how accurate and timely the upstream surveillance data collection and analysis of the surveillance system are, the return for the time and effort invested would be discounted if the means of health communication for data dissemination were suboptimal. Poor communications could lead to delayed information transfer, loss of information, or even misinterpretation of the surveillance results. Effort should also be taken for data dissemination to complete the surveillance-to-action loop [3].

Digital dashboards (also known as executive dashboards) describe computerized interactive tools typically used by managers to visually ascertain the status (or "health") of their business via key performance indicators. These tools emerged from the concepts of decision support systems in the 1970s, and, with the rapid growth in information technology through the 1990s, these have developed into standard tools in executives offices [11,12]. Their use has expanded to the field of medical science, for example, displaying bed occupancy, the availability of clinical staffs for hospital management [13,14], or monitoring the stock of different pharmaceutical items in the dispensary [15]. In a more general sense, digital dashboards simply describe systems for the visual presentation of key indicators in appropriate context, allowing rapid interpretation by an end user. A dynamic dashboard can be made interactive and user-friendly by allowing extraction of information in different perspectives and contexts. By investing in the design of data dissemination, the quality of presentation and communication of data by local health authorities as well as the general public could be much improved, thus maximizing the usefulness of available data of the surveillance systems.

In this research paper, we developed a generic framework for a digital dashboard and illustrate this framework by specific application to influenza surveillance. Specific features were designed and incorporated according to the requirements identified to facilitate efficient dissemination of surveillance data. The dashboard can reveal both the influenza activity in different population sectors and the overall situation at a glance, maximizing the use of available data for policy makers as well as the general public for appropriate actions.

### Methods

#### Rationale and Implementation of the Dashboard Design

We designed an online interactive dashboard that fit seamlessly with human visual perception. Three authors of the current study (CKYC, BJC, EHYL), with backgrounds in computer science, epidemiology, and statistics, identified weaknesses of current surveillance data dissemination methods according to a previous review study [8]. From this review and from experience of and feedback from the 2009 influenza pandemic, we identified the requirements for the new system. In response to these requirements, the design of the dashboard features incorporated merits of the national surveillance websites identified in the earlier the review, applied principles of efficient data presentation and dashboard design [16,17], and adopted recommendations from professional information technology consultants. Specific examples of each component were mainly extracted from the influenza surveillance dashboard, which was constructed as a demonstration of these design principles.

In the main webpage and drill-down pages, we implemented the following features for efficient data presentation: (1) provision of information that viewers need quickly and clearly, (2) organization of information to support meaning and usability, (3) minimization of distractions, clichés, and unnecessary embellishments that could create confusion, (4) creation of an aesthetically pleasing viewing experience, and (5) consistency of design for easy data comparison.

The dashboard displays and synthesizes surveillance data at one glance to provide an overview of disease activity from different data streams. Scrolling of pages was avoided so that users can easily focus on the information from different sources rather than searching for information across different pages or sections. All surveillance raw data were stored in standard data file format to achieve data manipulation simplicity and reduce data processing time during the update and server queries of the dashboard. Several pages allow interactive graphics and information display according to end users’ instruction, and we also allow raw data export in common standard data file formats.

#### Data Used for Influenza Surveillance

We used five different types of influenza surveillance data for demonstration of the dashboard, namely, the weekly consultation rate of influenza-like illness reported by general out-patient clinics in Hong Kong, weekly consultation rate of influenza-like illness reported by general practitioners (GPs), weekly influenza virus isolation rate, weekly overall school absenteeism rate, and weekly hospital admission rate of children aged 4 and under with principal diagnosis of influenza. The school absenteeism data was provided by BroadLearning Education (Asia) Ltd, an online electronic school administration system service provider. The other four data streams were extracted from the official...
website of Centre for Health Protection, Department of Health of the Hong Kong Special Administrative Government [18].

**System Development**

The system was designed to allow continual development such as incorporating more surveillance data streams or applying more sophisticated analytical algorithms for aberration detection by modifying specific related components of the internal R programs. Little additional programming was needed for database storage and graphic display with changes in surveillance data sources, for example, addition of data from a new surveillance system.

**Results**

The influenza surveillance dashboard is hosted on the server of the School of Public Health, the University of Hong Kong (http://sph.hku.hk/dashboard). Here we present the design patterns [19,20] describing the main features of the surveillance dashboard.

**System Architecture**

**Requirements**

The requirements are that the system be simple, stable, and require few resources. An additional requirement is for efficient data transfer and analysis to facilitate timely surveillance of disease patterns.

**Design**

A simple 3-tiered structure with database, logical, and presentation layers was adopted. The system was built on open source programming languages. Command line based analyzing software with streamline programming was incorporated to avoid unnecessary computational procedures.

**Example**

For the presentation layer, we used hypertext markup language (HTML) together with cascading style sheets (CSS) and hypertext preprocessor (PHP) Web programming language. For the back-end database, we used the MySQL (structured query language) (Oracle Corporation, Redwood Shores, CA) server. Data in comma separated value (CSV) format were imported to the MySQL server via HTML. The logical layer for data analysis and generating graphical results is based on R version 2.12.1 (R Development Core Team, Vienna, Austria). Figure 1 illustrates the diagrammatic presentation of the system designed in unified modelling language (UML) 2. In this system, each component was connected by specific programming languages via two-way communication.

![Deployment diagram of the surveillance dashboard design.](http://www.jmir.org/2011/4/e85/figure1.png)
Data Input, Storage, and Extraction

Requirements

A requirement was automated data update to minimize operating resources and human errors. Also required were compatible formats to facilitate data sharing and manipulation in different operating systems and programs.

Design

Format of all raw data were standardized for input and extraction. Surveillance data were stored in a central database connecting to all webpages for easy update. Raw data can be extracted from the database using standard query language (SQL) according to the users’ specification in a user-friendly menu embedded in the webpage.

Example

The database can be imported by the one-step data administration system named the “importer,” a tailor-made online data file import system that has been linked to the Internet browser, the back-end server database, and internal PHP and R programs. Once the updated raw data file is ready, the administrative personnel simply upload this file at the importer webpage. The importer will automatically detect the file format and update the central backend MySQL server data in the corresponding data tables. The sparkline and time series image graphs (jpeg format) at the main webpage and drill-down pages will also be updated by the R programs. For data extraction, end users may select specific data stream(s) as well as the time period to extract raw data for their own specific purposes at the main webpage and drill-down pages in comma separated value (CSV) or extensible markup language (XML) format (the panel on the right in Figures 2 and 3).

Figure 2. Screenshot of the main page of the influenza surveillance dashboard.
Presentation Layer

**Requirements**

Requirements are display of all surveillance data at one glance in the dashboard to provide a clear overview of disease activity and an interactive display according to users’ specific needs. Also required are graphical alerts to highlight elevated disease activity to achieve effective communications of health information.

**Design**

Webpages were designed to be content-rich and self-explanatory to present surveillance data streams in clear and simple figures. Distractions were avoided so that surveillance data would stand out on the page. Bright colours or thicker lines were used to indicate high levels or more recent data. Surveillance data streams with increasing trend or at a high level were highlighted by indicators. As surveillance data streams reflect disease activity in different target populations, this allows users to identify elevated disease activity in a certain population. For dynamic graphical display, specific parameters selected by the user in the Web graphical user interface (GUI) will be transferred to the internal programs for generating the most updated figures. Previous and outdated figures will be cleaned up to avoid wastage of server memory.

**Example**

**Main Page**

A screenshot of the influenza surveillance dashboard main page is shown in Figure 2. In this figure, the five influenza surveillance data streams in the last 12 months are shown in panels to allow quick comparison of disease trends. On the left, brief titles for the data streams are given where more details will be shown when they are pointed to. Based on the back-end algorithm, the level (low, moderate, or high) and trend (decreasing, stable, or increasing) of the overall influenza activity are shown on the top left. The overall influenza activity index generated by the dynamic linear model ranging from 0 to 1 is shown in the top right. Different formats of raw data can be extracted using the drop-down menu on the right.

Other measurements or indicators such as comparisons with past data can be added to provide supplementary information of the individual data streams. Raw data of selected data streams and years can also be exported using the drop-down menu on the right.

**Individual Surveillance Data Stream Drill-Down Pages**

The drill-down page for the corresponding individual data stream will be displayed by clicking the figure for the individual data stream (Figure 3). The drill-down page provides more detailed...
information, such as data from past years, the historical median, or the high level. Users can toggle specific information to be displayed by clicking the corresponding buttons. A thicker line is used to show data in the current year. A navigator bar on the left allows users to select different surveillance data streams. Further stratification of the data can be incorporated in the drill-down page whenever the data are available. We provided stratification of school absenteeism data by district for illustration.

**Recommendations Drill-Down Page**

As shown in Figure 4, the “Recommendations” drill-down page provides the general public different recommendations and motivates actions for prevention of influenza infection and transmission corresponding to the level and trend of overall influenza activity.

Other drill-down pages provided supplementary information on the sources of the data streams and other related information. The Chinese version of the influenza surveillance dashboard can be assessed by clicking the “Chinese” option at the top right of each page.

Figure 4. Screenshot of the Recommendations drill-down page in the influenza surveillance dashboard.

Discussion

We developed an influenza surveillance dashboard that serves as a template to demonstrate efficient synthesesization and dissemination of multiple-source surveillance data, which may also be applied to other diseases. Surveillance data from multiple sources can be disseminated efficiently using a dashboard design, which facilitates the translation of surveillance information to public health actions.

Public health surveillance is defined by Thacker as “the ongoing, systematic collection, analysis, and interpretation of health data essential to the planning, implementation, and evaluation of public health practice, closely integrated with the timely dissemination to those who need to know” [21]. Previously, much effort and many resources were required to improve the quality of surveillance data and the accuracy of diagnostic tests. Until the late 1990s, with the rapid development of information technology and the Internet, the timeliness of surveillance data transfer improved. Nevertheless, the methods and targets of data dissemination have been somewhat neglected, probably because communication and graphic design are apparently unrelated to the field of medical science. Indeed, timely and effective health communication is extremely valuable to transfer information to the relevant people who can take appropriate action. In particular, timeliness is always a critical factor for infectious disease containment and control. Comparatively speaking, fewer resources are needed to develop effective data dissemination methods than are required for data collection, quality control, diagnosis, and analysis. Researchers should also keep an eye on data dissemination to maximize the usefulness of the upstream surveillance effort.
A review of national surveillance websites [8] provided evidence that less attention has been paid to designing user-friendly and efficient dissemination of surveillance data. In particular, many websites have presented or highlighted data in report form, which made information more difficult to be identified or synthesized. Long reports with scattered information over pages also made it difficult to grasp the overall situation of disease activity. Also, functions for data retrieval were not commonly available for most websites. Such functions are greatly needed for efficient and timely data sharing.

The dashboard style can automatically summarize data and present figures of different types in the drill-down pages. Other detailed or supplementary information, such as past records of individual surveillance data streams or recommendations can be available in other drill-down pages. We also incorporated a data export function in standard format (e.g., CSV and XML) to facilitate data sharing, which was shown to be important for epidemiological enquiry in the recent human influenza A (H1N1) pandemic.

Moreover, a primary motivation for publicizing surveillance data online should be to allow timely risk communication thereby facilitating disease prevention [22]. As public health awareness has been elevated since the SARS outbreak in 2003, it is expected that sources of surveillance data will only increase. In the influenza surveillance dashboard, we demonstrated how recommendations can be made corresponding to multiple surveillance data so that the collected information can be more efficiently transferred into public health actions.

While more surveillance data streams are being developed, there is a need for developing more sophisticated algorithms for aberration detection. Here, some challenges remain for the development of multivariable analytic algorithms as different surveillance data streams represent situations of different targets at different stages of disease progression. Furthermore, evidence is still lacking about the association between these new surveillance data streams and influenza activity. Whether these data provide more signal or noise is still in doubt due to their nonspecific nature. These data streams will still need to be evaluated and filtered to increase the signal-to-noise ratio before adding them as a routine surveillance practice; thus, they can only serve as supplementary information at the current stage. Other challenges for using combined surveillance data from different sources include the handling of missing data (e.g., school absenteeism during school holidays), data provided in different resolutions (daily versus weekly resolutions), and unsynchronized data receiving protocols from different sources, which the algorithm should also be capable of handling.

Generally speaking, an ideal surveillance website should have comparable hardware and software and a standard user interface, data format, and coding for easy data sharing. The influenza surveillance dashboard demonstrates how different sources of surveillance data streams can be synthesized and efficiently displayed in a dashboard to provide an overview of disease activity as well as each individual source. The influenza surveillance dashboard serves as a template that can provide for efficient dissemination in a similar manner of information about other diseases with multiple surveillance data sources. With a back-end algorithm, indicators or statistics can be generated from individual or all data streams. Other more complicated indicators can also be generated that are tailored to specific disease type by modifying the back-end algorithm.
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Abstract

Background: Although peer-to-peer contact might empower patients in various ways, studies show that only a few patients actually engage in support groups.

Objective: The objective of our study was to explore factors that facilitate or impede engagement in face-to-face and online peer support, using the Theory of Planned Behavior.

Methods: A questionnaire was completed by 679 patients being treated for arthritis, breast cancer, or fibromyalgia at two Dutch regional hospitals.

Results: Our results showed that only a minority of the patients engaged in organized forms of peer support. In total 10% (65/679) of the respondents had engaged in face-to-face meetings for patients in the past year. Only 4% (30/679) of the respondents had contact with peers via the Internet in the past year. Patients were more positive about face-to-face peer support than about online peer support (P < .001). In accordance with the Theory of Planned Behavior, having a more positive attitude (P < .01) and feeling more supported by people in the social environment (P < .001) increased the intention to participate in both kinds of peer support. In addition, perceived behavioral control (P = .01) influenced the intention to participate in online peer support. Nevertheless, the intention to engage in face-to-face and online peer support was only modestly predicted by the Theory of Planned Behavior variables (R² = .33 for face-to-face contact and R² = .26 for online contact).

Conclusion: Although Health 2.0 Internet technology has significantly increased opportunities for having contact with fellow patients, only a minority seem to be interested in organized forms of peer contact (either online or face-to-face). Patients seem somewhat more positive about face-to-face contact than about online contact.

(J Med Internet Res 2011;13(4):e106) doi:10.2196/jmir.1718
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**Introduction**

Over the past decades, several studies have shown that patients tend to profit from engagement in peer support groups. Such group participation can offer emotional support, confidence, and strength [1]; can foster hope [2]; and can lead to improved coping [3], less distress [4], and an improved quality of life for the participant [5]. Despite these empowering outcomes of engagement in peer support, studies have shown that many face-to-face peer support groups have only small numbers of participants [6,7].

People who engage in face-to-face peer support groups are more likely than nonparticipants to be female, younger, more highly educated, and of a higher economic status [8-10]. Contradictory findings appeared concerning social support: some studies found that those who participated in support groups experienced less social support in their social environment than nonparticipants [8-10], while others found no differences [6,11,12]. In general, participants seemed to be more anxious about their illness and had greater emotional problems than did nonparticipants [9,13].

With the availability of the Internet, so too the opportunity to share concerns and experiences with peers online has become available. The outcomes of participation in online support groups are in line with the outcomes of participation in face-to-face support groups [14,15]. Engagement in peer support was expected to increase with the emergence of online support groups, as these kinds of groups have specific advantages, such as the absence of geographical barriers, 24-hour availability, and anonymity [16,17]. Yet studies have shown that the use of online patient support groups is limited as well. For example, Atkinson et al [18] found that only 3.8% of their sample of Internet users had ever used an online patient support group, and van de Poll-Franse and van Eenbergen [19] found that only 6% of their sample of cancer patients had actually participated in an online peer support group.

Little is known about determinants of (non)participation in online support groups. We are aware of only two studies that provided some insight. Dutta and Feng [20] showed that participants are younger than nonparticipants. Atkinson et al [18] found that having a poorer health status and a lower income significantly increased use of online support groups for people with similar health or medical issues, while having access to the Internet both at home and at work significantly decreased the use.

In the present study we focused on determinants of engagement in online as well as face-to-face peer support. It is important to gain more insight into the factors that impede or facilitate engagement in peer support, because the numbers of patients that benefit from it might be increased when misconceptions of and barriers to peer support are removed.

As the theoretical basis for the present study, we chose the Theory of Planned Behavior [21]. According to the Theory of Planned Behavior, intention to engage in peer support is determined by three considerations: (1) attitude (ie, thoughts and feelings regarding engagement in peer support), (2) subjective norm (ie, patients’ perceptions about whether significant others would like them to engage in peer support), and (3) perceived behavioral control (ie, the extent to which patients think that they are able to engage in peer support).

The purpose of this quantitative study was (1) to explore differences in intentions, attitudes, social norms, and perceived behavioral control regarding face-to-face and online support groups, and (2) to examine which factors of Theory of Planned Behavior variables, demographic variables, health-related quality of life, and social support predict patients’ intention to engage in both types of peer support. In this respect we were interested not only in which type of peer support could be better explained, but also in whether face-to-face and online peer support would have the same or differing predictors.

**Methods**

**Sample and Procedure**

Our study was focused on patients with breast cancer, fibromyalgia, or rheumatoid arthritis. We randomly selected 400 patients from each patient group from the electronic database of two regional hospitals. Inclusion criteria were being younger than 75 years and having sufficient knowledge of the Dutch language to be able to fill out the questionnaire. Attending physicians (n = 22) were asked to exclude those patients who did not meet the inclusion criteria and those who for other reasons were deemed unsuitable for participation in our study. Reasons mentioned for exclusion by the physicians were as follows: deceased, aggravation of the illness, comorbidity, mental health problems, wrong diagnosis, or family circumstances. Of the 22 physicians, 2 did not respond, which meant that 30 breast cancer patients were not approached. After exclusion of in total 187 patients we were left with a group of 1013 patients. The attending physicians invited the patients by mail and enclosed the questionnaire. If necessary, this was followed by one reminder. Of the 1013 patients approached, 28 were ineligible because they were deceased or had no valid address. The overall total response rate was 68.9% (n = 679). Of these respondents, 272/350 patients had a diagnosis of rheumatoid arthritis (response rate: 77.7%), 212/333 of fibromyalgia (response rate: 63.7%), and 195/302 of breast cancer (response rate: 64.6%).

All patients were asked for their consent to check the actual date of diagnosis in their medical records. According to the Dutch law for medical research with humans (Wet Medisch-wetenschappelijk onderzoek met mensen), approval by an ethics committee was not necessary for this survey study.

**Instrument**

**Demographic and Health Characteristics**

The respondents were asked to provide information about the demographic characteristics sex, age, marital status, education, and employment. Health-related quality of life was assessed with the SF-12v2. Standardized scores were calculated for the physical and mental well-being varying from 0 (poor) to 100 (excellent), with a mean of 50 and a standard deviation of 10 in the general population of the United States [22].
Social Support Factors

Social support factors were measured by the Social Support List-Interaction [23], consisting of 12 items. An example of a social support item is “Does it ever happen that someone shows interest in you?” Respondents could answer on a 4-point scale that ranged from “seldom to never” (score of 1) to “often” (4). The internal consistency (Cronbach alpha) for this construct was alpha = .93. A mean total score was calculated.

Use of Peer Support

Respondents were asked to indicate whether they had contact with peers at patient meetings, via the Internet, or at patient organization venues, or whether they had contact with an acquainted peer during the past year and, if so, how frequent this contact was. Respondents could answer on a 4-point scale that ranged from “never” (1) to “regularly” (4).

Theory of Planned Behavior Variables

Theory of Planned Behavior variables were measured regarding both face-to-face and online peer contact. Items were derived from the literature (eg, [9,13,14, 24]). For each construct the internal consistency (Cronbach alpha) was determined and a mean total score was calculated.

We asked about patients’ intention to have contact with peers face-to-face and via the Internet during the coming year on a 5-point scale that ranged from “certainly no” (1) to “certainly yes” (5). Attitude toward face-to-face and online peer support was measured directly with two single items: “Face-to-face contact with peers is valuable” and “Contact with peers via the Internet is valuable.” Attitude was also measured indirectly by assessing advantages and disadvantages. In total, 28 items were formulated (see table 4). Respondents could answer on a 5-point scale that ranged from “totally disagree” (1) to “totally agree” (5). Advantages of face-to-face peer support was measured with 9 items (alpha = .93). Disadvantages of face-to-face peer support was measured with 5 items (alpha = .74). Advantages of online peer support was measured with 9 items (alpha = .92). Disadvantages of online peer support was measured with 5 items (alpha = .65).

Subjective norm was measured with two items: “People who are important to me think that I certainly should be in contact with peers face-to-face” and “People who are important to me think that I certainly should be in contact with peers via the Internet.” Respondents could answer on a 5-point scale that ranged from “should not” (1) to “should” (5).

Perceived behavioral control was measured directly with two items: “I consider myself capable of having contact with peers face-to-face” and “I consider myself capable of having contact with peers via the Internet.” Response options ranged from “totally disagree” (1) to “totally agree” (5). Perceived behavioral control was also measured indirectly by assessing barriers. In total, 13 items were formulated (see table 5). Respondents could answer on a 5-point scale that ranged from “very easy” (1) to “very difficult” (5). The barriers we asked about for face-to-face and online peer support partially differed, as a result of different characteristics. Barriers to face-to-face peer support was measured with 5 items (alpha = .83). Barriers to online peer support was measured with 8 items (alpha = .90).

Data Analysis

Differences in Theory of Planned Behavior variables concerning face-to-face and online peer support were tested by means of paired-sample t tests. We used a hierarchical multiple regression analysis to determine to what extent intention to engage in peer support could be predicted. The determinants of the Theory of Planned Behavior were entered in the first block of the regression analysis. In the second block social support factors, health-related characteristics, and the demographic characteristics that correlated significantly with intention were entered. Statistical significance was assumed when $P < .05$.

Results

Participants’ Demographic and Health Characteristics

Most of the respondents were female (84.3%) (Table 1). The mean age of the respondents was 54 years. The majority of the respondents were married or living with a partner, had a low level of education, and were unemployed. Patients had a diagnosis of rheumatoid arthritis (40.1%), fibromyalgia (31.2%), or breast cancer (28.7%). The mean duration of the participants’ illness was 7 years, with a range from 0 to 59 years.

The respondents had an average score of 38.6 on the physical component and an average score of 43.9 on the mental component of the SF-12v2. This indicates that the respondents’ physical and mental well-being was worse than the average of the general population.
Table 1. Demographic and health characteristics of the participants and social support factors (602 ≤ n ≤ 679)

<table>
<thead>
<tr>
<th>Sex, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>571 (84.3%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>106 (15.7%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age (years)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>54 (12.9)</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>75</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Marital status, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>128 (19.5%)</td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>530 (80.5%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>404 (59.9%)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>176 (26.1%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>94 (13.9%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Employment, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>212 (32.2%)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>447 (67.8%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Diagnosis, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast cancer</td>
<td>195 (28.7%)</td>
<td></td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>212 (31.2%)</td>
<td></td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>272 (40.1%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disease duration (years)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>7.1 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>59</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Well-being (SF-12v2), mean (SD)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical well-being</td>
<td>38.6 (11.3)</td>
<td></td>
</tr>
<tr>
<td>Mental well-being</td>
<td>43.9 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Social support (score 1–4)</td>
<td>2.6 (0.66)</td>
<td></td>
</tr>
</tbody>
</table>

Use of Face-to Face and Online Peer Support

The majority of the respondents (n = 396, 58.3%) had contact with peers during the past year (data not in table). The most regular type of peer support was contact with an acquainted peer (353/679, 52.0%) (Table 2). In total, 9.6% (65/679) of the respondents had engaged in face-to-face meetings for patients in the past year. Only 4.4% (30/679) of the respondents had contact with peers via the Internet in the past year. Of the respondents, 5.3% (36/679) indicated they had contact in the past year with peers at patient organization venues.

Table 2. Use of peer support (n = 679) during the preceding year

<table>
<thead>
<tr>
<th>Type of peer support</th>
<th>Never</th>
<th>Once</th>
<th>Several times</th>
<th>Regularly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>How often did you have contact with peers at patient meetings during the past year?</td>
<td>614</td>
<td>90.4</td>
<td>26</td>
<td>3.8</td>
</tr>
<tr>
<td>How often did you have contact with peers via the Internet during the past year?</td>
<td>649</td>
<td>95.6</td>
<td>7</td>
<td>1.0</td>
</tr>
<tr>
<td>How often did you have contact with (an) acquaintance(s) with the same disease during the past year?</td>
<td>326</td>
<td>48.0</td>
<td>35</td>
<td>5.2</td>
</tr>
<tr>
<td>How often did you have contact with peers at patient organization venues during the past year?</td>
<td>643</td>
<td>94.7</td>
<td>15</td>
<td>2.2</td>
</tr>
</tbody>
</table>
Determinants of Theory of Planned Behavior Concerning Face-to-Face and Online Peer Support

The respondents’ intention to engage in face-to-face and online peer support in the coming year was slightly negative (Table 3). Only a minority of the respondents intended to look for peers via the Internet (35/654, 5.4% [certainly] yes; 135/654, 20.6% maybe; 484/654, 74.0% [certainly] not) or for face-to-face peer contact (104/663, 15.7% [certainly] yes; 164/663, 24.7% maybe; 395/663, 59.6% [certainly] not) in the coming year (data not in table).

Table 3. Mean scores (range 1–5) for determinants of the theory of planned behavior toward face-to-face and online peer support

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Face-to-face peer support (601 ≤ n ≤ 663)</th>
<th>Online peer support (530 ≤ n ≤ 654)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean_SD</td>
<td>Mean_SD</td>
</tr>
<tr>
<td>Intention^a</td>
<td>2.4_1.2</td>
<td>2.0_0.95</td>
</tr>
<tr>
<td>Attitude^a</td>
<td>3.7_1.1</td>
<td>3.2_1.1</td>
</tr>
<tr>
<td>Advantages^a</td>
<td>3.5_0.85</td>
<td>3.2_0.86</td>
</tr>
<tr>
<td>Disadvantages^a</td>
<td>2.9_0.88</td>
<td>3.2_0.85</td>
</tr>
<tr>
<td>Subjective norm^a</td>
<td>3.0_0.69</td>
<td>2.8_0.67</td>
</tr>
<tr>
<td>Perceived behavioral control^a</td>
<td>4.1_1.2</td>
<td>3.9_1.4</td>
</tr>
<tr>
<td>Barriers^b</td>
<td>2.8_0.80</td>
<td>2.8_0.91</td>
</tr>
</tbody>
</table>

^a P < .001 for paired-sample t tests comparing face-to-face versus online peer support.

b No differences in amount of barriers between face-to-face and online peer support could be determined, because the questionnaire asked about different barriers.

Although the respondents had a slightly positive attitude toward both kinds of peer support, they were significantly (P < .001) more positive toward face-to-face support. Respondents experienced significantly greater advantages and fewer disadvantages using face-to-face support than using online peer support.

The scores on the separate items (Table 4) revealed that the most important advantages of both types of peer support were “sharing experiences” and “finding recognition.”

Table 4. Mean item scores (range 1–5) on attitude toward peer support

<table>
<thead>
<tr>
<th>Advantages: (Through) contact with peers...</th>
<th>Face-to-face peer support (601 ≤ n ≤ 616)</th>
<th>Online peer support (526 ≤ n ≤ 546)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offers a good opportunity to share your experiences</td>
<td>3.8_1.1</td>
<td>3.6_1.1</td>
</tr>
<tr>
<td>provides recognition and understanding</td>
<td>3.8_1.1</td>
<td>3.6_1.0</td>
</tr>
<tr>
<td>provides support</td>
<td>3.7_1.1</td>
<td>3.4_1.0</td>
</tr>
<tr>
<td>is informative</td>
<td>3.5_1.1</td>
<td>3.4_1.0</td>
</tr>
<tr>
<td>is comforting</td>
<td>3.4_1.0</td>
<td>3.1_1.0</td>
</tr>
<tr>
<td>you feel empowered as a patient</td>
<td>3.4_1.1</td>
<td>3.1_1.1</td>
</tr>
<tr>
<td>provides reliable information</td>
<td>3.3_1.1</td>
<td>3.1_1.0</td>
</tr>
<tr>
<td>you can cope better with your illness</td>
<td>3.2_1.1</td>
<td>3.0_1.1</td>
</tr>
<tr>
<td>you can accept your illness more easily</td>
<td>3.2_1.1</td>
<td>2.9_1.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Disadvantages : (Through) contact with peers...</th>
<th>Face-to-face peer support (601 ≤ n ≤ 616)</th>
<th>Online peer support (526 ≤ n ≤ 546)</th>
</tr>
</thead>
<tbody>
<tr>
<td>you are occupied too much with your illness</td>
<td>3.2_1.4</td>
<td>3.6_1.3</td>
</tr>
<tr>
<td>is too informal</td>
<td>2.9_1.1</td>
<td>3.2_1.0</td>
</tr>
<tr>
<td>makes people more concerned about the consequences of their disease</td>
<td>2.9_1.2</td>
<td>3.1_1.2</td>
</tr>
<tr>
<td>is too shallow</td>
<td>2.7_1.1</td>
<td>3.2_1.0</td>
</tr>
<tr>
<td>takes too much time</td>
<td>2.7_1.3</td>
<td>2.9_1.3</td>
</tr>
</tbody>
</table>
The most important disadvantage of both types of peer support was the continual confrontation with their illness. In general, respondents felt significantly more encouraged by people in their social environment to be in contact with peers face-to-face than via the Internet. The respondents considered themselves significantly more capable of having contact with peers face-to-face than via the Internet.

Differences in perceived barriers between face-to-face and online peer support could not be determined, because different barriers were asked about. The scores on the various barriers (Table 5) revealed that for both kinds of peer support, the most important one was to find a suitable peer support group. For online peer support other important barriers were to discuss the illness on the Internet, to actually write about the illness on the Internet, and the difficulty (due to the illness) of having to type or sit behind the computer for a long period of time.

Table 5. Mean item scores (range 1–5) for barriers to peer support

<table>
<thead>
<tr>
<th>How difficult or how easy is it for you...</th>
<th>Face-to-face peer support (582 ≤ n ≤ 595)</th>
<th>Online peer support (506 ≤ n ≤ 518)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to find a suitable face-to-face peer support group?</td>
<td>3.0</td>
<td>3.1</td>
</tr>
<tr>
<td>to find the time and the opportunitiy to contact peers face-to-face?</td>
<td>2.9</td>
<td>1.1</td>
</tr>
<tr>
<td>considering your illness to visit face-to-face peer support groups?</td>
<td>2.9</td>
<td>3.1</td>
</tr>
<tr>
<td>to afford the cost involved with face-to-face peer contact?</td>
<td>2.8</td>
<td>3.0</td>
</tr>
<tr>
<td>to talk about your illness with peers face-to-face?</td>
<td>2.7</td>
<td>2.6</td>
</tr>
</tbody>
</table>

**Prediction of Intention**

Theory of Planned Behavior variables explained 33.3% of the intention to engage in face-to-face contact. Of the distal factors, physical and mental well-being, sex, and past behavior significantly improved the total amount of explained variance of intention to engage in face-to-face support. After inclusion of these distal factors, the influence of TBP variables remained significant (Table 6).

Theory of Planned Behavior variables explained 26.3% of the intention to engage in online contact. Of the distal factors, mental health, age, and past behavior significantly improved the total amount of explained variance of intention to engage in online peer support. The influence of Theory of Planned Behavior variables on intention remained significant after inclusion of the distal factors.

The total amounts of explained variance were moderate for face-to-face contact (40.0%) and online contact (36.2%).

When repeating the analysis among only those patients who had not had (online) contact with fellow patients in the past, we found similar results: Theory of Planned Behavior variables explained 27.5% of intentions to engage in face-to-face support and 24.6% of online peer support (data not shown).
### Table 6. Extent to which intention to seek online peer support and face-to-face peer support can be predicted by determinants of the theory of planned behavior

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Intention to seek face-to-face peer support (n = 554)</th>
<th>Intention to seek online peer support (n = 489)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>Beta</td>
</tr>
<tr>
<td>Attitude</td>
<td>0.22***</td>
<td>0.05</td>
</tr>
<tr>
<td>Advantages</td>
<td>0.17**</td>
<td>0.05</td>
</tr>
<tr>
<td>Disadvantages</td>
<td>-0.19***</td>
<td>0.04</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>0.22***</td>
<td>0.04</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Barriers</td>
<td>-0.02</td>
<td>0.04</td>
</tr>
</tbody>
</table>

\[ R^2 = .33, F_{6,548} = 45.1*** \]

\[ R^2 = .26, F_{6,483} = 28.7*** \]

### Step 2

<table>
<thead>
<tr>
<th>Determinant</th>
<th>r</th>
<th>Beta</th>
<th>SE</th>
<th>r</th>
<th>Beta</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>0.46**</td>
<td>0.05</td>
<td>0.38**</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advantages</td>
<td>0.46**</td>
<td>0.05</td>
<td>0.40**</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disadvantages</td>
<td>-0.33**</td>
<td>0.04</td>
<td>-0.19**</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective norm</td>
<td>0.37**</td>
<td>0.04</td>
<td>0.30**</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>0.19**</td>
<td>0.03</td>
<td>0.24**</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barriers</td>
<td>-0.18**</td>
<td>0.04</td>
<td>-0.07</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social support factors</td>
<td>0.02</td>
<td>0.04</td>
<td>0.02</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>-0.14**</td>
<td>0.04</td>
<td>-0.23**</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health</td>
<td>-0.10**</td>
<td>0.04</td>
<td>-0.23**</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time since diagnosis</td>
<td>-0.06</td>
<td>0.04</td>
<td>-0.14*</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arthritis versus breast cancer</td>
<td>-0.02</td>
<td>0.05</td>
<td>-0.21**</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arthritis versus fibromyalgia</td>
<td>0.13**</td>
<td>0.05</td>
<td>0.30**</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (male vs female)</td>
<td>0.11**</td>
<td>0.04</td>
<td>0.03</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.15**</td>
<td>0.05</td>
<td>-0.34**</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status (married/cohabiting vs single)</td>
<td>0.07</td>
<td>0.04</td>
<td>0.09*</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support group past behavior</td>
<td>0.30**</td>
<td>0.04</td>
<td>0.27**</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ R^2 = .40, F_{16,538} = 22.1*** \]

\[ R^2 = .36, F_{16,473} = 16.8*** \]

### Discussion

To the best of our knowledge, this study is the first to examine which psychological determinants predict patients’ intention to engage in face-to-face and online peer support. Earlier studies focused only on determinants of patients’ intention to engage in face-to-face peer support, and frequently lacked a theoretical framework. Our study confirmed that only a relatively small percentage of the patients engaged in organized forms of peer support. The respondents were more positive about and more inclined to use face-to-face peer support than online peer support.

Our results are in contrast to our expectations, as we had expected that the Internet and Health 2.0 technology would significantly facilitate peer contact between patients. In the literature, many advantages of online support groups are mentioned, such as easy accessibility, no physical or geographic barriers, and 24-hour availability. An explanation might be found in the fact that we questioned a somewhat older patient population. Older people mostly treat the Internet with greater skepticism than do younger people. “Trust” is of specific importance to patient support groups, because the topic of “an illness” in itself requires a high level thereof, thus this might have influenced patients’ perceptions of online peer support [25]. Another explanation may be that we only included patients with common diseases. For people who have a relatively rare
disease, online peer support can provide a particularly valuable alternative, because for them it is more difficult to find peers with the same or similar conditions with whom they can share their experiences near their local communities [26].

Our study revealed that in accordance with the Theory of Planned Behavior, having a more positive attitude, feeling more supported by people in the social environment, and feeling more able to participate in peer support increased the intention to participate in organized forms of peer support. However, it should be noted that perceived behavioral control is not significant for face-to-face support. This is in line with Grande et al [9], who found that a more positive attitude and a higher subjective norm increased engagement in (face-to-face) peer support. It is also in line with Voerman et al [10], who found that a more positive attitude and a higher perceived control increased intention to engage in peer support.

Intention to engage in peer support was only modestly predicted by the Theory of Planned Behavior variables (face-to-face: 33.3%; online 26.3%). A meta-analysis has shown that Theory of Planned Behavior variables, on average, account for 35%–50% of the variance in intention [27]. It is difficult to compare the amount of explained variance with results of others studying participation behavior in face-to-face peer support, because in these studies logistic regression analysis was used [9,10]. An explanation for the relatively low amount of explained variance might be that, although respondents thought that peer support was valuable, they did not consider it valuable for themselves personally. According to the Theory of Planned Behavior, people need to perceive benefits of engagement in peer support to be of personal importance, instead of only for others, if they intend to execute the examined behavior [9,21]. In addition, future research might benefit from a combination of theoretical models to explain engagement in peer contact. In particular, the social comparison theory [28] has been used previously to study effects of peer contact, and could also be valuable in examining patients’ reasons for (not) participating in this type of contact. According to the social comparison theory, people have a drive to compare themselves with others who face similar challenges [28]. For patients this can lead to feeling “less alone” in coping with the disease [29]. In addition, upward social comparison (looking at people who are doing better) can be a source of inspiration and advice [30], while downward social comparison (looking at people who are doing worse) can lead to positive affect by providing examples of how bad things could be [31]. Although some of the assessed advantages and disadvantages in our measures did derive from social comparison theory, future studies could gain by more explicitly combining the two models.

Patients who indicated having poorer mental well-being had a greater intention to participate in face-to-face and online peer support, and those who had worse physical well-being were more inclined to participate in face-to-face peer support. These results are not surprising, considering that health-related support groups have a health-promotional function. Therefore, these groups are less appealing to patients who perceive themselves already having good mental and physical well-being despite their illness [18,32].

Of the demographic factors, only age significantly improved the total amount of explained variance of intention to engage in online peer support. Younger patients were more inclined to engage in online support groups. These results were in line with our expectations, as it is still mainly younger people who use the Internet [19].

**Pointers for an Intervention**

This study yielded some pointers for an intervention, so that patients can make well-informed decisions about whether they want to engage in peer support and so that they can find a peer support group the moment they want to enroll. First, attention should be paid to awareness of peer support. Our study revealed that a considerable proportion of patients expected difficulties with finding relevant peer groups, especially on the Internet. Since studies showed that not all people have the necessary Internet skills to be capable of finding the information and applications they are looking for [33], it can be expected that not all patients manage to find online peer support groups by themselves. Second, our study revealed that many potential participants perceived various disadvantages to peer support. A major concern is the confrontation with negative sides of the disease. In line with Winefield et al [13], we believe that an intervention should inform potential participants of the specific aim of peer support groups and how they operate. Patients could, for example, be encouraged to read along with an online peer support group (ie, so-called lurking). By lurking, patients get a feeling for how such a group operates and what kind of people participate [34]. In addition, it could be emphasized that an increasing number of online peer support groups also offer the opportunity for “buddy matching.” An optimal peer match can have a positive influence on interpersonal trust, and this is an important basis for the exchange of experiences and empathy [35].

**Limitations**

The findings of this study are limited by its cross-sectional nature. Therefore, we could attribute no causal relationships.

A second limitation of this study is the high number of missing variables in the section of the questionnaire on TBP items concerning online peer support. A considerable number of people without computer skills did not respond to these items. In addition, findings for disadvantages of online peer support might be less reliable because of the relatively low alpha (alpha = .65) of this construct.

**Conclusions**

Although opportunities for having contact with fellow patients have been significantly increased by Health 2.0 Internet technology, only a minority of patients seem to be interested in organized forms of peer contact (either online or face-to-face). Patients seem somewhat more positive about face-to-face contact than about online contact.

Our study revealed that in accordance with the Theory of Planned Behavior, having a more positive attitude and feeling more supported by people in the social environment increased the intention to participate in both kinds of peer support. In addition, perceived behavioral control influenced the intention...
to participate in online peer support. Nevertheless, we must conclude that the Theory of Planned Behavior variables only modestly predicted the intention to engage in face-to-face and online peer support.
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Abstract

Background: Web 2.0 has improved interactions among peers on the Internet, especially for the many online patient communities that have emerged over the past decades. Online communities are said to be particularly beneficial peer support resources for patients with breast cancer. However, most studies of online patient communities have focused on those members who post actively (posters), even though there are many members who participate without posting (lurkers). In addition, little attention has been paid to the usage of online communities among non-English-speaking patients.

Objective: The present study explored the differences in peer support received by lurkers and posters in online breast cancer communities. It also examined the effects of such support on both groups’ mental health.

Methods: We conducted an exploratory, descriptive, cross-sectional, Web-based survey among members of four Japanese online breast cancer communities. In an online questionnaire, we asked questions regarding sociodemographics, disease-related characteristics, mental health, participation in online communities, and peer support received from those communities.

Results: Of the 465 people who accessed the questionnaire, 253 completed it. Of the respondents, 113/220 (51.4%) were lurkers. There was no significant difference between lurkers and posters with regard to sociodemographic variables. About half of the posters had been given a diagnosis of breast cancer less than a year previously, which was a significantly shorter period than that of the lurkers (P = .02). The 5 support functions extracted by factor analysis were the same for both posters and lurkers. These were emotional support/helper therapy, emotional expression, conflict, advice, and insight/universality. When the support scores were calculated, insight/universality scored highest for both posters and lurkers, with scores that were not significantly different between the two groups. Among the 5 support scores, emotional support/helper therapy and emotional expression were significantly higher among posters. For posters, emotional support/helper therapy and advice were negatively correlated with the anxiety subscale of the Hospital Anxiety and Depression Scale. Emotional expression, advice, and insight/universality were negatively correlated with the anxiety subscale for lurkers.

Conclusion: We found that posters felt they received more benefits from online communities than lurkers did, including emotional support, helping other patients, and expressing their emotions. Yet even lurkers were found to gain a certain amount of peer support through online communities, especially with regard to advice and insight/universality. The results demonstrate that participation in online communities—even as a lurker—may be beneficial to breast cancer patients’ mental health.

(J Med Internet Res 2011;13(4):e122) doi:10.2196/jmir.1696

KEYWORDS
Online support groups; social support; patients; lurkers; breast cancer; mental health; Japan
**Introduction**

The Internet has become increasingly popular in Japan since the 1990s. The Internet penetration rate in Japan exceeded 75.3% in 2008 [1], and many Japanese people now use the Internet in their daily lives. After the mid 2000s, people began to interact with each other on the Internet using Web 2.0 functions such as blogs, social networking services, and Q&A websites. Web 2.0 is a term that O’Reilly defined as “a set of economic, social, and technology trends that collectively form the basis for the next generation of the Internet, a more mature, distinctive medium characterized by user participation, openness, and network effects” [2]. Users are now able to post comments freely on the Internet without possessing complex technical skills. Hansen [3] stated that Web 2.0 “improved communication and collaboration between people.” Specifically, one of the outcomes of the popularization of Web 2.0 was that people with similar health experiences developed online support communities [4]. On the basis of this standpoint, it is important to determine what people do and how they communicate with each other via the Internet over the course of their illness.

Online communities are beneficial because of their availability; for instance, they have no time restrictions [5] and people can access them from any region at no cost [6]. Thus, it is easy for people with disabilities and psychological burdens to receive support from peers online. Previous studies have shown that patients with heart disease [7] and other rare diseases [8] shared their experiences and exchanged emotional and informational support through online communities. In addition, Hill and Weinert [9] found that online communities help participants learn more about themselves, overcome isolation, and find companionship while adapting to their illness. Thus, online communities are now considered a beneficial peer support resource for patients [10].

Since there are many treatment options for breast cancer, patients’ informational needs are high. In fact, breast cancer is the most common health topic researched on the Internet. Davison et al [11] reported that support related to breast cancer was the most searched-for health topic on the Internet in the United States, followed by acquired immunodeficiency syndrome, alcoholism, and prostate cancer. Sharf [5] observed that patients with breast cancer exchanged information, social support, and even personal empowerment through online communities. Radin [12] found that breast cancer patients promoted “thick trust” and “collected intelligence” through online communities, and that they discussed various topics such as cancer-related topics with candor, warmth, and even humor [13]. Moreover, online breast cancer communities have been shown to be a useful resource in reducing depression [14,15], dealing with cancer-related trauma [16], and improving posttraumatic growth and psychosocial well-being [14]. Online communities have been found to be comparable in effectiveness with face-to-face support groups [16].

People can participate in online communities in two ways. Those who participate actively are known as posters, and those who do so passively, without making any postings, are known as lurkers [17]. van Uden-Kraan et al [18] found that both posters and lurkers are in some way empowered by participating in online communities; they considered this participation to be a form of bibliotherapy.

Previous researchers have identified some of the reasons why people do not post in online communities, including lack of technical skills, dislike of the group dynamic, or feeling that the community is a poor fit for them [19]. On the other hand, some people simply do not feel the need to post and feel that they are being helped by not posting [19]. Many previous studies that describe the benefits of online communities have focused on members who actively contributed by posting messages (ie, posters) [18]. However, Nonnecke and Preece [17] reported that in health-related online communities, an average of 45.5% of people participated as lurkers. If online communities are a peer support resource from which even lurkers can gain some benefit, people who feel that it is a technological and psychological burden to post can use these resources more freely.

To provide further evidence of online communities as a health resource, their effects on users’ health should be explored for both posters and lurkers. Moreover, although the Internet penetration rate in Japan is comparable with that of Western countries [20], there have been limited studies of online communities in Japan. Studies of non-English-language online communities are also scarce [21]. Thus, in the present study, we investigated Japanese online breast cancer support communities to determine whether peer support is received differently by lurkers and posters. In addition, we explored the effects of support on members’ mental health between the two groups.

**Methods**

**Survey Procedure**

In this exploratory, descriptive, cross-sectional study, we conducted a Web survey from September to October 2007, referring to the checklist for the quality improvement of Web surveys [22].

We searched for online communities designed for breast cancer patients using the Google Japan and Yahoo! Japan search engines, which have the largest and second largest numbers of users in Japan, respectively [23]. When searching for online communities, we used the keywords breast cancer, discussion board, and mailing list. Discussion boards and mailing lists are differentiated by registration systems. However, because our research focus was peer support received by members of Internet communities, the registration system distinctions were irrelevant.

We found 12 different breast cancer communities and asked their administrators for survey cooperation via email. During this process, we eliminated those online communities that had participants with non-breast cancers and those in which health care providers served as managers. All of the participating online communities had new posts within 28 days from the start of the survey. Finally, administrators from 4 of the initial 12 online breast cancer communities agreed to cooperate with this survey. The purpose of all of the communities was the exchange of peer support among breast cancer patients.
We developed an online questionnaire form for this open survey. We did not offer any incentive to participate. The four administrators explained the research to their communities’ members and provided the questionnaire URL by posting information on their respective community websites. The explanation of the research included a statement about the purpose of this study, the survey duration, and how to store the data on a secure server. We used secure websites to protect personal data. The usability and technical functions of the site were tested by a group of colleagues before we conducted the real test. The 5-page survey site had an average of 8 items on each page of the questionnaire.

Participants were able to navigate to the questionnaire site directly from the community sites by clicking on a hyperlink, and we explained that accessing the questionnaire site would be regarded as an agreement to participate in the survey. To prevent multiple entries from the same individuals, we checked the IP address of everyone who participated in the survey.

**Instrument**

We did not have a valid instrument to precisely measure social support from peers for posters and lurkers, so we developed a new instrument for the purpose of our study. Of course, there are existing instruments that can be used to measure general social support, such as informational support and emotional support [24], or support networks, such as family members and friends [25]. However, after conducting interviews with seven patients in online breast cancer communities regarding how they used those communities and what kind of support they received from them, we decided to develop a new instrument that could measure social support given specifically by online peers. We then interviewed two nurses in order to check the face validity of our instrument. These nurses were specialists in breast cancer care.

**Sociodemographic Characteristics**

Our survey inquired about patients’ age, marital status (unmarried, married, or separated/widowed), education (middle school, high school, vocational school/2-year college, university/graduate school or higher), and employment (full-time job, housewife, part-time job, or unemployed). All of the participants were women.

**Disease-Related Characteristics**

The respondents were asked to report on four disease-related characteristics: (1) time since diagnosis of breast cancer (less than 1 year, 1–2 years, 3–5 years, 6–9 years, and 10 years or more), (2) stage of breast cancer at the time of diagnosis (below stage I to beyond stage III), (3) physical symptoms due to breast cancer or breast cancer treatment (e.g., pain, feeling tired, arm paralysis, and nausea—respondents who selected more than 1 symptom were categorized as patients with symptoms, and we also counted the total number of symptoms), and (4) personal daily activity level, indicating physical condition. Activity level was indicated using a 5-point Likert scale that ranged from 5, living completely as usual, to 1, almost staying in bed.

**Mental Health**

Patients rated their levels of anxiety and depression on the Hospital Anxiety and Depression Scale (HADS), which has been used with the general population, cancer patients, and primary care patients [26]. The HADS consists of 14 items: 7 on the depression subscale and 7 on the anxiety subscale. Each item is scored on a 4-point scale from 0 (not present) to 3 (considerable), and the item scores are added, yielding anxiety and depression scores from 0 (minimum symptom load) to 21 (maximum symptom load). A higher score indicates a worse condition. A Japanese version of the scale has been widely used and was confirmed to be reliable and valid [27]. Cronbach alpha for the total HADS score in this study was .89.

**Participation in Online Communities**

We asked the participants “How often do you post in online communities?” The response items were every time, sometimes, or never—just lurking. We labeled respondents who selected every time and sometimes as posters and those who selected never—just lurking as lurkers.

**Received Peer Support**

On the basis of our previous interviews, we extracted 8 categories of peer support that study participants received by taking part in online communities. These categories were emotional support, informational support/advice, insight, emotional expression, universality, conflict, empowerment, and helper therapy. Emotional support and informational support were the functions of social support that Cohen et al found in their studies [24]. Insight, universality, modeling, and helper therapy correspond to the concepts that Mishima et al [28], Takahashi et al [29], and Hirose et al [30] found to be the functions of self-help groups. Empowerment corresponds to the study of van Uden-Kraan et al [18]. Conflict has been found to correspond to negative experiences when patients participate in face-to-face support groups [31].

On the basis of these concepts, we formulated 34 items that described the peer support that took place in the online communities. All items had the format of a statement that began with the phrase “Through my participation in online communities...” Respondents could answer on a 5-point Likert scale that ranged from 5 (strongly agree) to 1 (strongly disagree). Emotional support, informational support/advice, insight, and universality were measured with 4 items; conflict was measured with 7 items; empowerment was measured with 4 items; and helper therapy was measured with 3 items.

**Analysis**

The incidence and average scores of the sociodemographic variables and the current status of participation were calculated for posters and lurkers. Metric variables were analyzed by t tests, and categorical variables were analyzed with chi-square tests and Kruskal-Wallis tests. For 61 patients with breast cancer who used online communities, we conducted a pilot test in order to check whether the quantity and quality of the questionnaire was suited to our study’s objectives. Then, we revised some of the words to which the patients said they could not respond very well. We also deleted 2 items from insight, 1 item from universality, and 2 items from empowerment because of the...
floor and ceiling effects. We thereby used only 29 items to measure peer support received from online communities. We did not include the data of the pilot test samples in the final analysis.

We conducted an exploratory factor analysis to evaluate the factor structure of the support functions for posters and lurkers. While we knew the expected factors based on the previous research used to construct the items, we chose an exploratory factor analysis to determine the best factors for these data. We used principal axis factoring with promax rotation, an oblique rotation method that minimizes the number of variables with high loadings on each factor. This method simplifies the interpretation of the factors. We specified a precedent cut-off of .35 for acceptable factor loadings. To compare the factor constructions between posters and lurkers, we conducted a separate factor analysis for the extracted factors.

After conducting a factor analysis, we deleted 2 items from empowerment, 2 from helper therapy, and 1 from universality because the factor loadings of these items were all less than .35. Considering the factor loadings of each item and the content validity, we extracted 5 factors from the instrument. We then calculated the sum of the scores for each support function, which we referred to as the support score. To compare support scores between posters and lurkers, we conducted an analysis of variance (ANOVA) using a general linear model, controlling for time since diagnosis. We then calculated the Pearson correlation coefficient to determine the relationship between each health status (HADS) and support scores.

**Ethical Consideration**

We explained the aim of the research project both verbally and in writing to the administrators of the online communities. They were assured that anonymity would be guaranteed and that refusing to participate or withdrawing consent would have no negative consequences. Since the investigation of patients may lead to psychological stress, we made special efforts to reduce the psychological burden of the questionnaire survey and exercised the utmost caution to protect participants’ privacy. The Ethics Review Committee of the University of Tokyo approved this study (approval number: 1789).

**Results**

**Participants’ Characteristics**

The number of visitors to the questionnaire site, or unique site visitors, was 465. We clarified the number of unique visitors based on IP addresses. The number of people who completed the questionnaire was 253. The completion rate, or the ratio of people who agreed to participate to the number of those who finished the survey, was 0.544.

To ensure valid data from a homogeneous sample, we excluded 33 participants: those who had recurrent breast cancer (n = 21), those who had not undergone any surgery for breast cancer (n = 8), and those who had an extremely low daily activity level (“almost staying in bed”) (n = 4). Ultimately, we analyzed 220 valid responses. We only analyzed completed questionnaires. The average time in which participants answered the questionnaire was 27 minutes. There were no outliers.

The respondents’ active participation in online communities was as follows: every time, n = 14 (6.4%); sometimes, n = 93 (42.2%); and never—just lurking, n = 113 (51.4%).

The characteristics of the survey respondents are shown in Table 1 and Table 2. No variables differed significantly between posters and lurkers. About half of the posters had their breast cancer diagnosis within the previous year, a period that was significantly shorter than that of lurkers ($P = .02$).
Table 1. Sociodemographic characteristics of posters and lurkers (n = 220) (excluding missing data)

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Posters (n = 107)</th>
<th>Lurkers (n = 113)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>&lt;29</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>30–39</td>
<td>24</td>
<td>23</td>
<td>30</td>
</tr>
<tr>
<td>40–49</td>
<td>60</td>
<td>58</td>
<td>55</td>
</tr>
<tr>
<td>50–59</td>
<td>16</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>60–69</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>43.71 (7.197)</td>
<td>44.79 (7.474)</td>
<td>.66b</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>16</td>
<td>16</td>
<td>30</td>
</tr>
<tr>
<td>Married</td>
<td>77</td>
<td>75</td>
<td>62</td>
</tr>
<tr>
<td>Separated/widowed</td>
<td>10</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>22</td>
<td>21</td>
<td>31</td>
</tr>
<tr>
<td>Vocational school/2-year college</td>
<td>34</td>
<td>33</td>
<td>43</td>
</tr>
<tr>
<td>University/graduate or higher</td>
<td>47</td>
<td>46</td>
<td>34</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>30</td>
<td>28</td>
<td>33</td>
</tr>
<tr>
<td>Housewife</td>
<td>37</td>
<td>35</td>
<td>32</td>
</tr>
<tr>
<td>Part-time</td>
<td>22</td>
<td>21</td>
<td>30</td>
</tr>
<tr>
<td>Unemployed</td>
<td>18</td>
<td>17</td>
<td>17</td>
</tr>
</tbody>
</table>

a $\chi^2$ test. Degrees of freedom were the number of category –1.

b $t$ test. Degree of freedom was 219.
Table 2. Health characteristics of posters and lurkers (n = 220) (excluding missing data)

<table>
<thead>
<tr>
<th></th>
<th>Lurkers (n = 113)</th>
<th>Posters (n = 107)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time since diagnosis (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>31</td>
<td>52</td>
<td>.02a</td>
</tr>
<tr>
<td>1–2</td>
<td>39</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>3–5</td>
<td>23</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>6–9</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>≥10</td>
<td>8</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Cancer stage at diagnosis</strong></td>
<td></td>
<td></td>
<td>.39b</td>
</tr>
<tr>
<td>I</td>
<td>36</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>48</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>III+</td>
<td>13</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Not known</td>
<td>9</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td><strong>Presence of symptoms</strong> c</td>
<td></td>
<td></td>
<td>.26b</td>
</tr>
<tr>
<td>Yes</td>
<td>85</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>28</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td><strong>Number of symptoms, mean (SD)</strong></td>
<td>2 (1.456)</td>
<td>2 (1.685)</td>
<td>.62d</td>
</tr>
<tr>
<td><strong>Physical condition</strong></td>
<td></td>
<td></td>
<td>.77a</td>
</tr>
<tr>
<td>Living completely as usual</td>
<td>58</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>Living as usual</td>
<td>55</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td><strong>HADS e, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summed scores</td>
<td>13.4 (8.7)</td>
<td>12.6 (6.9)</td>
<td>.52d</td>
</tr>
<tr>
<td>Depression</td>
<td>6.5 (4.1)</td>
<td>6.2 (3.6)</td>
<td>.63d</td>
</tr>
<tr>
<td>Anxiety</td>
<td>6.9 (5.4)</td>
<td>6.4 (4.1)</td>
<td>.51d</td>
</tr>
</tbody>
</table>

a Kruskal-Wallis test.  
b χ² test. Degrees of freedom were the number of category –1.  
c Respondents checked all of their current symptoms due to breast cancer (e.g., pain, tiredness, paralysis of arm, and nausea) and were classified as having symptoms if they chose more than 1 symptom.  
d t test. Degree of freedom was 219.  
e Hospital Anxiety and Depression Scale.

Support Functions From Online Communities for Posters and Lurkers

The 5 peer support factors that we extracted from the poster and lurker groups were the same (Table 3, Table 4). These 5 factors, which each group felt that they received from peers in their online community, were emotional support/helper therapy, emotional expression, conflict, advice, and insight/universality. Each factor had a Cronbach alpha > .65.
Table 3. Factor analysis of peer support functions for posters (n = 107)

<table>
<thead>
<tr>
<th>Factor (Cronbach alpha)</th>
<th>Factor loading extracted for each factor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emotional support/helper therapy (alpha = .752)</strong></td>
<td></td>
</tr>
<tr>
<td>I was encouraged when I was supported by peers</td>
<td>.777</td>
</tr>
<tr>
<td>I began to respond positively to my peers</td>
<td>.767</td>
</tr>
<tr>
<td>I could talk pleasantly with my peers about topics besides breast cancer</td>
<td>.732</td>
</tr>
<tr>
<td>I was encouraged when I could help my peers</td>
<td>.644</td>
</tr>
<tr>
<td>I wanted to be as cheerful as my happier peers</td>
<td>.613</td>
</tr>
<tr>
<td>I wanted to help other patients who were troubled with breast cancer</td>
<td>.574</td>
</tr>
<tr>
<td>I wanted to make others aware of breast cancer</td>
<td>.476</td>
</tr>
<tr>
<td><strong>Emotional expression (alpha = .850)</strong></td>
<td></td>
</tr>
<tr>
<td>I could straightforwardly express my feelings about relationships in my workplace or family</td>
<td>.848</td>
</tr>
<tr>
<td>I could express my feelings about my relationship with my own doctor</td>
<td>.819</td>
</tr>
<tr>
<td>I could straightforwardly talk about my condition</td>
<td>.703</td>
</tr>
<tr>
<td>I could express my feelings after breast cancer diagnosis</td>
<td>.518</td>
</tr>
<tr>
<td><strong>Advice (alpha = .739)</strong></td>
<td></td>
</tr>
<tr>
<td>I received advice about treatment decision making and the side effects of various treatments</td>
<td>.725</td>
</tr>
<tr>
<td>I received advice about day-to-day life with breast cancer, such as a wig and mastectomy bra</td>
<td>.672</td>
</tr>
<tr>
<td>I received advice about relationships with family members or colleagues in my workplace</td>
<td>.520</td>
</tr>
<tr>
<td>I received advice about my relationship with my doctor and about selecting a hospital</td>
<td>.505</td>
</tr>
<tr>
<td><strong>Conflict (alpha = .652)</strong></td>
<td></td>
</tr>
<tr>
<td>I could not express my feelings out of consideration for others</td>
<td>.605</td>
</tr>
<tr>
<td>I was concerned that I might get incorrect information about breast cancer</td>
<td>.580</td>
</tr>
<tr>
<td>I became tired when breast cancer became the only topic of conversation</td>
<td>.506</td>
</tr>
<tr>
<td>I felt discomfort when I was misunderstood by my peers</td>
<td>.497</td>
</tr>
<tr>
<td>I regretted that I learned about a better treatment from peers after finishing my treatment</td>
<td>.484</td>
</tr>
<tr>
<td>I felt burdened by the time and cost of the peer support resource</td>
<td>.463</td>
</tr>
<tr>
<td>I was in trouble when peers recommended I buy some useless products</td>
<td>.383</td>
</tr>
<tr>
<td><strong>Insight/universality (alpha = .674)</strong></td>
<td></td>
</tr>
<tr>
<td>I could help myself recover after I realized that my experience was not unique</td>
<td>.688</td>
</tr>
<tr>
<td>I had more insight about myself after meeting other patients</td>
<td>.580</td>
</tr>
<tr>
<td>I calmed down when I met other patients who had similar experiences to mine</td>
<td>.573</td>
</tr>
</tbody>
</table>
Table 4. Factor analysis of peer support functions for lurkers (n = 113)

<table>
<thead>
<tr>
<th>Factor (Cronbach alpha)</th>
<th>Factor loading extracted for each factor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emotional support/helper therapy (alpha = .786)</strong></td>
<td></td>
</tr>
<tr>
<td>I was encouraged when I was supported by peers</td>
<td>.505</td>
</tr>
<tr>
<td>I began to respond positively to my peers</td>
<td>.547</td>
</tr>
<tr>
<td>I could talk pleasantly with my peers about topics besides breast cancer</td>
<td>.703</td>
</tr>
<tr>
<td>I was encouraged when I could help my peers</td>
<td>.738</td>
</tr>
<tr>
<td>I wanted to be as cheerful as my happier peers</td>
<td>.573</td>
</tr>
<tr>
<td>I wanted to help other patients who were troubled with breast cancer</td>
<td>.814</td>
</tr>
<tr>
<td>I wanted to make others aware of breast cancer</td>
<td>.956</td>
</tr>
<tr>
<td><strong>Emotional expression (alpha = .910)</strong></td>
<td></td>
</tr>
<tr>
<td>I could straightforwardly express my feelings about relationships in my workplace or family</td>
<td>.911</td>
</tr>
<tr>
<td>I could express my feelings about my relationship with my own doctor</td>
<td>.839</td>
</tr>
<tr>
<td>I could straightforwardly talk about my condition</td>
<td>.974</td>
</tr>
<tr>
<td>I could express my feelings after breast cancer diagnosis</td>
<td>.925</td>
</tr>
<tr>
<td><strong>Advice (alpha = .808)</strong></td>
<td></td>
</tr>
<tr>
<td>I received advice about treatment decision making and the side effects of various treatments</td>
<td>.642</td>
</tr>
<tr>
<td>I received advice about day-to-day life with breast cancer, such as a wig and mastectomy bra</td>
<td>.873</td>
</tr>
<tr>
<td>I received advice about relationships with family members or colleagues in my workplace</td>
<td>.671</td>
</tr>
<tr>
<td>I received advice about my relationship with my doctor and about selecting a hospital</td>
<td>.854</td>
</tr>
<tr>
<td><strong>Conflict (alpha = .796)</strong></td>
<td></td>
</tr>
<tr>
<td>I could not express my feelings out of consideration for others</td>
<td>.554</td>
</tr>
<tr>
<td>I was concerned that I might get incorrect information about breast cancer</td>
<td>.619</td>
</tr>
<tr>
<td>I became tired when breast cancer became the only topic of conversation</td>
<td>.747</td>
</tr>
<tr>
<td>I felt discomfort when I was misunderstood by my peers</td>
<td>.767</td>
</tr>
<tr>
<td>I regretted that I learned about a better treatment from peers after finishing my treatment</td>
<td>.460</td>
</tr>
<tr>
<td>I felt burdened by the time and cost of the peer support resource</td>
<td>.652</td>
</tr>
<tr>
<td>I was in trouble when peers recommended I buy some useless products</td>
<td>.735</td>
</tr>
<tr>
<td><strong>Insight/universality (alpha = .822)</strong></td>
<td></td>
</tr>
<tr>
<td>I could help myself recover after I realized that my experience was not unique</td>
<td>.926</td>
</tr>
<tr>
<td>I had more insight about myself after meeting other patients</td>
<td>.627</td>
</tr>
<tr>
<td>I calmed down when I met other patients who had similar experiences to mine</td>
<td>.899</td>
</tr>
</tbody>
</table>

Support Scores of Posters and Lurkers

Each support score, determined based on the extracted factors, is shown in Figure 1. All scores were converted to be out of 100 points. The highest score was for insight/universality for both posters and lurkers. In the results of ANOVA using the general linear model, controlled by time since diagnosis, there was no significant difference between these scores ($P = .08$). The scores for emotional support/helper therapy ($P < .001$) and emotional expression ($P < .001$) were significantly higher for posters.
Correlation Between Support Functions and Mental Health

We calculated the correlation between each support and mental health score (HADS) for both posters and lurkers, as shown in Table 5.

For posters, emotional support/helper therapy ($r = –.477$, $P < .001$) and advice ($r = –.399$, $P < .001$) were negatively correlated with the anxiety subscale. Conflict ($r = .287$, $P = .001$) was positively correlated with the depression subscale. For lurkers, emotional expression ($r = –.294$, $P < .001$), advice ($r = –.655$, $P < .001$), and insight/universality ($r = –.495$, $P < .001$) were negatively correlated with the anxiety subscale. Emotional expression ($r = –.116$, $P = .05$) also had a slightly negative correlation with the depression subscale.

Table 5. Correlations between support score and mental health as measured by the Hospital Anxiety and Depression Scale (HADS) subscales anxiety and depression ($n = 220$) (excluding missing data)

<table>
<thead>
<tr>
<th>Support Functions</th>
<th>Anxiety</th>
<th></th>
<th>Depression</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$</td>
<td>$P$ value</td>
<td>$r$</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>Posters ($n = 107$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional support/helper therapy</td>
<td>$-.477$</td>
<td>$&lt;.001$</td>
<td>$-.477$</td>
<td>$.99$</td>
</tr>
<tr>
<td>Emotional expression</td>
<td>$.090$</td>
<td>.30</td>
<td>$.045$</td>
<td>.60</td>
</tr>
<tr>
<td>Advice</td>
<td>$-.399$</td>
<td>$.30$</td>
<td>$.082$</td>
<td>.34</td>
</tr>
<tr>
<td>Conflict</td>
<td>$.132$</td>
<td>$.12$</td>
<td>$.287$</td>
<td>$.001$</td>
</tr>
<tr>
<td>Insight/universality</td>
<td>$.130$</td>
<td>$.13$</td>
<td>$-.007$</td>
<td>$.93$</td>
</tr>
<tr>
<td><strong>Lurkers ($n = 113$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional support/helper therapy</td>
<td>$.042$</td>
<td>$.47$</td>
<td>$.048$</td>
<td>$.41$</td>
</tr>
<tr>
<td>Emotional expression</td>
<td>$-.294$</td>
<td>$&lt;.001$</td>
<td>$-.116$</td>
<td>.05</td>
</tr>
<tr>
<td>Advice</td>
<td>$-.655$</td>
<td>$&lt;.001$</td>
<td>$.004$</td>
<td>.95</td>
</tr>
<tr>
<td>Conflict</td>
<td>$.049$</td>
<td>$.40$</td>
<td>$.093$</td>
<td>.11</td>
</tr>
<tr>
<td>Insight/universality</td>
<td>$-.495$</td>
<td>$&lt;.001$</td>
<td>$-.048$</td>
<td>$.41$</td>
</tr>
</tbody>
</table>
Discussion

Most of the posters who participated in our study had received a breast cancer diagnosis relatively recently. Notably, this result does not match that of the study of van Uden-Kraan et al [18]. The participants in our survey were all patients with breast cancer, which was different from the samples of previous studies that included patients with chronic disease. Patients with breast cancer are faced with major decisions about their treatment during a short period just after their diagnosis. Thus, in the process between diagnosis and decision making, their informational needs are high and they experience psychological distress [32]. The participants in this study may also have had high informational needs before making major decisions or just after beginning their treatment. Thus, it is possible that patients who have a recent diagnosis may use online communities actively as posters in order to ask questions and express their emotions.

Also in contrast to the study of van Uden-Kraan et al [18], in our study we did not find a significant age difference between posters and lurkers. They attributed this difference to the lack of computer skills of older people. However, in Japan, the penetration of the Internet among people 60 years or older has grown rapidly, from 37.6% in 2008 to 58.0% in 2009, so their familiarity with computers has increased [23]. Thus, in Japan, the difference between posters and lurkers is not thought to be influenced by a lack of computer skills resulting from age. Instead, these differences could be influenced by the level of people’s informational needs, as mentioned above.

In this study, among the 5 functions of peer support from online communities, emotional support and emotional expression were similar to the peer support provided by face-to-face support groups [24]. These were also defined as group cohesiveness and catharsis in online communities [33]. Goodman [31] defined advice, insight, and universality as peer support functions, while Mishima et al [28] and Vilhauer [33] referred to helper therapy as altruism [33]. Moreover, according to Goodman, conflict is considered to be a negative form of support from peers [31].

To put it simply, we ascertained that the 5 support functions found by this survey characterized social support from peers. Additionally, both posters and lurkers were found to receive some amount of support. Social support plays an important role as a buffer for stressful events such as the diagnosis of a life-threatening disease [34]. Online communities are not just convenient for participants because they are accessible 24 hours a day from anywhere; they also act as a beneficial social support resource, even through passive participation (ie, not posting).

Among the 5 functions, insight/universality scored the highest among both posters and lurkers. Therefore, it can be said that the main function of online communities is to provide insight and universality. In our study, scores for emotional support/helper therapy and emotional expression differed significantly between posters and lurkers. So emotional support/helper therapy and emotional expression may be considered to be support that can be received by actively participating in online communities. However, lurkers received a certain amount of these support functions. It can thereby be said that lurkers can feel comforted by online communities, and that they express their emotions without posting because of the modeling effect. People can identify with others more easily by reading or hearing about experiences that are similar to their own [35]; as van Uden-Kraan et al stated [18], lurking in online communities might be seen as a form of bibliotherapy. In addition, lurkers and posters did not have significantly different scores for advice or insight/universality. These results indicate that lurkers, who participate passively, can receive a similar amount of support to that received by posters through active participation.

In this study, the more posters felt they received emotional support/helper therapy and advice, the less anxious they felt. Furthermore, the more advice lurkers gained from their peers, the less anxious they felt. Learning from others who have had similar experiences helps people control their emotions by reducing the number of future unknowns [36-38]. Because our study was cross-sectional, we cannot explain the causal relationship between them. However, theoretically, social support has a positive influence on people’s mental health. Therefore, these associations between received peer support and better mental health may imply that participants reduce their emotional conflict through peer support from online communities. As for advice, people who receive informational support can experience reduced future uncertainty, which can assuage their anxiety. Posters are considered to actively give and receive support, and their actions can positively affect their emotional status. Lurkers can be said to have simulated experiences through reading others’ exchanges in posts.

In our study, the more emotional expression lurkers—who do not express their experiences and feelings directly—received, the less anxious they felt. Iwamitsu et al [39] state that expressing negative and positive emotions appropriately could be beneficial for reducing emotional distress among breast cancer patients. Therefore, our study may partially support his opinion. We found associations between more emotional expression and less anxiety only among lurkers because the lurkers probably read the contents of the online community more carefully than the posters did. It may be easier for lurkers to gain more social modeling effects than for posters, who may not read others’ posts and only post to meet their own needs. Additionally, Silverberg [40] explained the process of bibliotherapy as knowledge about others’ experiences leading to positive outcomes through the mechanism of changes such as insight and catharsis. According to our results, the main function of online communities is to provide insight and universality. Being part of an online community could thereby have a positive effect on mental health. Previously, it was thought that only active participation in online support groups could have a positive effect on mental health [15]. However, this study reveals that online communities may have positive effects for even passive participants as well.

The age group with the most frequent occurrence of breast cancer is women in their 50s [41]. Thus, many patients play multiple roles in their families and careers. It is therefore important to let them know which social support resources can be used with few limitations in terms of time, location, and psychological burden. Moreover, it is important to inform them...
that these resources may be beneficial for their mental health, even for passive users.

Limitations

In this study, we asked for cooperation from administrators of online communities found using Google and Yahoo! Japan. Thus, the population of the study sample is considered to contain those who were already Internet users and those who were likely to seek peer support. Additionally, we could not analyze the characteristics of those who did not complete the questionnaire or those who stopped participating in an online community before the samples were recruited. This could mean that people who had a negative impression of online communities eliminated themselves from the survey. Thus, the results may be biased to indicate more positive conditions than those that actually exist. In future, we should identify the characteristics of those who stop using online communities and determine what kind of population is best suited to using this support resource.

Due to the cross-sectional nature of this study, we were unable to determine the causal relationship between received support and mental health. Therefore, it is possible that people with less initial anxiety were more likely to receive peer support. Although it is theoretically reasonable to expect that greater support leads to better health, a longitudinal study is needed to confirm such a causal relationship.

Despite these limitations, this study suggests that even lurkers, who participate passively in online communities, can gain peer support through the Internet, and that some peer support may have a positive effect on their mental health. Health care providers should therefore provide information about online communities as a support resource for patients with breast cancer.
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Abstract

Background: Efficiently finding clinical examination studies—studies that quantify the value of symptoms and signs in the diagnosis of disease—is becoming increasingly difficult. Filters developed to retrieve studies of diagnosis from Medline lack specificity because they also retrieve large numbers of studies on the diagnostic value of imaging and laboratory tests.

Objective: The objective was to develop filters for retrieving clinical examination studies from Medline.

Methods: We developed filters in a training dataset and validated them in a testing database. We created the training database by hand searching 161 journals (n = 52,636 studies). We evaluated the recall and precision of 65 candidate single-term filters in identifying studies that reported the sensitivity and specificity of symptoms or signs in the training database. To identify best combinations of these search terms, we used recursive partitioning. The best-performing filters in the training database as well as 13 previously developed filters were evaluated in a testing database (n = 431,120 studies). We also examined the impact of examining reference lists of included articles on recall.

Results: In the training database, the single-term filters with the highest recall (95%) and the highest precision (8.4%) were diagnosis[subheading] and “medical history taking”[MeSH], respectively. The multiple-term filter developed using recursive partitioning (the RP filter) had a recall of 100% and a precision of 89% in the training database. In the testing database, the Haynes-2004-Sensitive filter (recall 98%, precision 0.13%) and the RP filter (recall 89%, precision 0.52%) showed the best performance. The recall of these two filters increased to 99% and 94% respectively with review of the reference lists of the included articles.

Conclusions: Recursive partitioning appears to be a useful method of developing search filters. The empirical search filters proposed here can assist in the retrieval of clinical examination studies from Medline; however, because of the low precision of the search strategies, retrieving relevant studies remains challenging. Improving precision may require systematic changes in the tagging of articles by the National Library of Medicine.
**Introduction**

In arriving at a diagnosis, clinicians often rely on clinical examination findings (ie, information from the patient’s history and/or physical examination) [1-3]. Therefore, easy availability of results from clinical examination studies can greatly influence medical care. The number of studies published per year that focus on clinical examination has more than tripled since 1980. As this literature multiplies, the task of reliably and simply identifying sound studies is becoming increasingly challenging.

In many areas of medicine, filters have been developed to facilitate the search for relevant articles. Filters are pretested search strategies that help identify studies of a certain type from among all the other studies in Medline. Search filters that are optimized for the retrieval of studies of diagnosis, therapy, and clinical prediction rules are available [4-6]. These filters are routinely used by both clinicians (eg, PubMed Clinical Queries [4]) and systematic reviewers (eg, Cochrane Highly Sensitive Search Strategy for therapy articles [7]). No published filters, however, have been developed to facilitate the search for studies of clinical examination [8]. A clinical examination filter may be useful to clinicians and authors of systematic reviews. Clinicians need to identify sound clinical examination articles in a timely fashion so that they can effectively care for their patients. With the commencement of Cochrane reviews of Diagnostic Test Accuracy [9], which will include reviews of clinical examination, there is a growing need for filters optimized for the retrieval of clinical examination studies.

The goal of this study was to develop and evaluate Medline filters that could facilitate retrieval of clinical examination studies.

**Methods**

**Overview**

The training and testing of the filters entailed 8 steps: (1) development of a training database, (2) identification of candidate single-term filters, (3) identification of single-term filters with the best performance in the training database, (4) identification of the multiple-term filter with the best performance in the training database using recursive partitioning, (5) development of a testing database, (6) evaluation of the performance of filters developed in this study in the testing database, (7) evaluation of the performance of previously developed filters in the testing database, and (8) examination of the impact of reviewing reference lists of included articles on recall. We performed our research using PubMed, the United States National Library of Medicine’s public search engine for accessing Medline.

**Development of a Training Database**

We used the Clinical Hedges database, the methods of which have been previously described [10], as the starting point for this study. Briefly, the Hedges team conducted a hand search of articles published in the year 2000 in 161 prominent journals that met criteria for high quality; a total of 52,636 articles were reviewed. The team categorized articles as pertaining to diagnosis, therapy, or prognosis (among other categories) based on a priori criteria. For the project reported here, we reviewed the studies identified in the Clinical Hedges database as pertaining to diagnosis or prognosis to identify those that specifically pertained to clinical examination (n = 1347).

One investigator (author NS) initially reviewed the title and abstract (if an abstract was available) and full text, if necessary, of the 1347 studies and classified each article as a clinical examination (gold standard article) or a non–clinical examination article (Figure 1). Gold standard articles were those that met our a priori criteria for quantifying the value of the clinical examination. We only considered physical examination findings that could be elicited with commonly available props such as a stethoscope or ophthalmoscope. We included articles that reported both sensitivity and specificity for at least one symptom, sign, or a combination of signs and symptoms (Figure 1). We included multivariable diagnostic rules if they were composed of only signs or symptoms; studies describing a multivariable rule that included imaging or laboratory findings were not considered because these studies can easily be found using existing, more general filters designed for the detection of diagnostic tests. For example, the Breeese score—a validated scoring system to diagnose streptococcal pharyngitis in children—was not considered a clinical examination study because, in addition to signs and symptoms, a white blood cell count is required to calculate a total score [11]. We excluded studies of prognostic factors, that is, those focusing on the prediction of future disease (eg, prediction of mortality based on findings on admission to the intensive care unit). Articles with less than 10 patients were excluded because these studies, due to their very small sample size, cannot provide accurate estimates of sensitivity or specificity. Studies that could not be easily categorized were independently reviewed by a second reviewer (author RGB) and differences were resolved by discussion. This process resulted in 60 of 52,636 articles meeting the gold standard criteria (Figure 1).

We then recreated the Clinical Hedges dataset by entering the 161 journals in Medline and by restricting the publication year to 2000 (Figure 1). We placed the articles into two collections stored in an account at PubMed. One collection contained the articles that met our criteria for gold standard, and the other collection contained the remaining articles.
Identification of Candidate Single-Term Filters
We generated a list of 65 candidate search terms in PubMed syntax with the help of two clinicians, three reference librarians, and a thorough review of the literature. The expert searchers independently reviewed our lists of candidate terms and suggested additional terms. We used terms pertaining to clinical examination and diagnosis as well as negated terms (eg, NOT MRI). (See Multimedia Appendix 1 for a list of the search terms used.) The following PubMed syntax was used: [tw] = text word; [MeSH] = National Library of Medicine’s Medical Subject Heading; [sh] = MeSH subheading; [TIAB] = Title or abstract; [pt] = publication type; [ti] = title; du[sh] = diagnostic use MeSH subheading; noexp = do not explode (ie, do not automatically include the more specific terms beneath the MeSH term in the MeSH hierarchy).

Identification of Best-Performing Single Term Filters Using the Training Database
We evaluated each individual filter against the training database to determine its recall (proportion of the clinical examination articles that the filter detected), precision (proportion of articles retrieved that were relevant), F-measure (an overall measure combining recall and precision), “fallout” (the proportion of nonrelevant articles that were retrieved), and the number needed to read (the average number of articles the searcher will need to look at to find each relevant article) [12]. Of the clinical examination terms, 7 had a recall of greater than 25% and a fallout of less than 50%. We evaluated all possible combinations (2-term combinations, 3-term combinations, 4-term combinations, 5-term combinations, 6-term combinations, and one 7-term combination) of these 7 terms to identify the combinations with the highest recall, precision, and F-measure. We repeated this process for all possible combination of the 8 diagnosis terms with a recall of greater than 25% and a fallout of less than 50%.

Development of a Multiple-Term Filter Using Recursive Partitioning Using the Training Database
Because testing all combinations of single-term filters would have been prohibitive, we used recursive partitioning to develop the best multiple term filter (hereinafter referred to as the recursive partitioning filter) [13]. Recursive partitioning is a form of nonparametric discriminant analysis that repeatedly stratifies the group into smaller mutually exclusive subgroups according to a set of predictor variables. Apart from its efficiency, an added advantage of recursive partitioning is its ability to create filters including both Boolean terms, OR and AND. Recursive partitioning also adds the ability to vary misclassification costs (cost of a false positive vs costs of a false negative) in order to identify terms that best address the objectives of the analysis. For each of the 41 terms with a recall of greater than 25% or fallout less than 75%, we calculated the recall, precision, F-measure, and fallout against the training...
database. To decide on the first branching point in the tree, we chose the term with the lowest weighted error rate (weight based on the prevalence of clinical examination studies among all studies in the database) [13]. Once the term with the lowest error rate was found (ie, diagnosis[tw]), we created 4 new datasets in PubMed (“clinical examination” AND diagnosis[tw]; “clinical exam” NOT diagnosis[tw]; “non clinical examination” AND diagnosis[tw]; “Non clinical exam” NOT diagnosis[tw]). We then tested all remaining filters against each of these 4 new datasets and again identified terms with the lowest error rate. This allowed us to grow the recursive partitioning tree. We repeated this until the two 2x2 tables created by the split were no longer significantly different from each other ($P > .05$). Because this approach can lead to overfitting, we also required each new branch to have a recall of at least 99%.

**Establishing the Testing Database**

To develop the testing database, we used the largest collection of systematic reviews on clinical examination in the literature: The Rational Clinical Examination series in the Journal of the American Medical Association (JAMA) [14]. One author (NS) used a priori inclusion and exclusion criteria similar to those used to establish the training database to develop the testing database. We included systematic reviews that reviewed at least 10 original studies, reported sensitivity and specificity of signs or symptoms, and were published beginning in 1996 through 2006 (Figure 2). Reviews that did not pertain to clinical examination, reviews of questionnaires, reviews of multivariable diagnostic rules that included laboratory or imaging variables, and reviews of prognostic or screening tests were excluded. A total of 15 systematic reviews met all inclusion criteria.

Articles included in these 15 reviews were regarded as relevant articles (gold standard) that the filters should be able to recall. To identify nonrelevant articles we recreated the subject-specific search (eg, temporal arteritis or giant cell arteritis) using the search strategy reported in the methods section of each of the systematic reviews; articles that were retrieved by the electronic subject-specific search but that were not included in the review were regarded as nonrelevant. This allowed us to calculate the number of relevant and nonrelevant articles for each review. A total of 224 original clinical examination articles were included in these 15 systematic reviews. We excluded 7 articles that were not in Medline. One study was excluded because it was not found by the subject-specific search. In all, 28 older studies without abstracts were excluded because filters would have difficulty retrieving these studies and because contemporary studies of the clinical examination are likely to have abstracts. The resulting testing database included 188 articles that were relevant and 430,932 articles that were nonrelevant.

**Figure 2.** Flow sheet describing development of the testing database.
Evaluation of the Filters Developed in This Study

For the 3 filters with the highest recall in the training database, we calculated the recall, precision, F-measure, and the number needed to read in the testing database. The calculations were based on the cells and formulas in Table 1.

Table 1. A 2x2 table created for each systematic review and formulas used

<table>
<thead>
<tr>
<th>Detected by filter</th>
<th>Articles Included in the Systematic Review</th>
<th>Articles Not Included in the Systematic Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missed by filter</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>D</td>
</tr>
</tbody>
</table>

*a Recall = A/(A+C); Precision = A/(A+B); F-measure = 2*precision*recall/(precision + recall); Number needed to read = 1/precision; Fallout = B/(B+D) [15,16]*

Evaluation of Previously Developed Filters

The performance of 12 previously developed filters validated for retrieving articles on diagnosis [10,17-21] and 1 filter developed specifically for the clinical examination by editors of the Rational Clinical Examination series [22] was evaluated in the testing database. The filters tested are listed in Multimedia Appendix 2 and are named using the name of the first author of the publication describing the filter followed by the year of publication. If more than one filter was described in the publication, we tagged on the name used by the author to describe the various filters. For example, the label “Haynes-2004-Sensitive” refers to the filter described by Haynes et al in their 2004 publication with the highest sensitivity (ie, the filter with the highest recall). Finally, we tested whether a combination of the best filters would improve performance.

Impact of Reviewing Reference Lists on Recall

Authors of systematic reviews often examine reference lists hoping to increase recall. We examined how this strategy would complement the use of filters in the area of clinical examination. Specifically, we examined whether checking the reference lists of included articles would allow use of a filter with a lower recall. Thus, we identified articles that were missed by the 2 filters with the highest recall and checked to see if these articles were included in the reference lists of the articles not missed by these filters.

Results

Training Results

Filters with the best performance in the training database are shown in Table 2. The term diagnosis identified 95% of the clinical examination studies. The MeSH term physical examination identified only 25% of studies and was therefore not included in the table. In general, multiple-term search filters using only terms pertaining to diagnosis outperformed the filters using only clinical examination terms. Also, 3 filters had a recall of 100% (CE-high recall, Dx-high recall, RP) and two of these (Dx-high recall, RP) appeared particularly promising because of their higher precision.
Table 2. Filters with the best recall (keeping fallout less than 50%), precision (keeping recall greater than 50%) and F-measure in the training database

<table>
<thead>
<tr>
<th>Filter</th>
<th>Performance Measure</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-measure</th>
<th>NNR&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Best single-term filter</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis[subheading]</td>
<td>Best recall</td>
<td>95</td>
<td>0.35</td>
<td>0.71</td>
<td>279</td>
</tr>
<tr>
<td>Medical history taking[MeSH]</td>
<td>Best precision and F-measure</td>
<td>12</td>
<td>8.44</td>
<td>9.79</td>
<td>11.86</td>
</tr>
<tr>
<td><strong>Best multiple-term filters using only diagnosis terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis[tw] OR &quot;sensitivity and specificity&quot;[MeSH]</td>
<td>Best recall (hereinafter Dx-high recall)</td>
<td>100</td>
<td>0.52</td>
<td>1.04</td>
<td>191</td>
</tr>
<tr>
<td>Predictive value of tests[mesh] OR specificity[TIAB]</td>
<td>Best precision and F-measure (hereinafter Dx-precise)</td>
<td>67</td>
<td>1.95</td>
<td>3.78</td>
<td>51</td>
</tr>
<tr>
<td><strong>Best multiple-term filters using only clinical examination terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical*[tw] OR symptom*[tw] OR exam*[tw] OR criteria*[tw] OR tests[tw] OR test[tw]</td>
<td>Best recall (hereinafter CE-high recall)</td>
<td>100</td>
<td>0.27</td>
<td>0.53</td>
<td>377</td>
</tr>
<tr>
<td>Tests[tw] OR physical[tw]</td>
<td>Best precision and F-measure (hereinafter CE-precise)</td>
<td>62</td>
<td>0.72</td>
<td>1.43</td>
<td>138</td>
</tr>
<tr>
<td><strong>Best multiple-term filter using all terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Diagnosis[tw] AND (specific*[tw] OR clinical*[tw] OR exam*[tw]) OR &quot;sensitivity and specificity&quot;[MeSH])</td>
<td>Best overall filter from recursive partition (hereinafter RP-filter)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>100</td>
<td>0.89</td>
<td>1.76</td>
<td>113</td>
</tr>
</tbody>
</table>

<sup>a</sup> Number needed to read

<sup>b</sup> Filter developed using recursive partitioning (see “Methods” section)

The recursive partitioning tree is shown in Figure 3. When converted to Boolean language, the RP filter, in PubMed syntax, is as follows: (Diagnosis[tw] AND (specific*[tw] OR clinical*[tw] OR exam*[tw])) OR "sensitivity and specificity"[MeSH].
Figure 3. Best multiple-term filter for retrieval of articles on clinical examination (CE) developed using recursive partitioning.

Testing Results
The recall, precision, F-measure, and the number needed to read for the filters developed in this study as well as the 13 previously developed filters and combination of filters are presented in Table 3. The Haynes-2004-Sensitive filter[10] had the highest recall (98%). When considering only filters with a recall of 80%, the RP filter had the highest precision (0.26%). The Haynes-2004-Sensitive filter and the CE-high recall filter when combined using the Boolean term OR had a recall of 100% and a precision of 0.06%. Other filter combinations did not offer much of an improvement in recall compared with their individual use.
Table 3. Performance of the search filters in the testing database sorted according to recall

<table>
<thead>
<tr>
<th>Filters or Filter Combinations</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-measure</th>
<th>NNR a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Filters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haynes-2004-Sensitive [10]</td>
<td>98</td>
<td>0.13</td>
<td>0.26</td>
<td>778</td>
</tr>
<tr>
<td>Vincent-2003 [21]</td>
<td>98</td>
<td>0.09</td>
<td>0.17</td>
<td>1154</td>
</tr>
<tr>
<td>Bachmann-2002 [15]</td>
<td>96</td>
<td>0.11</td>
<td>0.22</td>
<td>906</td>
</tr>
<tr>
<td>Haynes-1994-Sensitive [19]</td>
<td>95</td>
<td>0.16</td>
<td>0.31</td>
<td>641</td>
</tr>
<tr>
<td>Dx-high recall b</td>
<td>95</td>
<td>0.12</td>
<td>0.25</td>
<td>804</td>
</tr>
<tr>
<td>Van der Weijden-1997 [20]</td>
<td>95</td>
<td>0.07</td>
<td>0.13</td>
<td>1490</td>
</tr>
<tr>
<td>CE-high recall b</td>
<td>91</td>
<td>0.08</td>
<td>0.15</td>
<td>1330</td>
</tr>
<tr>
<td>Haynes-1994-Accurate [19]</td>
<td>91</td>
<td>0.07</td>
<td>0.14</td>
<td>1431</td>
</tr>
<tr>
<td>RP-filter b</td>
<td>89</td>
<td>0.26</td>
<td>0.52</td>
<td>380</td>
</tr>
<tr>
<td>Rational Clinical exam [22]</td>
<td>73</td>
<td>0.30</td>
<td>0.61</td>
<td>328</td>
</tr>
<tr>
<td>Deville-2002 [18]</td>
<td>71</td>
<td>0.40</td>
<td>0.80</td>
<td>249</td>
</tr>
<tr>
<td>Haynes-2004-Accurate [10]</td>
<td>69</td>
<td>0.45</td>
<td>0.89</td>
<td>224</td>
</tr>
<tr>
<td>Deville-2000-Accurate [17]</td>
<td>64</td>
<td>0.64</td>
<td>1.26</td>
<td>157</td>
</tr>
<tr>
<td>Deville-2000-Sensitive [17]</td>
<td>64</td>
<td>0.60</td>
<td>1.19</td>
<td>167</td>
</tr>
<tr>
<td>Haynes-1994-Specific [19]</td>
<td>51</td>
<td>0.72</td>
<td>1.42</td>
<td>139</td>
</tr>
<tr>
<td>Haynes-2004-Specific [10]</td>
<td>36</td>
<td>1.01</td>
<td>1.97</td>
<td>99</td>
</tr>
<tr>
<td><strong>Filter combinations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haynes-2004-Sensitive [10] OR CE-high recall</td>
<td>100</td>
<td>0.06</td>
<td>0.12</td>
<td>1613</td>
</tr>
<tr>
<td>CE-high recall OR RP</td>
<td>99</td>
<td>0.06</td>
<td>0.13</td>
<td>1572</td>
</tr>
<tr>
<td>Haynes-2004-Sensitive [10] OR RP</td>
<td>98</td>
<td>0.11</td>
<td>0.22</td>
<td>890</td>
</tr>
<tr>
<td>Haynes-2004-Sensitive [10] AND RP</td>
<td>95</td>
<td>0.13</td>
<td>0.25</td>
<td>790</td>
</tr>
<tr>
<td>Haynes-2004-Sensitive [10] AND CE-high recall</td>
<td>88</td>
<td>0.19</td>
<td>0.39</td>
<td>515</td>
</tr>
</tbody>
</table>

aNNR = number needed to read
bThe three filters with highest recall in the training database

Impact of Reviewing Reference Lists

Overall, 4 of 188 relevant articles were missed by the Haynes-2004-Sensitive search strategy, and, of these, 2 were retrieved by reviewing the reference lists of the articles not missed by this strategy (increasing recall from 98% to 99%). Of the 19 articles missed by the recursive partitioning strategy, 8 were retrieved by reviewing the reference lists of the articles not missed by this strategy (increasing recall from 89% to 94%).

Discussion

We quantified the recall and precision of filters that may be used to find articles on clinical examination in MEDLINE. While the use of recursive partitioning may increase the precision of searching, all of the strategies we tested had a very low precision of less than 2%.

Application of the Filters

For health care providers looking for information regarding the diagnostic accuracy of clinical examination findings, the RP filter appears to be the most reasonable choice. For example, let us assume that a clinician is reviewing the ability of the third heart sound to detect heart failure. To determine the posttest probability of congestive heart failure among patients with a third heart sound, the search using the RP filter in PubMed would be (gallop OR S3 OR third heart sound) AND heart failure[MeSH] AND ((Diagnosis[tw] AND (specific*[tw] OR clinical*[tw] OR exam*[tw])) OR "sensitivity and specificity"[MeSH]). As of March 2011 this search yielded 68 articles, several of which directly related to the clinician’s question. Although not studied, the physician could restrict the search to systematic reviews by adding the term “systematic[sh]”. This strategy yielded 1 relevant systematic review. While the NNRs for the filters examined reported in this study are very high (Table 3), the NNR will be considerably lower in clinical practice. The NNR, like the positive predictive value of a diagnostic test, is dependent on the prevalence of articles about physical examination. Although the proportion of physical examination studies in MEDLINE is relatively low (eg, < 0.1% in the Hedges database), when the clinician enters search terms for a disease and for the physical examination findings, the prevalence of physical examination articles

increases. As a result, the number needed to read will be substantially lower (see example above). Accordingly, it is critical that the clinician uses a well-built clinical question using the most descriptive and specific terms possible [23].

For the researcher who wants to undertake a systematic review, the Haynes-2004-Sensitive filter [10], with its 98% recall, appears to be the most reasonable choice. Nevertheless, some articles may be missed if one relies on this filter alone. Two strategies are suggested for increasing recall. One is to examine the reference list of the articles meeting criteria for inclusion. This increases the sensitivity to 99%. The other strategy is to combine the Haynes-1994 and the CE High recall filter using OR. Although this strategy had a 100% recall, its precision was very low (0.06%). Even though relying on filters alone may lead to some studies being missed [24], we feel that use of filters is appropriate, especially when it is exceedingly difficult to conduct a review without one. The filters presented here are intended to be used as part of a larger search strategy, which includes a review of reference lists, and communication with experts in the field.

### Poor Precision of Filters for Clinical Examination Studies

All of the filters we tested had a very low precision in identifying clinical examination studies. Our findings are consistent with findings published by Haynes and colleagues [19], indicating poor precision of filters developed for retrieving articles on diagnosis as compared to those developed for retrieving articles on treatment (Table 4). These observations suggest that the National Library of Medicine should create a publication type for studies that quantify sensitivity and specificity for diagnosis. Other alternative or complementary solutions may involve manually identifying and tagging studies that quantify the clinical examination (as is currently used by the Cochrane Collaboration to create a database of sound randomized controlled treatment trials, CENTRAL), collaborative filtering, or content-based filtering [25].

#### Table 4. Comparison of the performance of filters for clinical examination, diagnosis, and treatment

<table>
<thead>
<tr>
<th>Filters</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-measure</th>
<th>NNRa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical examination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haynes-2004-Sensitive [10]</td>
<td>98</td>
<td>0.13</td>
<td>0.26</td>
<td>778</td>
</tr>
<tr>
<td>Recursive partitioning</td>
<td>89</td>
<td>0.26</td>
<td>0.52</td>
<td>380</td>
</tr>
<tr>
<td><strong>Diagnosis in general</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haynes 2005 [26]b</td>
<td>99</td>
<td>9.9</td>
<td>18.0</td>
<td>10</td>
</tr>
</tbody>
</table>

aNNR = Number needed to read

bValues are for the most-sensitive multi-term filter

### Limitations

There are several limitations to our study. The Hedges database [10] contains the 161 journals whose articles were felt to have the highest scientific merit and clinical relevance. While we believe these are the journals that will most help clinicians, the results may vary when all of Medline is searched. In addition, journals published in foreign languages were not included in the Hedges database. Because some of our filters used text words, these filters may fall in performance when searching for articles that have not been translated to English or for articles without an abstract. Another limitation was in our identification of candidate search terms. Consistent with prior studies of filter development, expert searchers independently reviewed our lists of candidate terms and suggested additional terms. However, we did not quantitatively review the most frequent search terms and text words in the gold standard studies to identify candidate terms. However, when we retrospectively examined the MeSH terms that were used to index the gold standard studies in the training database, the terms not tested by us had substantially lower recall and precision than the terms we selected. Nevertheless, we believe that future studies should incorporate this method of identifying terms. Another limitation was in identification of the gold standard articles in the training database. Only one investigator initially reviewed the articles for eligibility. Future studies should utilize two investigators who independently assess each article. Finally, because of the low prevalence of clinical examination studies, the number of gold standard studies in both the training and testing databases were relatively small. Further testing of these filters in larger databases is necessary.

A surprising result is that only 25% and 20% of the clinical examination studies in the training database were coded with the MeSH terms “physical examination” and “signs and symptoms”, respectively. This current inconsistency in the assignment of these MeSH terms limits the ability of search filters on this topic.

### Implications for Future Filter Development

We present a new method for the development of multi-term filters. The use of recursive partitioning in the development of filters is novel and seems particularly well suited when there are many candidate terms. When the number of candidate terms is small, one could test all the possible combinations of terms against the dataset. This becomes prohibitive when the number...
of candidate terms is large. In contrast, using recursive partitioning, a search filter is constructed in a stepwise fashion. This method also allows for the development of filters that use both AND and OR terms and allows for the development of filters with the best combination of recall and precision.

**Conclusions**

Recursive partitioning offers an alternative method of developing filters: it not only allows for the development of filters with the best combination of recall and precision, but also for the development of filters that use both AND and OR Boolean connectors. Despite the advantages of recursive partitioning, the filters we developed for the retrieval of clinical examination studies had relatively low precision. We believe the National Library of Medicine should create a publication type for articles that quantify the sensitivity and specificity of the clinical examination. This new tag could improve retrieval of studies of clinical diagnosis.
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Abstract

Background: A synopsis of new clinical research highlights important aspects of one study in a brief structured format. When delivered as email alerts, synopses enable clinicians to become aware of new developments relevant for practice. Once read, a synopsis can become a known item of clinical information. In time-pressured situations, remembering a known item may facilitate information retrieval by the clinician. However, exactly how synopses first delivered as email alerts influence retrieval at some later time is not known.

Objectives: We examined searches for clinical information in which a synopsis previously read as an email alert was retrieved (defined as a dyad). Our study objectives were to (1) examine whether family physicians retrieved synopses they previously read as email alerts and then to (2) explore whether family physicians purposefully retrieved these synopses.

Methods: We conducted a mixed-methods study in which a qualitative multiple case study explored the retrieval of email alerts within a prospective longitudinal cohort of practicing family physicians. Reading of research-based synopses was tracked in two contexts: (1) push, meaning to read on email and (2) pull, meaning to read after retrieval from one electronic knowledge resource. Dyads, defined as synopses first read as email alerts and subsequently retrieved in a search of a knowledge resource, were prospectively identified. Participants were interviewed about all of their dyads. Outcomes were the total number of dyads and their type.

Results: Over a period of 341 days, 194 unique synopses delivered to 41 participants resulted in 4937 synopsis readings. In all, 1205 synopses were retrieved over an average of 320 days. Of the 1205 retrieved synopses, 21 (1.7%) were dyads made by 17 family physicians. Of the 1205 retrieved synopses, 6 (0.5%) were known item type dyads. However, dyads also occurred serendipitously.

Conclusion: In the single knowledge resource we studied, email alerts containing research-based synopses were rarely retrieved. Our findings help us to better understand the effect of push on pull and to improve the integration of research-based information within electronic resources for clinicians.

(J Med Internet Res 2011;13(4):e101) doi:10.2196/jmir.1683
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Introduction

The environment of primary care medicine severely limits time for searches of clinical information. At the point of care, and given the time required for searches, using electronic knowledge resources during the consultation is perceived to be a complex task [1]. Away from the point of care, keeping up with the literature involves selecting and interpreting relevant clinical research, which is far from trivial.

Reading synopses of new clinical research delivered as email alerts allows clinicians to become aware of new developments relevant for practice [2-4]. A synopsis consists of important aspects of a research study presented in a brief structured format that allows for quick reading (see Figure 1). These synopses are often emailed on a daily or weekly basis [5]. To facilitate retrieval of synopses first delivered as email alerts, some electronic knowledge resources make these synopses available within searchable databases [6]. One example of such integration is Essential Evidence Plus featuring POEMs (patient-oriented evidence that matters) [7].

Our literature review of email alerts in clinical practice found only five evaluation studies in the health sciences [8-12]. Citation tracking of these papers and a subsequent literature search resulted in one study. This study demonstrated that email to adults from rural counties containing short updates of new content on a nutrition website increased usage of that website [13]. Outside of medicine, marketing research and business literature have long noted the ability of targeted and personalized email to increase traffic to websites, increase sales and revenue, and create an interactive relationship with the recipient [14-16]. In information science, the concept of known items and known-item searching has been explored since the early 1980s. It has been demonstrated that users of online library catalogs are more likely to be successful when searching for a known item as opposed to a more general subject search [17].

Previously, we have proposed a “push-pull” conceptual framework [18]. In this framework, it is assumed the push of clinical information will stimulate pull through the retrieval of objects of pushed information. In medicine, one study has examined the effect of push on pull [10]. In a cluster randomized trial of McMaster PLUS software, 203 physicians used either a full-serve version (that included email alerts to new articles and a cumulative database of email alerts) or a self-serve version that included the database and a passive guide to evidence-based literature. On average, physicians receiving the full-serve version made 0.77 more log-ins per month. How email alerts modestly increased log-ins to McMaster PLUS software was not reported. Thus, we do not know how push may influence pull in terms of retrieval of objects of pushed information.

Given the demands of practice and the limits of human memory, we assumed clinicians would occasionally need to retrieve information they had previously read as an email alert. Once read, email alerts can become known items of information. A search for a known item may include the author, the title, the subject, or a combination of these and other information [19]. If the push of synopses led to the creation of known items, retrieval of this information would be facilitated, helping to meet the demands of clinical practice in time-pressured situations. In addition, knowing about a synopsis might overcome one of the most common reasons given by physicians for not pursuing a clinical question—doubt about the existence of relevant information [20]. Therefore, we conducted a study of how the push of synopses of clinical research can lead to their subsequent retrieval by family physicians. We did this by prospectively identifying push-pull events operationalized as dyads. A dyad was defined as an occurrence of a family physician retrieving a synopsis from a knowledge resource when that synopsis had been read previously as an email alert.

Our study objectives were to (1) examine the retrieval of synopses from a knowledge resource among family physicians reading synopses as email alerts and then (2) using brief interviews, explore whether family physicians purposefully retrieved synopses that had been previously read as email alerts.
Methods

Study Design and Participants

A mixed-methods study was conducted using a validation design [21]. A qualitative multiple case study explored results from a prospective longitudinal cohort. We chose an exploratory naturalistic approach given that we did not know either the frequency or the variety of reasons why physicians retrieve synopses they previously read as email alerts. From 9 of 10 provinces, 41 family physicians consented to participate. Of these, 36 were certificants of the College of Family Physicians of Canada (CFPC). There were 24 men and 17 women ranging in age from 28 to 70 years (median 44 years). In addition, of these 41 family physicians, 28 (68%) had a faculty appointment, and all were in active practice. With respect to their main patient setting, 1 family physician had no Internet access, 37 (90%) reported having high-speed access, and 3 did not know what type of connection they had. In terms of computer self-efficacy, 8 (20%) rated their level of skill as advanced, 32 (78%) as intermediate, and 1 as beginner. Early on, 1 participant dropped out of the study before retrieving any synopses. The study protocol was approved by the McGill University Faculty of Medicine Institutional Review Board.

Quantitative Methods With Respect to Objective 1: Do Family Physicians Retrieve Synopses They Previously Read as Email Alerts?

Data Collection

We maintained two separate websites (push and pull). Using a method described elsewhere, we pushed titles of newly released POEMs, hereafter referred to as synopses, to participants by email on weekdays beginning January 7, 2008 [12]. Participants only read synopses they wished to read after clicking on a link in the email message. Ratings of these emailed synopses were also collected at our push website. Ratings were made using the Information Assessment Method (IAM) (described below), and participants earned continuing education credits for this activity, which has been accredited in Canada since 2006. This method, IAM, is a product of our funded research program [22].
To enable and track retrieval of these synopses, each participant received a handheld computer, that is, a personal digital assistant (PDA) or Smartphone containing Essential Evidence Plus. We performed the initial software installation so the device was ready to go on delivery. We specifically chose the PDA for several reasons. First, as a single-user device, a PDA facilitates data collection by attributing information hits to one user. Second, many family physicians are willing to use PDA software for addressing questions arising in their practice. While all participants were offered the HTC Touch Smartphone, 17 chose a PDA with no phone, the hp iPAQ 110. All devices ran the Windows Mobile 6 operating system and were Wi-Fi enabled. However, no data plan was provided and PDA software was used offline.

On each PDA, IAM integrated with Essential Evidence Plus to track all opened information hits as well as the date and time of each search. Using a checklist of seven reasons, IAM prompted each participant to report the reason for their search. IAM then asked the participant to rate the retrieved information in relation to three constructs: (1) situational relevance, (2) cognitive impact, and (3) use of the retrieved information for a specific patient. Figure 2 shows screen shots from the IAM questionnaire and their corresponding constructs. Participants were trained to use Essential Evidence Plus, and their IAM ratings were transferred to our pull website when their PDA synced with their personal computer (PC). Participants entered the study from November 2007 through May 2008. Each participant had a unique start date defined by the date of their first rated search. Data collection ended in March 2009.

**Figure 2.** Questionnaire from Information Assessment Method (IAM) linked to one search in Essential Evidence Plus.

---

**Data Analysis**

With respect to our first objective, the reading of synopses was tracked in push and pull. Each read synopsis was date and time stamped and attributed to a specific participant. All retrieved synopses previously read as an email alert were classified as dyads, regardless of whether that synopsis was rated. We calculated the number of dyads in total and by participant as well as the time to their occurrence based on the date the synopsis was first read on email.

**Qualitative Methods With Respect to Objective 2: Do Family Physicians Purposefully Retrieve Synopses Previously Read on Email**

**Data Collection**

With respect to our second objective, each dyad was a case. On a weekly basis, push and pull databases were merged to identify dyad occurrences. When a dyad was identified, an interview was scheduled and conducted by author JLL. Interviews were recorded on audiotape and transcribed verbatim. Brief semistructured telephone interviews (lasting 16 minutes on
average) were conducted from March 2008 through February 2009. The average time from dyad occurrence to interview was 31 days (range 4-110 days). A longer time to interview was explained by a number of factors, such as delays in synchronizing the handheld computer for data transfer.

Even though we had the dyad concept in mind, interviews were exploratory and began with an open-ended screening question, “Do you remember why you retrieved this POEM?” The purpose of these questions was to identify dyad-related searches that were clearly remembered. This exploratory approach also allowed us to uncover other reasons why a dyad occurred. If the physician’s memory of the reason for searching was unclear, the interview ended.

Guided by their personal portfolio of synopsis ratings (quantitative data), which served to remind the participant of the context around the retrieval of specific synopses, interviewees recounted their story around the search. The interview focused on (1) why the search was done, (2) the cognitive impact of information they retrieved, and (3) any application of that information for a specific patient. They were also questioned about perceived patient outcomes. (Our interview guide is available on request.)

**Data Analysis**

We defined the concept of known items in line with Allen’s description in which a user is trying to find an item previously read [24]. Qualitative data consisted of synopses that were read, documents (interviewees’ portfolios including ratings and free-text comments on synopses), field notes, and interview transcripts. A thematic analysis was conducted [25]. Text files of transcribed interviews were imported into specialized software (NVivo7, QSR International, Victoria, Australia).

Extracts of interviews were assigned by two of the authors (PP and J JL) to emerging themes as suggested by the data. Based on these themes, initially there were three types of dyad: (1) known item, (2) serendipitous, and (3) critical thinking. After group discussion, initial dyad types were refined and organized into two categories (purposeful and serendipitous), each with two subcategories (1a) purposeful, known item, (1b) purposeful, critical thinking, (2a) serendipitous, recognized when reread, and (2b) serendipitous, not recognized when reread. The difference between purposeful and serendipitous information retrieval can be described as follows. In contrast to purposeful retrieval, in a serendipitous encounter the user finds information not by intention and the existence or location of information is unexpected [26,27].

For each dyad, five researchers independently assigned interview extracts to dyad types as suggested by the data. These assignments consisted of an iterative process until consensual understanding was achieved. Disagreements were resolved by discussion during consensus meetings.

**Results**

**Quantitative Results With Respect to Objective 1**

In the push component, participants had the opportunity to read and rate 194 synopses delivered from January 7, 2008, through December 12, 2008 (or 7814 total opportunities). In this 341-day time window, we documented 4937/7814 (63%) synopsis readings and 4548/7814 (58%) synopsis ratings. On average, 111 synopses were rated per participant (range 11 to 189 ratings). No cognitive impact was reported in 1018 synopsis ratings, while 3530 synopsis ratings contained one or more types of cognitive impact. These ratings are summarized in Table 1.

![Table 1. Push: Reports of cognitive impact by type](http://www.jmir.org/2011/4/e101/)

<table>
<thead>
<tr>
<th>Type of cognitive impact*</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>I learned something new.</td>
<td>2543</td>
</tr>
<tr>
<td>I was reassured.</td>
<td>1637</td>
</tr>
<tr>
<td>I am motivated to learn more.</td>
<td>1570</td>
</tr>
<tr>
<td>This information confirmed I did (will do) the right thing.</td>
<td>1419</td>
</tr>
<tr>
<td>This information had no impact at all on me or my practice.</td>
<td>1018</td>
</tr>
<tr>
<td>I am reminded of something I already knew.</td>
<td>942</td>
</tr>
<tr>
<td>My practice was (will be) changed and improved.</td>
<td>922</td>
</tr>
<tr>
<td>I am dissatisfied, as there is a problem with this information.</td>
<td>258</td>
</tr>
<tr>
<td>I am dissatisfied, as this information has no impact on my practice.</td>
<td>126</td>
</tr>
<tr>
<td>I think this information is potentially harmful.</td>
<td>65</td>
</tr>
<tr>
<td>I disagree with this information.</td>
<td>37</td>
</tr>
</tbody>
</table>

*More than one type of cognitive impact could be reported for each synopsis.

In the pull component, searches were tracked over a mean of 320 days of follow-up (range 43 to 428 days). We documented 2170 searches in Essential Evidence Plus, and in these searches, 1205 synopses were retrieved. Participants’ reasons for searching are reported in Table 2.
Table 2. Participants’ reasons for searches for clinical information

<table>
<thead>
<tr>
<th>Reason for searching</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address a clinical question, problem, or decision about a specific patient</td>
<td>1310</td>
</tr>
<tr>
<td>Look up something I had forgotten</td>
<td>672</td>
</tr>
<tr>
<td>Share information with a patient/caregiver</td>
<td>624</td>
</tr>
<tr>
<td>Exchange information with other health professionals</td>
<td>520</td>
</tr>
<tr>
<td>Search in general or for curiosity</td>
<td>496</td>
</tr>
<tr>
<td>Fulfill an educational or research objective</td>
<td>434</td>
</tr>
<tr>
<td>Plan, manage, coordinate, delegate, or monitor tasks with other health professionals</td>
<td>197</td>
</tr>
</tbody>
</table>

*aMore than one reason could be reported per search.

Figure 3. Number of dyads in the context of synopses read in push and subsequently retrieved. Where dyad signifies one participant retrieving one synopsis he or she previously read on email.

Of the 1205, 21 (1.7%) retrieved synopses were dyads made by 17 participants. Of these, 13 participants made 1 dyad, 3 participants were responsible for 2 dyads each, and 1 participant made 3.

Qualitative Findings With Respect to Objective 2

All 17 participants were interviewed about their dyads, a detailed example of which is presented as Multimedia Appendix 1. Of the 17 participants, one did not clearly remember the dyad.

Purposeful, Known Item Dyads

Of 21 dyads, 6 (28%) were concordant with the known item type of dyad, defined as a search for one synopsis previously read on email. By way of illustration, a participant read and rated a synopsis entitled “Single dose of honey effective for cough in kids” and stated:

*I wanted to have a copy...for teaching purposes....Well I knew it existed [the synopsis]. When I first read it, I did not write where the article was from to be able to retrieve it. So I had to retrieve it to find which journal it was in.*

This extract was interpreted as a known item since the synopsis was retrieved by the participant on purpose because they knew it existed.

Purposeful, Critical Thinking Dyads

Of 21 dyads, 4 (19%) were concordant with the critical thinking type of dyad, defined as a subject search triggered by the content of one pushed synopsis leading to retrieval of other information including that synopsis. In line with Mitchell et al, critical thinking refers to questioning the credibility of clinical information—that is, the accuracy or trustworthiness of clinical information [28]. For example, a participant read one synopsis entitled “Liquid-based equals conventional cervical cytology” and stated:

*I read that synopsis, and I was very surprised. So I went looking for more information on Pap smears, how accurate they were and more evidence-based*
Serendipitous Dyads, Recognized When Reread

Of 21 dyads, 3 (14%) were concordant with our proposed subcategory, serendipitous dyad, recognized when reread. This subcategory is defined as a synopsis retrieved during a subject search on a related topic and clearly recognized when reread. For example, a participant read a synopsis entitled “OCs not associated with overall cancer risks” and stated:

I did a search on the oral contraceptive pill….It was an educational sort of thing I wanted to do for myself...A case came up in the office about birth control....At the time I had forgotten that I had read it [the synopsis]....Then, when I actually read it, I recognized it was something I had read previously.

Serendipitous Dyads, Not Recognized at All

Of 21 dyads, 7 (33%) were concordant with our proposed serendipitous dyad, not recognized at all, defined as a synopsis retrieved in a subject search on a related topic but not clearly recognized when reread or not recognized at all. By way of illustration, a participant read a synopsis entitled “Breastfeeding does not decrease asthma/allergy” and stated:

I was actually looking for some information because I did have a patient who asked me about breastfeeding and allergy.... No, I don’t remember [having previously read this synopsis on email].

Findings From Mixing Quantitative and Qualitative Data

Critical thinking dyads are unique in so far as they occurred on the same day that the emailed synopsis was read. No pattern is apparent with respect to the timing of the other dyad types, as shown in Table 3.

Table 3. Number of dyads by type and time of occurrence

<table>
<thead>
<tr>
<th>Type of Dyad</th>
<th>Time Interval Between Reading in Push and Pull (Days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purposeful dyads, known item (n = 6)</td>
<td>0 to 323</td>
</tr>
<tr>
<td>Purposeful dyads, critical thinking (n = 3)</td>
<td>Same day</td>
</tr>
<tr>
<td>Serendipitous dyads, recognized when reread (n = 3)</td>
<td>22 to 87</td>
</tr>
<tr>
<td>Serendipitous dyads, not recognized when reread (n = 5)</td>
<td>19 to 317</td>
</tr>
<tr>
<td>Excluded dyad, forgotten (n = 1)</td>
<td>106</td>
</tr>
</tbody>
</table>

Discussion

In clinical medicine, how the push of synopses of clinical research leads to their retrieval is examined in this study. In two situations (known item and critical thinking), family physicians purposefully retrieved a synopsis they had previously read as email. Although the combination of quantitative results and qualitative findings suggests dyads are rare events representing a very small proportion of retrieved information, their occurrence supports our push-pull framework. The rarity of dyads arises from a range of contributing factors outlined in the flow diagram shown in Figure 4.

The value of linking the push with the pull of research-based information for practice has been proposed [29-31]. However, our literature review and findings from this study reveal that push and pull are largely treated as separate but important processes. This separation of push and pull can paradoxically complicate the use of clinical information in practice. For example, within a typical primary care patient visit, a known-item search for a synopsis about the dose of metformin for prevention of type 2 diabetes yields such a large set of results that the clinician cannot locate the “needle in the haystack.”

Our findings suggest a need for a simple method to permit physicians to label a synopsis as a favorite. This would facilitate the creation of user-specific subsets of favorite synopses. Searches for known items within these subsets would be less time consuming and more successful than searching an entire database. In at least one clinical resource, users can presently save synopses delivered as email alerts in a favorites list [32]. Built over years of training and experience, physician memory of clinical information is a critical aspect of any search for known items. In addition to brief reading of clinical information, interactions with colleagues, local opinion leaders, and pharmaceutical representatives are experiences shared by many physicians. In theory, a time-pressured physician needs an efficient search strategy such as known-item searching. However, the capacity to conduct known-item searching is dependent on long-term memory of a specific object of information. Long-term memory can be roughly divided into episodic, semantic, and procedural memory [33]. Semantic memory is the memory of our general knowledge about the world and includes remembering specific information such as facts derived from reading text. When looking for information, semantic memory is called upon for known items of information such as synopses read on email. However, a single exposure to one synopsis on email is a small stimulus to memory, especially as each new day brings the delivery of one new synopsis. Thus, over time, factual knowledge derived from brief reading of email alerts of synopses may be simply forgotten. In related work on cognitive processing and memory, we found the ability of family physicians to remember synopses they previously read declined over time [34]. Future research should strive to help

us better understand if the low level of dyads we observed in this study is related to memory, search skills, limitations of push technology, search engine design [35], or simply low demand for clinical information about problems rarely encountered in primary care practice.

**Figure 4.** Influence of push on pull: Why dyads are so rare.

```
Push: An email alert containing a synopsis of clinical information is read

- Relevant for practice? [Yes/No]
  - Yes: Information used or intention to use but information is not retained in memory
    - Information used immediately in practice and retained in memory-no need for search at later date-**No dyad possible**
    - Time passes and an information need is triggered
      - No information need-No need to search within the timeframe of the study -**No dyad possible**
      - Yes: No memory of information-Doubt about the existence of relevant information-No search-**No dyad possible**
  - No: Information not relevant for practice and discarded-**No dyad possible**

Pull: Search for additional information

- Pull: Search for information
  - Retrieved from database
    - Yes: Correct search terms/search engine design not optimized-**No dyad possible**
    - No: Too many hits to scan-Information not recognized-**No dyad possible**

Type 1: Known item dyad
Type 2: Critical thinking dyad
Type 3: Serendipitous dyad
```
Limitations

Our work faced sociotechnical limitations. For example, we could not track failed known-item searches or events where participants retrieved a known synopsis from a database other than Essential Evidence Plus on their PDA. In other work, we interviewed physicians who rated synopses they received on email, similar to the push component of this study. In our other work, we found that of 46 physicians, 8 (17%) said they retrieved synopses as archived email, 3 (7%) said they used a database other than Essential Evidence Plus for retrieving synopses, while 1 (2%) printed synopses for rereading [36]. In the current study, some participants reported technical problems with their PDA, making it likely that searches for synopses were occasionally done at a PC workstation rather than on their PDA. Searches done at a PC workstation could not be tracked [37]. All of these factors reduced our ability to document the occurrence of dyads.

On the other hand, two-thirds of our study cohort were family physicians involved in teaching students or residents. Thus, unlike other studies that excluded academic physicians [38], our data were obtained from a select group who were motivated to read and retrieve synopses for teaching or rhetorical purposes. The motivation to read synopses on email and to search for synopses in one handheld knowledge resource in the context of a research study likely increased the frequency of occurrence of dyads. For some participants, rating a POEM may have enhanced memory of that POEM, and semantic memory is a prerequisite for a known item dyad. For other participants, receiving a PDA may have contributed to a Hawthorne effect that influenced the frequency of their searching.

A strength of our mixed-methods study resides in the integration of qualitative findings and quantitative data to examine the push and pull of research-based synopses. First, the quantitative component allowed us to identify rare dyads in the midst of a large number of information delivery and retrieval events. Prospective identification of dyads through careful tracking allowed us to conduct interviews guided by participants’ rating of synopses. Finally, the qualitative component provided some understanding of how participants experienced these events.

Conclusion

In conclusion, email alerts of research-based synopses were rarely retrieved. Our findings help us to better understand the effect of push on pull and to improve the integration of research-based information within electronic resources that are increasingly used by clinicians.
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Abstract

Background: An Internet mailing list may be characterized as a virtual community of practice that serves as an information hub with easy access to expert advice and opportunities for social networking. We are interested in mining messages posted to a list for dental practitioners to identify clinical topics. Once we understand the topical domain, we can study dentists’ real information needs and the nature of their shared expertise, and can avoid delivering useless content at the point of care in future informatics applications. However, a necessary first step involves developing procedures to identify messages that are worth studying given our resources for planned, labor-intensive research.

Objectives: The primary objective of this study was to develop a workflow for finding a manageable number of clinically relevant messages from a much larger corpus of messages posted to an Internet mailing list, and to demonstrate the potential usefulness of our procedures for investigators by retrieving a set of messages tailored to the research question of a qualitative research team.

Methods: We mined 14,576 messages posted to an Internet mailing list from April 2008 to May 2009. The list has about 450 subscribers, mostly dentists from North America interested in clinical practice. After extensive preprocessing, we used the Natural Language Toolkit to identify clinical phrases and keywords in the messages. Two academic dentists classified collocated phrases in an iterative, consensus-based process to describe the topics discussed by dental practitioners who subscribe to the list. We then consulted with qualitative researchers regarding their research question to develop a plan for targeted retrieval. We used selected phrases and keywords as search strings to identify clinically relevant messages and delivered the messages in a reusable database.

Results: About half of the subscribers (245/450, 54.4%) posted messages. Natural language processing (NLP) yielded 279,193 clinically relevant tokens or processed words (19% of all tokens). Of these, 2.02% (5634 unique tokens) represent the vocabulary for dental practitioners. Based on pointwise mutual information score and clinical relevance, 325 collocated phrases (eg, fistula filled obturation and herpes zoster) with 108 keywords (eg, mercury) were classified into 13 broad categories with subcategories. In the demonstration, we identified 305 relevant messages (2.1% of all messages) over 10 selected categories with instances of collocated phrases, and 299 messages (2.1%) with instances of phrases or keywords for the category systemic disease.
Conclusions: A workflow with a sequence of machine-based steps and human classification of NLP-discovered phrases can support researchers who need to identify relevant messages in a much larger corpus. Discovered phrases and keywords are useful search strings to aid targeted retrieval. We demonstrate the potential value of our procedures for qualitative researchers by retrieving a manageable set of messages concerning systemic and oral disease.

(J Med Internet Res 2011;13(4):e98) doi:10.2196/jmir.1799
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Introduction

In the United States, about 70% of dentists work in relative isolation as solo practitioners or in small groups [1]. Unfortunately, independent practitioners cannot afford to subscribe to all of the information resources readily available to dental faculty, academic researchers, and clinicians in large organizations. For example, the University of Pittsburgh’s Health Sciences Library System [2] also serves UPMC, a global health enterprise. Dentists affiliated with either of these organizations have access to more than 3800 books on general dentistry, endodontics, pediatrics, periodontics, restoration, and special care; 15 full-text electronic books on dentistry, including important core resources; and more than 75 dentistry journals, most of which are available electronically.

In contrast, independent practitioners typically meet their information needs by relying on colleagues, discussion lists, news outlets, and a few professional journals to which they subscribe [3]. Even though most dentists in the United States have access to the American Dental Association’s library by virtue of their membership, retrieval of more than the occasional full text is expensive. For example, if a member finds information in PubMed [4] not freely available in PubMed Central or an open source journal, the fee for retrieval and delivery by the library is US $7 to US $15 per article, and US $15 for one or two books, with possible late charges [5]. Fees are higher for nonmembers.

Thus, we conclude that the full panoply of important resources is inaccessible to most dentists when questions arise regarding best practice, especially at the point of care when readily available information is needed. This fact combined with dentists’ preference for first consulting peers means that online communities are potentially valuable sources of information [6-8]. Such communities could be used in the future as conduits for delivery of evidence-based information, such as updated guidelines for clinical care. As for delivery of information at the point of care, this urgent need demands informatics solutions and is the focus of a US federally funded project led by Dr. Heiko Spallek [9].

Communities of Practice

An online or e-community is sometimes characterized as a virtual community of practice (CoP) [10] because members are geographically isolated yet connected socially via the Internet. A virtual CoP can serve as an information hub with easy access to expert advice and opportunities for social networking (eg, see [11]). The rationale for considering the opinions of peers expressed online is similar in spirit to the way in which research is initiated by practitioner-investigators in practice-based research networks [1,12,13]. In both cases, the value of clinical experience is recognized.

For our purposes, we are interested in knowing which clinical topics are discussed by dentists in a CoP. To do this, we mine their asynchronous messages posted to an enduring and active online discussion list. Once we understand the topics covered in the corpus of messages, we can study dentists’ real information needs and the nature of their shared expertise, and can avoid delivering useless content to the community or at the point of care in future informatics applications.

Assisting Qualitative Researchers

To plan a labor-intensive study of information needs with its in-depth content analyses of clinical topics and emergent themes, one must carefully consider available human resources. For example, we have two academic dental researchers who can devote just a few days to coding and interpreting thematic content of messages with guidance from an experienced qualitative researcher. The problem then is how to assist qualitative researchers by finding a manageable number of clinically relevant messages that are worth studying given available resources.

If we know the typical length of messages, the time it takes to code a message regarding clinical topics and themes, and the number of hours researchers can devote to the content analyses, we can estimate the sample size (n) that will ensure the feasibility of the planned content analyses. Here, the corpus consisted of thousands of messages posted to an Internet mailing list for practicing dental professionals, primarily general dentists. We assumed that two academic dentists and one qualitative researcher could manage a few hundred messages.

In general, we considered three options for drawing the sample: (1) randomly sample n messages from the corpus, (2) restrict the interval of time in which n messages occur and select all messages within that interval, and (3) use natural language processing (NLP) to identify clinical topics and, depending on the research question, retrieve n messages with useful content.

The advantage of the first two options is that they are well known and easy to implement. A major disadvantage is that the selected messages may be irrelevant to the researchers’ interests, especially given the informal quality of messages posted online. In the present study, the purpose of the mailing list from which the corpus originated is to offer dentists a place to discuss their clinical concerns. However, many of the messages were off
topic. For example, dentists chatted about the big football game, the trip to Europe, the swimsuit issue of *Sports Illustrated*, Michael Jackson’s death, and aging parents. Although the third option is novel and more time consuming than the first two, it is in keeping with the notion that the nature of the corpus needs to be understood before messages are selected. This is because inferences depend on the selected units of analysis such as blocks of text [14]. Thus, the third option ensures the feasibility and probably the quality of content analyses by identifying a manageable number of messages relevant to the research question.

In this paper, we present a workflow for identifying and retrieving a manageable subset of relevant messages from a much larger corpus. It involves a sequence of machine-based steps along with human classification of clinical phrases discovered with NLP. We also demonstrate the value of this approach for enabling study of text messages by qualitative researchers. As an example, we describe the strategy we used to retrieve messages for a study underway that involves in-depth content analyses.

A preliminary version of this paper was presented at the 2010 Annual Symposium of the American Medical Informatics Association [15].

**Methods**

We mined the clinical content of 14,576 electronic messages posted to a fee-based discussion list during an approximate 1-year study period from April 18, 2008 to May 28, 2009. The subscribers to this global list are dental practitioners, mostly dentists from North America interested in clinical practice.

**Deidentification**

Because the origin of our corpus of messages is a private Internet mailing list, we took care to preserve confidentiality even though (1) the University of Pittsburgh Institutional Review Board approved this study as being exempt (PRO08040313), (2) the owner of the list deleted identifying information from the message headers before sharing content, (3) messages are regularly delivered to about 450 subscribers and then saved in a searchable archive, and (4) anyone interested in clinical dental care can subscribe. The number of subscribers and the ease with which one can subscribe suggest that this mailing list has a public aspect. Nevertheless, we went through several rounds of deidentification for two reasons: (1) to ensure confidentiality [16] for future data sharing, and (2) to optimize NLP by stripping out irrelevant information. We also used Google to confirm that excerpts presented in this paper are not easily retrievable.

During NLP (see below), we deleted stopwords (eg, articles and prepositions) to optimize discovery of topical content. Surprisingly, deletion of stopwords may help preserve anonymity. This idea is based on knowing that forensic researchers use stylistic properties of messages, including number and distribution of function or stopwords, to identify authors of email [17]. We also deleted any remaining names and places by using lists and a gazetteer, respectively, available in the Natural Language Toolkit (NLTK) [18].

**Preprocessing**

Mining email is challenging because of the nature of the messages [19]. For example, email can be ill formed linguistically with spelling and grammatical errors, and style can be idiosyncratic [17]. Typically, email is particularly noisy in that much of the data are irrelevant to the research question. For these reasons, processing messages is essential before clinical topics can be discovered.

Initially, we extracted the body of each message and deleted threaded responses, which is appropriate given our interest in discovering clinical topics rather than analyzing discourse. To clean the data further, we analyzed message patterns to identify recurring sources of noise (ie, data that obscure message content and meaningful frequencies in the original texts). Consequently, we deleted forwarded and quoted messages; embedded visual data such as x-ray images and photographs; virus- or spam-free notices; Microsoft Outlook notices; advertisements and footers; and signature lines. The latter often include self-promotional text.

**Natural Language Processing**

We used the open source NLTK version 2.0 with Python version 2.6 (Python Software Foundation, Wolféboro, NH, USA) to analyze preprocessed text. For readers new to NLP, the textbook *Natural Language Processing with Python* is a useful resource [18]. At the NLTK website [20], one can access the textbook, as well as download the programming language Python, optional packages, and the NLTK modules for NLP and text analytics.

Note that in this section we italicize terms that may be unfamiliar to readers.

We sorted and concatenated the messages by date to enable tracking discussion of topics over time. We also converted to lower case and selected *alphabetic tokens* (processed words or strings of letter characters) with length >3 characters. We deleted English *stopwords* (short function words such as “a” and “the”), as well as names and places. We explored the usefulness of the obtained *vocabulary* (set of unique tokens), as well as *bigrams* and *trigrams* (pairs and triples of contiguous processed words) by examining the 100 and 300 most frequent tokens and *n-grams* (bigrams and trigrams). However, these were deemed clinically uninteresting.

To find clinical content-bearing tokens (substantive words such as apolipoprotein and stenosis) and phrases, we selected tokens with length >5 and frequency >7, and then derived n-grams. The rationale for this filter is similar to one presented in the NLTK text [18] where the goal is to find words and phrases that characterize a genre. Here the genre is *email with a clinical focus written by dental practitioners*. We also created *collocated n-grams*. Collocations are contiguous tokens that occur together more often than one would expect if the tokens were probabilistically independent. We selected the top 600 collocated bigrams and trigrams (300 for each type) by computing the pointwise mutual information measure for each n-gram and then sorting.
We informally confirmed that collocations derived from the content-bearing tokens were likely to retrieve useful messages by constructing concordances for selected tokens. A concordance is a set of retrieved lines with windows of text around a token or target word. The windows allow one to explore the contexts in which a target word occurs in the corpus. To build a concordance using the NLTK [20], one specifies the window size or number of characters per line, as well as the number of lines to display. For example, we examined the concordance for lesion to preview message content. Here are two samples from its concordance:

...[t]his is almost always seen in younger patients. I'm betting this lesion is of endodontic origin. Tough case to diagnose with certainty...

...they're looking for cancer. They will NOT understand that if a lesion looks like cancer the Brush Test is not indicated. If you see a...

Classification of Phrases and Selection of Keywords

Although most of the collocations seem to characterize dentists’ clinical language, some are irrelevant. For example, here is a sample of collocations with irrelevant trigrams in italics: molecular bacterial antigens, committing stating profitable, perspective agreement lobbyists, methotrexate causative factor, inhibits demineralization enamel, driving cadillac attack, mutans streptococci presence.

Thus, two academic dentists (HS, JO) selected a subset of relevant collocated phrases, including bigrams and trigrams that could be used as search strings to retrieve messages with clinical content. Note that some n-grams overlap. By retaining overlapping n-grams, if they exist, we ensure a broader search than if we use just trigrams. (Most overlapping n-grams point to the same messages, but not always.) An example of an overlapping pair of n-grams is prescribed amoxicillin hydrocodone and amoxicillin hydrocodone.

The dentists also classified the phrases they selected by sorting them into broad categories with subcategories; this is considered an inductive approach to classification. Then they labeled the categories and subcategories. The process for both selection and classification was an iterative one involving discussion to reach consensus. The emergent classification scheme describes the clinical topics of concern to the dental practitioners who posted to the online mailing list. It likely will be useful to the qualitative researchers when they code messages for later content analyses [21].

After the phrases were classified, we identified embedded keywords (unigrams) to ensure that retrieval could be even broader, if desired. We defined a keyword as one that occurs at least twice in the full set of collocations. Each variant or closely related word counts as an occurrence. For example, plaque and plaques, as well as atherosclerosis and atherosclerotic, are variants; cardiac and myocardial are closely related. All six italicized examples can be used as search strings to find messages.

Finding Relevant Messages: A Demonstration

To demonstrate how the workflow presented in this paper can help researchers (see Figure 1), consider the following scenario. In our research center, a qualitative study investigating the information needs of dentists regarding the relationship between systemic disease and oral health is underway. Given this focus, two researchers independently selected some of the NLP-discovered phrases that we had identified and classified in this study. They reached consensus by discussion to determine the final list of phrases. Thus, they found a subset of phrases with embedded keywords in a subset of categories. We used the selected phrases and keywords as search strings to find messages relevant to their research question.

Because the content-bearing phrases were discovered in a merged file that had been considerably processed, a question arose as to what should be the maximum number of allowable characters between words in a phrase when searching cleaned messages not yet processed with NLP. In an informal assessment, we used 20 phrases across categories as search strings and found that the number of characters between any two words in a phrase ranged from 1 to 78. As a conservative estimate, we therefore chose to limit the interval to at most 100 characters. The aptness of this choice was borne out by the results (see below). Briefly, we carried out the following steps to retrieve and organize messages:

1. Create search strings based on collocations by first splitting phrases into words. Then for each phrase, recombine the words in any order with at most 100 characters between words. (We ignored order because words in discovered phrases were sometimes reordered in the messages, e.g., mutans streptococci versus streptococci mutans.)

2. Use each keyword as a search string. If a keyword appears adjacent to another keyword in a phrase, preserve the order and search for the concatenated string.

3. Match the search strings to cleaned message texts; retrieve messages with at least one matching string.

4. Sort messages into folders (directories) per category, as well as into folders by type of match (phrase or keyword). (For example, messages with at least one phrase from the category systemic disease were sorted into a folder for that category, as well as a folder for all messages with instances of clinically relevant phrases. Similarly, messages with at least one keyword match were sorted into corresponding folders.)

5. Deliver deduplicated messages in folders to the researchers. (This sorting helps them find the messages they want to analyze. Further, filenames include the date when the message was posted plus a unique database identifier, which allows tracking of change in topical discussion over time, as well as retrieval of particular messages.)

For illustration purposes, consider the excerpted messages below that can be retrieved by using the following as search strings: (1) fistula filled obturation [trigram], (2) herpes zoster [bigram], and (3) mercury [keyword]. Remember that a maximum of 100 characters is allowed between the italicized words:

1. ...If you have a tooth with an actively draining fistula (pus filled canal), do you do one visit endo if you can get a dry
canal before obturation? Or do you medicate for some time period and fill at a later date?...

2. ...patient [with] recurrent ulcers on his palate [that] follow the distribution of the greater palatine nerve... I suspect herpes zoster. Most of the time I’ve seen this it’s been unilateral, but in his case it’s always bilateral. What other Dxs [diagnoses] should I be considering...

3. ...Am I missing the point or is the issue (the real issue) with mercury not whether it causes systemic disease but rather the environmental issue of mercury in the food chain? We all (in the UK) have to have amalgam separators now but we know they’re not foolproof...
Figure 1. Workflow for finding clinically relevant messages posted to an Internet mailing list.

Global Online Discussion List
- 450 members
- Dental professionals
- Primarily from North America

1-year study period

Deliver Relevant Messages
- Manageable subset
- Sorted by topic and match
- Re-usable database

Retrieve Messages for Content Analyses
- Use NLP-derived phrases and keywords as search strings

Consult with Qualitative Researchers
- Refine research question
- Identify relevant categories (topics) and phrases

Data Cleaning
- Extract message texts
- Analyze message patterns
- Delete:
  - Forwarded and quoted messages
  - Embedded images
  - Virus- or spam-free notices
  - Outlook notices
  - Advertisements and footers
  - Signature lines

Sort messages by date

Natural Language Processing
- Tokenize
- Delete remaining names and places (gazetteer)
- Delete stopwords
- Convert to lower case
- Select alphabetic tokens
- Find content-bearing tokens and vocabulary (unique tokens)
- Select collocated bigrams and trigrams (phrases)

Describe Topical Domain
- Select clinically-relevant phrases
- Develop classification schema
- Consensus process
Results

Subscriber Participation
Just over half of the subscribers (245, or 54.4%) of the approximate total number of subscribers (N = 450) posted 14,576 messages. Of these, 21 subscribers (5% of the list) posted 7288 (50%) of the messages; 29 subscribers (6% of the list) posted 3644 (25%) of the messages; and 195 subscribers (43.3% of the list) posted the remaining 3644 (25%) of the messages (see Figure 2). Thus, 205 subscribers (45.6%) were passive (i.e., they received messages but did not otherwise contribute to the message traffic during the study interval). Note that the total number of subscribers is approximate because the list size varies somewhat over time.

Figure 2. Cumulative distribution of messages posted by dental practitioners to an online discussion list.

Natural Language Processing
The concatenated file of cleaned messages yielded 1,468,244 tokens. Initial NLP (selecting alphabetic tokens with length >3, deleting names and places, etc) reduced the number of tokens to 533,251 (36.32%).

Filtering to find clinical content-bearing tokens yielded 279,193 tokens (19.02%). For our purposes, the unique tokens in the content-bearing set (5634, or 2.02% of the content-bearing tokens) represent the dental practitioners’ vocabulary. We obtained 208,026 bigrams and 252,931 trigrams, and derived collocations. For illustration purposes, we present a handful of collocated bigrams and trigrams: osteoclastic activity, painful sequestrum, and intravenous bisphosphonates (bigrams); glucose homeostasis inflammation, irreversible pulpitis apical, and supragingival scaling prophylaxis (trigrams).

Classification of Phrases and Selection of Keywords
The classification of phrases resulted in 13 broad categories with subcategories. Table 1 presents the categories and distribution of collocated phrases and embedded keywords. The entire classification including categories and subcategories, 325 collocated phrases, and 108 embedded keywords is presented in Multimedia Appendix 1.
Table 1. Distribution of collocated phrases and keywords by category

<table>
<thead>
<tr>
<th>Category</th>
<th>n of collocated phrases&lt;sup&gt;a&lt;/sup&gt; (% of phrases)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>n of keywords&lt;sup&gt;c&lt;/sup&gt; (% of keywords)&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systemic disease</td>
<td>49 (15)</td>
<td>21 (15)</td>
</tr>
<tr>
<td>Endodontics</td>
<td>18 (6)</td>
<td>9 (6)</td>
</tr>
<tr>
<td>Orthodontics</td>
<td>8 (3)</td>
<td>3 (2)</td>
</tr>
<tr>
<td>Periodontics</td>
<td>12 (4)</td>
<td>6 (4)</td>
</tr>
<tr>
<td>Restorative dentistry</td>
<td>66 (20)</td>
<td>20 (14)</td>
</tr>
<tr>
<td>Oral and maxillofacial surgery</td>
<td>26 (8)</td>
<td>18 (13)</td>
</tr>
<tr>
<td>Other oral diseases</td>
<td>7 (2)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Radiology</td>
<td>7 (2)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Causative agent</td>
<td>20 (6)</td>
<td>9 (6)</td>
</tr>
<tr>
<td>Medication</td>
<td>36 (11)</td>
<td>19 (13)</td>
</tr>
<tr>
<td>Materials</td>
<td>44 (14)</td>
<td>17 (12)</td>
</tr>
<tr>
<td>Basic sciences</td>
<td>13 (4)</td>
<td>6 (4)</td>
</tr>
<tr>
<td>Research</td>
<td>19 (6)</td>
<td>7 (5)</td>
</tr>
<tr>
<td>Total</td>
<td>325</td>
<td>143</td>
</tr>
</tbody>
</table>

<sup>a</sup> Collocated phrases are bigrams and trigrams; selection based on pointwise mutual information score and clinical relevance.  
<sup>b</sup> Percentage of phrases computed relative to the total number of phrases and rounded.  
<sup>c</sup> Some keywords occur in more than one category. Thus, the total number of instances is greater than the number of unique keywords.  
<sup>d</sup> Percentage of keywords computed relative to the total number of instances of keywords and rounded.

Finding Relevant Messages: A Demonstration

Two academic dentists conducting a qualitative study selected a subset of phrases ($n_p = 144$) with embedded keywords ($n_{kw} = 95$) in 10 of 13 categories potentially related to their research question.

Over $k$ selected categories ($k = 1 \ldots 10$) and after deduplication, we retrieved 305 messages (range $n_k$, 1–119 messages) with 520 instances of matching phrases; 948 messages (range $n_k$, 12–343) with 1411 instances of matching keywords; and 996 messages (range $n_k$, 12–363) with 1931 instances of matching phrases or keywords (see Table 2). The number of characters between words in a phrase ranged from 0 to 75, after deleting white spaces and punctuation.

Table 2. Number of messages with phrases or keywords retrieved for content analyses by selected category

<table>
<thead>
<tr>
<th>Selected category&lt;sup&gt;a&lt;/sup&gt;</th>
<th>n of messages&lt;sup&gt;b&lt;/sup&gt; (n of phrases)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>n of messages (n of keywords)</th>
<th>n of messages (n of phrases or keywords)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systemic disease</td>
<td>119 (164)</td>
<td>284 (384)</td>
<td>299 (548)</td>
</tr>
<tr>
<td>Periodontics</td>
<td>14 (27)</td>
<td>51 (51)</td>
<td>54 (78)</td>
</tr>
<tr>
<td>Oral and maxillofacial surgery</td>
<td>36 (40)</td>
<td>106 (113)</td>
<td>106 (153)</td>
</tr>
<tr>
<td>Other oral diseases</td>
<td>17 (24)</td>
<td>44 (56)</td>
<td>48 (80)</td>
</tr>
<tr>
<td>Radiology</td>
<td>1 (1)</td>
<td>12 (12)</td>
<td>12 (13)</td>
</tr>
<tr>
<td>Causative agent</td>
<td>55 (78)</td>
<td>79 (95)</td>
<td>102 (173)</td>
</tr>
<tr>
<td>Medication</td>
<td>70 (110)</td>
<td>343 (377)</td>
<td>363 (487)</td>
</tr>
<tr>
<td>Materials</td>
<td>4 (4)</td>
<td>44 (50)</td>
<td>44 (54)</td>
</tr>
<tr>
<td>Basic sciences</td>
<td>8 (12)</td>
<td>157 (164)</td>
<td>160 (176)</td>
</tr>
<tr>
<td>Research</td>
<td>40 (60)</td>
<td>89 (109)</td>
<td>100 (169)</td>
</tr>
<tr>
<td>Total</td>
<td>305 (520)</td>
<td>948 (1411)</td>
<td>996 (1931)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Categories selected from the full set by qualitative researchers.  
<sup>b</sup> Number of messages after deduplication.  
<sup>c</sup> Collocated phrases are bigrams and trigrams; selection based on pointwise mutual information score and clinical relevance.
To interpret Table 2, consider the row for the category medication. In this category, we retrieved 70 messages with 110 matches for collocated phrases, such as *intravenous bisphosphonates* from the subcategory cancer drugs (see Multimedia Appendix 1). We also retrieved 343 messages with 377 matches for keywords, such as *proinflammatory* from the subcategory immune system. Finally, we retrieved 363 messages with 487 matches for phrases or keywords selected by the dentists in the category medication.

**Discussion**

**Summary of Main Findings**

A workflow with a sequence of machine-based steps and human classification of NLP-discovered phrases can support researchers who need to identify relevant messages in a much larger corpus. NLP-discovered phrases and keywords are useful as search strings to aid targeted retrieval. We demonstrate the feasibility of our procedures for qualitative researchers by retrieving a manageable set of messages concerning systemic and oral disease.

**Surveys Versus Textual Analysis**

The reader might wonder, “Why bother with developing this workflow to support qualitative researchers? Why not survey the members of the virtual CoP and ask them outright about their information needs?”

In the research literature, studies of information needs and barriers typically focus on clinicians and primary or ambulatory care settings. Of these, just a few studies consider dentists [3, 8, 22, 23]. So far, most of what we know is derived from survey questionnaires with items in a forced-choice format. The use of other methods is less common (eg, see [24]), even though relevant methods exist in commerce and public health. For example, marketing analysts of social media use text analytics to understand customer sentiment in unstructured text (see [25] for an accessible introduction), and researchers in infodemiology are developing mixed methods for monitoring content posted to the Internet [26, 27].

Aside from the cost of developing sound surveys with appropriate sampling plans, a serious limitation is that respondents may not accurately remember the nature of their needs for evidence-based clinical information or the contexts in which needs arise. Interesting alternatives to surveys include analysis of cultural artifacts (eg, texts, images, or videos), face-to-face interviews, and field observation [28].

The investigators on our team whose project we used to demonstrate the feasibility of our procedures elected textual analysis as a way to understand clinical messages. For them, the corpus of messages posted by practicing dentists regarding specific patients or conditions is a rich data source. Appealing aspects of the corpus include the following: (1) information needs are contextually embedded, (2) messages are written in the “natural language” of dentists, and (3) discoverable clinical topics may not be what we would find with a questionnaire.

Another reason for our team’s interest in textual analysis is that findings from a qualitative study can be compared with those from our own surveys (eg, see [23]), as well as from studies conducted by other teams. This will allow future assessment of threats to validity associated with method, and whether information derived from different sources is complementary.

**Subscriber Participation**

The very skewed distribution of subscriber participation in this study is quite similar to findings reported by Falkman et al [10], as well as Nonnecke and Preece [29]. Using the language of Wenger et al [30], Falkman and colleagues describe three groups according to their level of participation: a core group of leaders, an active group who regularly participate, and a disproportionately large group of members on the periphery. Presumably, the 5% of dental practitioners in this study who posted about half of the messages to the online discussion list were the leaders of their virtual CoP. The middle group varied considerably in their degree of participation, but they did contribute to the message traffic. Arguably, the 46% of the subscribing practitioners who never posted messages during the study interval were the peripheral group of “lurkers” or bystanders.

Interestingly, lurking on the periphery does not imply that the online community has little to offer this group. Even though passive, lurkers can still learn from core and active members who serve as information providers [10, 11, 30]. In fact, peripheral participation may be essential for the viability of a CoP [31] because lurking, even with its negative connotations, is “a form of participation that is both acceptable and beneficial to online groups” (p. 6, [29]).

The qualitative researchers in our group believe that clinical topics initiated and discussed by leaders and active members are probably of interest to members on the periphery. For one, they assume passive members read at least some of the messages delivered to them. They further assume that disaffected members will unsubscribe. To the extent that they are wrong, the topical domain that we have discovered may reflect the interests of core and active members rather than the entire CoP. Nevertheless, it seems reasonable to study this online dental community, as the pattern of participation is typical of other communities of practice and electronic discussion lists.

**Natural Language Processing**

To cope with the noisy and informal nature of email, we heavily processed the messages. In so doing, we may have inadvertently overlooked important content-bearing phrases by deriving collocations from a much-reduced set of tokens. Nevertheless, collocations are much more informative than frequent phrases [18]. The latter are usually uninteresting, at least in this context, and seem to derive from ordinary language, repeated self-promotion, and banner advertisements. Despite our best efforts, we were unable to delete all of the text-based noise.

Many of the messages include excerpts from news items, magazine articles, or research articles. These excerpts seem to have a disproportionate number of clinical phrases relative to message content written by subscribers. (Chew and Eysenbach [26] identified a similar problem when analyzing the content of posts to Twitter (“tweets”; see [32]) during the 2009 H1N1 pandemic. They cautioned that key phrases in spam and popular...

news might affect retrieval of tweets and activity over time.) Because we were unable to identify automatically all of the imported content, we analyzed the entire message after preprocessing. However, one could argue that members, especially leaders, bring in relevant text and that mining messages with imported text still leads to a reasonable set of NLP-derived phrases.

**Finding Relevant Messages: A Demonstration**

In this study, we demonstrate the potential usefulness of our procedures by retrieving a manageable set of relevant messages for qualitative researchers. Their research entails exploring dentists’ knowledge of the relationship between systemic and oral disease expressed in messages. To understand how they can work with messages sorted by category and type of match, consider the following scenario.

Assume the researchers can handle about 300 messages for labor-intensive content analyses. They could design a broad or focused study by considering the number and type of match in each category. For example, for a broad study, they could analyze the 305 messages with clinical content-bearing phrases that we retrieved for the categories they had selected (see Table 2). For a more focused study, they could elect to work with messages from just the first category, *systemic disease*, which has 299 messages with 548 instances of phrases or keywords. Alternatively, they could select messages in some other combination of categories and type of match with the constraint that the total number of messages to analyze is about 300. If they decide to add a clinician to the team or devote more time to the project, they could analyze a larger set of messages.

By sorting the messages we retrieved into the categories selected a priori by the qualitative researchers, we were able to create a useful database that encourages flexible investigation.

**Limitations**

A major limitation of this study is that we used a single source to mine electronic messages. It is possible that the NLP-discovered phrases and their subsequent classification will not generalize to other communities. In other words, the topical domain that we discovered may not describe the clinical interests of other practitioners, such as dentists who prefer to remain offline. Even if our version of the topical domain is useful, we still need to assess whether and how it changes over time. Additionally, other methods such as latent semantic analysis, sometimes referred to as latent semantic indexing [33-35], could yield a different set of topics. Finally, although we took care to reach consensus when classifying phrases, other dental researchers could have seen a different structure. Nevertheless, the limitations of any feasibility study are offset by the potential for usefulness and discovery. We believe the limitations of this study can be addressed in the future with formal evaluations that compare methods and communities.

**Future Research**

Each step in the workflow presents opportunities for further research. Nevertheless, once the system we are developing becomes reasonably efficient and robust, a cost-benefit analysis will be appropriate. For example, we could compare the labor involved and quality of retrieval for a simple random sample of messages with ad hoc keyword searches as a baseline versus our system.

Other methods to identify clinically relevant messages, such as summarization and clustering of similar summaries [19,36,37], or use of an ontology to enable retrieval (eg, see [38]) could be worthwhile. Also, discourse analysis [18] of the threaded messages could help us better understand how clinicians respond to the information needs of their peers, and whether the shared information is in keeping with the best evidence in published guidelines.

Ultimately, this program of research will help us improve knowledge transfer of useful information for the legions of dentists who practice in relative isolation.

**Acknowledgments**

We would like to thank David S. Dodell, DMD, for his help in obtaining the messages posted to the discussion list. The Pittsburgh Biomedical Informatics Training Program 5T15LM007059 partially supported this research.

**Conflicts of Interest**

None declared

**Multimedia Appendix 1**

Classification of dental phrases with keywords. A table of keywords by category is displayed at the end of the classification.
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Abstract

Background: Production of media such as patient education tools requires methods that can integrate multiple stakeholder perspectives. Existing consensus techniques are poorly suited to design of visual media, can be expensive and logistically demanding, and are subject to caveats arising from group dynamics such as participant hierarchies.

Objective: Our objective was to develop a method that enables multistakeholder tool building while averting these difficulties.

Methods: We developed a wiki-inspired method and tested this through the collaborative design of an asthma action plan (AAP). In the development stage, we developed the Web-based tool by (1) establishing AAP content and format options, (2) building a Web-based application capable of representing each content and format permutation, (3) testing this tool among stakeholders, and (4) revising this tool based on stakeholder feedback. In the wiki stage, groups of participants used the revised tool in three separate 1-week “wiki” periods during which each group collaboratively authored an AAP by making multiple online selections.

Results: In the development stage, we recruited 16 participants (9/16 male) (4 pulmonologists, 4 primary care physicians, 3 certified asthma educators, and 5 patients) for system testing. The mean System Usability Scale (SUS) score for the tool used in testing was 72.2 (SD 10.2). In the wiki stage, we recruited 41 participants (15/41 male) (9 pulmonologists, 6 primary care physicians, 5 certified asthma educators, and 21 patients) from diverse locations. The mean SUS score for the revised tool was 75.9 (SD 19.6). Users made 872, 466, and 599 successful changes to the AAP in weeks 1, 2, and 3, respectively. The site was used actively for a mean of 32.0 hours per week, of which 3.1 hours per week (9.7%) constituted synchronous multiuser use (2–4 users at the same time). Participants averaged 23 (SD 33) minutes of login time and made 7.7 (SD 15) changes to the AAP per day. Among participants, 28/35 (80%) were satisfied with the final AAP, and only 3/34 (9%) perceived interstakeholder group hierarchies.

Related Article:
Conclusion: Use of a wiki-inspired method allowed for effective collaborative design of content and format aspects of an AAP while minimizing logistical requirements, maximizing geographical representation, and mitigating hierarchical group dynamics. Our method faced unique software and hardware challenges, and raises certain questions regarding its effect on group functioning. Potential uses of our method are broad, and further studies are required.

(J Med Internet Res 2011;13(4):e108) doi:10.2196/jmir.1833
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Introduction

Objective
We sought to develop and test an innovative wiki-inspired technology to facilitate collaborative design and consensus building across multiple stakeholders. In particular, our method aims to enable multisite development of the content and format of media such as patient education tools. We developed and tested this technology through the collaborative design of an asthma self-management tool called an asthma action plan (AAP).

Background And Significance
An AAP is an individualized written plan produced by a health care professional (HCP) for a patient with asthma, for the purpose of providing education and guidelines for self-management of worsening asthma symptoms [1]. Because most AAP templates have been developed from a predominantly expert medical rather than from a primary care physician (PCP) or patient perspective [2], both AAP delivery by PCPs and AAP use by patients remains low [2,3], despite strong evidence for their benefit [1].

Development methods that integrate the perspectives of all relevant stakeholders have been shown to be more likely to yield products that are appropriate to the local context and that effectively meet the needs of end users [4]. Accordingly, stakeholder engagement in the development process is a key determinant of the implementability of products such as evidence summaries [5,6], guidelines [7], and patient tools [8]. Accordingly, we sought to develop a more readily implementable AAP through a design process that would enable inclusion of multiple stakeholders, including PCPs and patients.

The three main formal consensus techniques used in health care are the Delphi method, the nominal group technique (NGT), and the consensus development conference [9]. The Delphi method consists of questionnaires mailed serially to stakeholders, interim feedback mailed to individuals regarding group preferences, and aggregation of responses according to explicit statistical principles [9,10]. The “online Delphi” technique applies the same principles; however, participants complete questionnaires electronically and can be linked through a central computer that continually updates and displays group preferences to individual participants [10,11]. In the NGT, participants are assembled face-to-face, each records his or her ideas independently, and these ideas are listed for the group and discussed with the help of a facilitator. Individual judgments and votes are recorded and aggregated statistically to derive the group judgment. Finally, a consensus development conference consists of a moderated, unstructured meeting where evidence and ideas are presented by various interest groups or experts who are not members of the decision-making group, and the latter retire to attempt to reach consensus. Both the open and the private group discussions are chaired, and implicit methods are used to aggregate opinions [9].

These techniques present several disadvantages for development of an AAP. First, an AAP is a visual medium. Previous studies have demonstrated the advantage of incorporating human factors design elements in visual media intended for health care interventions [12]. However, existing consensus and focus group techniques are poorly suited to achieving agreement about the physical attributes (format) of visual media [9] or for novel visual media design, due to inherent difficulties in expressing aesthetic preferences and describing imagined visual characteristics verbally [4]. Second, in-person techniques have a number of practical limitations. A skilled moderator is required [13,14], and may be difficult and expensive to access [6]. Other costs include travel and accommodation for stakeholders. Planning requires organizational support, and recruitment of appropriate participants can be challenging due to conflicting schedules [5,6]. Finally, in-person techniques are subject to complex group dynamics. Participants may be pressured to agree with a group’s or a dominant individual’s viewpoint [9,15], and social hierarchies may form, favoring professionals over patients. Some individuals may not articulate their preferences due to a lack of confidence, a lack of trust in the group, or poor group management by the moderator [9,15].

We conceived of a novel wiki-inspired method to achieve both consensus and collaborative design. A wiki is a hypertext-based collaborative software that allows users not only to add content, but also to edit and alter existing content according to their preferences. Wikis have been used for collaborative writing, but not for development of visual media [16]. In medical research, wikis have been used to support the implementation of an electronic medical record system [17] and to build online catalogues of genetic codes, protein structure [18,19], medical ontology [20], and medical information [21,22]. Use of a wiki platform to ascertain and summarize the preferences of multiple users or in the design of a medical communication tool such as an AAP has not previously been reported.

Methods
We developed and tested a system that allows multiple users to collaboratively design an AAP by inputting preferences for the content and format (visual layout and design) of the AAP through a Web-based wiki-inspired platform. In order to
accurately reflect format permutations, users constructed and viewed the AAP in real time, as they navigated a series of choices in drop-down menus. All elements of the study were approved by our institutional review board.

**Development Stage**

Development occurred in 4 steps (Figure 1). First, we established content and format options to include in the system, using best evidence from medical and human factors literature, a review of 69 existing AAPs collected from around the world, and opinions from asthma and human factors experts. Second, we built a Web-based application to enable representation of each content and format permutation (for the Safari Web browser, version 5.0.4; Apple Inc, Cupertino, CA, USA). Members of the research team serially tested and revised the system. Third, the tool was tested by stakeholders to optimize content and format choices and system usability. Relevant stakeholders were asthma experts (pulmonologists), the HCPs who commonly deliver AAPs (PCPs and certified asthma educators [CAEs]), and patients with asthma. Participants were purposively sampled to reflect hospital and community practice settings. Pulmonologists, CAEs, patients, and PCPs were recruited from a quaternary care hospital (St. Michael’s Hospital, Toronto, Ontario, Canada), and PCPs and patients were recruited from community clinics within the Greater Toronto Area. Patient inclusion criteria included a self-reported physician diagnosis of asthma, ability to speak English, and adequate computer skills (as determined by a brief screening questionnaire; please see the supplementary table in Multimedia Appendix 1).

We conducted 2-hour focus group sessions for HCPs (2–4 participants each) and 2-hour individual sessions for patients. Each session was facilitated by a moderator and attended by the study coordinator and computer programmer, who undertook troubleshooting, and by 2 study investigators, who took field notes. Sessions were audio recorded and the tapes transcribed verbatim. Each session was scripted and began with a presentation providing background on AAPs and the purpose of the study, followed by a tool demonstration and a 45-minute period during which participants were asked to individually use the tool to develop a “best possible” (blank) AAP. Study investigators observed each participant and documented difficulties on a standardized case report form. Copies of each participant’s final AAP were printed and distributed to all participants. In a group debriefing session, we discussed each case report to elucidate problems and corresponding improvements, and sought feedback on system usability and choices in each menu. Participants completed an online questionnaire consisting of a series of statements with 5-point Likert scales measuring agreement, open-ended questions, and the System Usability Scale (SUS) [23]. Participants were reimbursed for their time.

Finally, 2 members of the research team independently analyzed all field notes, case reports, focus group transcripts, and online feedback. Each member generated a list of suggested changes to content and format options and usability features of the tool. We revised the tool based on these suggestions.
Figure 1. Method development process used in developing our wiki tool: (1) establish content and format options to include in the system, (2) build a Web-based application to enable representation of each content and format permutation through iterative revisions by the research team, while concurrently recruiting participants for the next stage, (3) test the tool in each stakeholder group to optimize content and format choices and system usability, (4) revise the tool based on data from the testing stage.

<table>
<thead>
<tr>
<th>Establish AAP options</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sources:</strong></td>
</tr>
<tr>
<td>Content</td>
</tr>
<tr>
<td>Format</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Develop Web-Based Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Custom build website using PHP, JavaScript, AJAX technologies</td>
</tr>
<tr>
<td>- Test and revise menu options and system usability iteratively (by research team)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Web-Based Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Moderated focus groups (health care professionals)</td>
</tr>
<tr>
<td>- Moderated one-on-one sessions (patients)</td>
</tr>
<tr>
<td>- Tool demonstration</td>
</tr>
<tr>
<td>- Tool usage</td>
</tr>
<tr>
<td>- Debriefing</td>
</tr>
<tr>
<td>- Feedback questionnaires</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Revise Web-Based Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Independently analyze field notes, incident reports, focus group transcripts, feedback questionnaires</td>
</tr>
<tr>
<td>- Generate lists of suggested content, format, usability improvements</td>
</tr>
<tr>
<td>- Combine lists</td>
</tr>
<tr>
<td>- Revise tool according to lists</td>
</tr>
</tbody>
</table>

Wiki Stage

We used this revised tool for collaborative design in a wiki environment (tool available online at http://knowledgetranslation.ca/octopus_i/login.php?access=guest). This tool was inspired by the wiki concept and was similar to conventional wikis in the following ways: Web-based; used collaboratively by multiple users; invited all users to add edits; did not require any browser add-ons for core site functions; acted as a database for creating, browsing, and searching information; allowed for nonlinear, evolving, complex, and networked text, argument, and interaction; enabled real-time webpage creation and updating (without review before modifications were accepted and displayed online); and enabled a natural selection process to guide site content [24]. However, our technology also differed from conventional wikis in the following important ways: did not make use of simplified markup language or a “wysiwyg” text editor; did not invite casual users to be part of the wiki process; constrained edits by offering predetermined options rather than “free text” editing; offered users the ability to edit visual characteristics (format) of the website itself, rather than text content exclusively; and was not powered by wiki software (we used a custom-built platform rather than the MediaWiki software). Our application was custom built on the following frameworks: jQuery, version 1.3.1 (a JavaScript library with built-in AJAX functions was used for the client-side interaction); wkpdf, version 0.2 (used for PDF generation); PHP, version 5.2 (including PEAR and MDB2) (used for server-side functionality); and MySQL, version 5.1 (used for databases; Oracle Corporation, Redwood Shores, CA, USA).

We recruited 3 groups of new users, each composed of 14 participants (3 pulmonologists, 2 PCPs, 2 CAEs, and 7 patients with asthma) sampled purposively to reflect a broad range of settings. HCPs were recruited from hospitals and community clinics in Canada, from hospitals in the United States and Australia, from a Canadian AAP workshop, and through the
Ontario Lung Association. Patients were recruited from hospitals and community clinics within the Greater Toronto Area and through the Asthma Society of Canada. Patients required a self-reported physician diagnosis of asthma, and all participants had to fulfill the requirements listed in the supplementary table in Multimedia Appendix 1 as well as the following: (1) access to high-speed Internet at work or at home, (2) average weekly Internet use at work or home of ≥4 hours, and (3) minimum once-weekly use of at least three of the following applications: email, Internet Explorer, Mozilla Firefox, Apple Safari, Microsoft Word, Microsoft Excel, Microsoft PowerPoint, or Adobe PDF.

We conducted orientation sessions 1 week before the start of each wiki session, summarizing AAPs, the study’s purpose, and the system’s functions. HCPs received this orientation through a 1-hour moderated Livestream webinar (Livestream, New York NY, USA) and patients through moderated face-to-face group sessions (2–4 participants each). Each user was asked to download Safari and to confirm the tool’s function on his or her computer before these sessions.

Each 14-participant group was given a 1-week period to collaboratively author a single AAP. Participants collaborated through the site’s wiki function, whereby any member could alter online choices made previously by other members. Participants received daily reminders to use the tool. The tool included a log of previously made choices, a chat room for online discussions, and comment fields attached to each choice, enabling members to propose supporting arguments for their choices. In the event of an “edit war” [16], defined as 14 serial changes to a single menu option made by 2 participants over a 48-hour period, the tool automatically triggered an online vote of all group members. The result from this vote would determine the option choice. Users had 24-hour access to the site and to technical support through email and telephone.

At the end of each 1-week period, participants received their group’s final AAP and completed an online questionnaire measuring perceptions of the tool, the wiki process, and the AAP. We documented logistical and technical difficulties associated with the technology and analyzed tool usage. We used expert opinion to define the following criteria for a successful wiki process: (1) high usage rates (a mean of ≥10 minutes of active logged-in time per user per day), (2) positive measures of usability (a higher mean SUS score than in the development stage, and a mean SUS score ≥72.5, corresponding to “good” or better usability) [25], and (3) high user satisfaction with the final product (a decreasing trend for changes made through the week-long process, and ≥75% user agreement with questionnaire statements relating to satisfaction with the final AAP).

Results

Development Stage

For testing, we recruited 16 participants (9/16 male) (4 pulmonologists, 4 PCPs, 3 CAEs, and 5 patients). Of the 16 participants, 7 (44%) were between 30 and 39, 4 (25%) were between 40 and 49, 4 were (25%) between 50 and 59, and 1 (6%) was ≥60 years of age. Of the 5 patients, 1 (20%) had a high school education, 1 (20%) had a college or trade school education, and 3 (60%) had a university education. The mean SUS was 72.2 (SD 10.2): 75.0 (SD 8.16) for pulmonologists; 76.2 (SD 11.1) for PCPs; 66.7 (SD 5.77) for CAEs; and 70.0 (SD 13.5) for patients (scores for the SUS can range from 0 to 100). We made several significant usability-related changes to the system on the basis of feedback received in the focus groups and interviews in the development stage. Table 1 presents user comments and corresponding revisions.
Of the 42 target participants, 5 (12%) reported reasons for after training; and 1 did not log in despite technical assistance. Safari due to university firewalls; 1 did not register for the site Livestream due to university firewalls (1); 2 could not download emergency (1), sudden illness (1), and inability to access Of the 42 target participants, 7 (17%) did not participate in the Participation perceptions in the wiki stage. focused on participation, system access, system usage, and user education, and 9 (43%) had a university education. Our analysis education, 10 (48%) had a college or trade school level ≥60 years of age. Of the 21 patients, 2 (10%) had a high school Among 39 participants whose age was available, 3 (8%) were <30, 10 (26%) were between 30 and 39, 14 (36%) were between 40 and 49, 9 (23%) were between 50 and 59, and 3 (8%) were ≥60 years of age. Of the 21 patients, 2 (10%) had a high school education, 10 (48%) had a college or trade school level education, and 9 (43%) had a university education. Our analysis focused on participation, system access, system usage, and user perceptions in the wiki stage. Participation Of the 42 target participants, 7 (17%) did not participate in the process: 3 missed the training seminar, due to a family emergency (1), sudden illness (1), and inability to access Livestream due to university firewalls (1); 2 could not download Safari due to university firewalls; 1 did not register for the site after training; and 1 did not log in despite technical assistance. Of the 42 target participants, 5 (12%) reported reasons for limited participation: 2 could not download Safari to an office computer due to firewalls but accessed the site from home; 1 had computer problems that limited participation; 1 could not download Safari to an office computer and had problems on the home computer, and 1 was hospitalized for 3 days of the 7-day wiki process. Lost and limited participants were approximately evenly distributed across wiki weeks and participant types, and all 3 wiki weeks had full-time participation from at least one of each user type. 

### System Usage

Of 347 login attempts over the 3 wiki weeks, 128 (36.9%) failed due to use of incorrect browsers. With the help of technical support personnel (mostly through email communication), all but 1 participant eventually successfully accessed the site through Safari. A total of 872, 466, and 599 successful changes to the AAP were made in wiki weeks 1, 2, and 3, respectively. Of these 1937 changes, 453 (23.4%) related to AAP format and 1484 (76.6%) to content, and no edit wars occurred. A video demonstrating the evolution of the AAP over the first wiki week is available in Multimedia Appendix 2. One PCP (week 2), and 1 pulmonologist (week 3) logged in but did not make changes to the AAP. The mean number of conversations (≥2 participants exchanging chat messages) was 8.0/week, with an average of 5.8 messages and 2.8 participants per conversation. Through comments and chats, 6 of 19 (32%) patients and 7 of 17 (41%) HCPs (total 13/36, 36%) revealed the stakeholder group to Wiki Stage

We recruited 41 participants (15/41 male) (9 pulmonologists, 6 PCPs, 5 CAEs, and 21 patients) from 16 different cities, 5 Canadian provinces (Ontario, Quebec, Manitoba, Alberta, and British Columbia), and 3 countries (Canada, United States, and Australia). Although our target was 42 participants, 1 CAE who was recruited to the second wiki week withdrew, and we were unable to successfully recruit another participant in time for that week. This CAE later successfully participated in the third wiki week.

### Participation

Of the 42 target participants, 7 (17%) did not participate in the process: 3 missed the training seminar, due to a family emergency (1), sudden illness (1), and inability to access Livestream due to university firewalls (1); 2 could not download Safari due to university firewalls; 1 did not register for the site after training; and 1 did not log in despite technical assistance. Of the 42 target participants, 5 (12%) reported reasons for limited participation: 2 could not download Safari to an office computer due to firewalls but accessed the site from home; 1 had computer problems that limited participation; 1 could not download Safari to an office computer and had problems on the home computer, and 1 was hospitalized for 3 days of the 7-day wiki process. Lost and limited participants were approximately evenly distributed across wiki weeks and participant types, and all 3 wiki weeks had full-time participation from at least one of each user type.

### System Usage

Of 347 login attempts over the 3 wiki weeks, 128 (36.9%) failed due to use of incorrect browsers. With the help of technical support personnel (mostly through email communication), all but 1 participant eventually successfully accessed the site through Safari. A total of 872, 466, and 599 successful changes to the AAP were made in wiki weeks 1, 2, and 3, respectively. Of these 1937 changes, 453 (23.4%) related to AAP format and 1484 (76.6%) to content, and no edit wars occurred. A video demonstrating the evolution of the AAP over the first wiki week is available in Multimedia Appendix 2. One PCP (week 2), and 1 pulmonologist (week 3) logged in but did not make changes to the AAP. The mean number of conversations (≥2 participants exchanging chat messages) was 8.0/week, with an average of 5.8 messages and 2.8 participants per conversation. Through comments and chats, 6 of 19 (32%) patients and 7 of 17 (41%) HCPs (total 13/36, 36%) revealed the stakeholder group to which they belonged. The site was used actively for a mean of

### Usability comments and corresponding improvements to the wiki-based asthma action plan (AAP) development system

<table>
<thead>
<tr>
<th>Difficulty/criticism</th>
<th>Change made to system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users ran out of space to add items to the AAP without realizing it</td>
<td>Added a pop-up warning for users when space was exceeded</td>
</tr>
<tr>
<td>Users felt that their ability to experiment with different 3- vs 4-zone formats and a 1- vs 2-step yellow zone was limited by the fact that information added to the extra zone/step was lost if they switched formats</td>
<td>Reprogrammed the system such that items last contained in the orange zone or second step of the yellow zone would reappear if the zone/step was added back after having been removed</td>
</tr>
<tr>
<td>Users did not realize when a menu had ended and when to move to the next menu</td>
<td>Added a statement at the end of each menu section indicating that it is complete and directing users to the next appropriate section</td>
</tr>
<tr>
<td>Users did not find the use of arrows intuitive for opening and closing menus</td>
<td>Arrows were changed to “+” and “−” signs used in conventional Windows navigation</td>
</tr>
<tr>
<td>Users did not realize that choosing options in certain menus would automatically open further submenus containing phrases to complete these (otherwise nonsensical) statements</td>
<td>The following note was added below menu titles for all menus containing any such submenus: “(note: selecting this option may produce further submenus with more options for you to choose)”</td>
</tr>
<tr>
<td>When trying to remove or alter an existing item in the AAP, users often found it difficult to find the corresponding menu</td>
<td>Added a function such that double clicking on a selection in the AAP would open up the corresponding content root menu in the menu window</td>
</tr>
<tr>
<td>Users wanted to “line up” similar items across zones and control the order of items in each zone description and instruction area</td>
<td>Added a function such that items in each of the zone description and instruction areas could be reordered by clicking and dragging directly in the AAP window</td>
</tr>
<tr>
<td>Several users did not scroll down to see all menu options when menus were opening downward (these were hidden by the menu window box and required scrolling)</td>
<td>Reprogrammed menus such that each menu could be seen rising to the top of the menu window box once expanded, displaying scrollable choices below</td>
</tr>
<tr>
<td>Users indicated that they required more screen space to view the AAP (particularly laptop users)</td>
<td>Added a function enabling users to temporarily hide menus and to click and drag the entire AAP to the center of the screen for viewing</td>
</tr>
<tr>
<td>Users preferred to have similar titles for each zone and found it cumbersome to choose these separately in each zone menu</td>
<td>Added zone title selections to the “Setup” tab, such that these choices could be made consecutively</td>
</tr>
</tbody>
</table>

### Table 1.

Usability comments and corresponding improvements to the wiki-based asthma action plan (AAP) development system
32.0 hours per week, of which 3.1 hours/week (9.7%) constituted synchronous multiuser use (2–4 users at the same time). Table 2 details the system usage data.

<table>
<thead>
<tr>
<th>Participant type</th>
<th>Pulmonologists</th>
<th>Primary care physicians</th>
<th>Certified asthma educators</th>
<th>Patients with asthma</th>
<th>All users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD) number of days logged in/week/user</td>
<td>3.1 (2.0)</td>
<td>4.4 (1.5)</td>
<td>5.2 (1.6)</td>
<td>5.3 (2.0)</td>
<td>4.7 (2.0)</td>
</tr>
<tr>
<td>Mean (SD) number of logins/week/user</td>
<td>4.4 (5.8)</td>
<td>5.8 (5.2)</td>
<td>6.4 (6.2)</td>
<td>6.7 (6.6)</td>
<td>6.1 (6.3)</td>
</tr>
<tr>
<td>Mean (SD) active logged-in time/day/user (minutes)</td>
<td>14 (24)</td>
<td>16 (23)</td>
<td>38 (50)</td>
<td>24 (31)</td>
<td>23 (33)</td>
</tr>
<tr>
<td>Mean (SD) number of changes made/day/user</td>
<td>6.3 (14)</td>
<td>6.0 (12)</td>
<td>7.2 (9.9)</td>
<td>8.8 (17)</td>
<td>7.7 (15)</td>
</tr>
<tr>
<td>Range of total number of changes made/user (in 1 week)</td>
<td>0–148</td>
<td>0–146</td>
<td>10–102</td>
<td>5–357</td>
<td>0–357</td>
</tr>
<tr>
<td>Mean (SD) number of changes made/login</td>
<td>9.9 (21)</td>
<td>7.7 (13)</td>
<td>8.0 (10)</td>
<td>9.3 (17)</td>
<td>9.0 (16)</td>
</tr>
<tr>
<td>Mean (SD) number of comments posted/user (in 1 week)</td>
<td>3.4 (3.9)</td>
<td>2.0 (2.4)</td>
<td>5.4 (10)</td>
<td>0.9 (1.8)</td>
<td>2.2 (4.5)</td>
</tr>
<tr>
<td>Mean (SD) number of chat entries/user (in 1 week)</td>
<td>3.9 (5.3)</td>
<td>5.6 (6.1)</td>
<td>8.8 (9.3)</td>
<td>4.0 (4.4)</td>
<td>5.0 (6.0)</td>
</tr>
</tbody>
</table>

The website did not have an automatic time-out feature, as we wanted to encourage users to keep it open on their desktops for periodic daily access. Given that some users remained logged on for a number of hours at a time, in order to estimate accurate “active” usage times, we truncated all logged-in times at 30 minutes after the last “activity” (including any change made, or comment or blog posted). In cases where two activities were separated by >60 minutes, we truncated logged-in times at 30 minutes after the first activity and 30 minutes before the second activity (for a maximum total “active” usage time of 60 minutes between activities).

Chat and comment features were used by 28/35 (80%) and 16/35 (46%) participants, respectively.

Temporal trends for site usage and for changes made (by user type) are shown in Figure 2 and Figure 3, respectively. In Figure 2, each bar represents the mean number of minutes that each user was logged in to the system on each day, by user type, and by day of the wiki process. In Figure 3, each bar represents the mean number of changes that each user made to the AAP on each day, by user type, and by day of the wiki process. In both figures, averages were based on all users who had access to the site, and data from all 3 wiki weeks were averaged. A similar decreasing trend for usage (Figure 4) and changes made throughout the week (Figure 5) was seen in each of the 3 wiki weeks. In Figure 4, each bar represents the mean number of minutes that each user was logged in to the system on each day, by wiki week, and by day of the wiki process. In Figure 5, each bar represents the mean number of changes that each user made to the AAP on each day, by wiki week, and by day of the wiki process. In both figures, averages were based on all users who had access to the site, and data from all participants were averaged.

The final AAP had 153 of 229 (67%) choices in common with the AAP at the end of the first day, and 108 of 229 (47%) of the choices that had been made by the end of the first day were not changed through the rest of the week. A detailed description of the final AAP will be published elsewhere (S Gupta, MSc, MD, et al, unpublished data, 2011).
Figure 2. Mean logged-in time per participant per day, by participant type (CAE = certified asthma educator; PCP = primary care physician).
Figure 3. Mean changes made to the wiki-based asthma action plan (AAP) template per participant per day, by participant type (CAE = certified asthma educator; PCP = primary care physician).
Figure 4. Mean logged-in time per participant per day, by week.
User Perceptions

Participant Likert scale responses are summarized in Figure 6, Figure 7, and Figure 8. Of 25 participants, 11 (44%) indicated that they changed their minds about one or more issue(s) based on other participants’ preferences.

Reported barriers to tool use included time constraints, difficulties with the login process, no access over work networks, and software bugs. Additional challenges included redundant choices, limited content choices, “information overload,” limited amount of space in the AAP, small size of the comment box (requiring frequent scrolling), lack of participant accountability for changes made, difficulty explaining one’s point of view through an online chat, and technical challenges understanding site functions. Reported advantages of the system included tool accessibility, broad recruitment, the wide range of available format and content options, tool responsiveness, ability to communicate with peers, and power balance between users, enabling participation by “shy” and “insecure” participants, and averting potentially unpleasant social dynamics. The mean SUS score was 75.9 (SD 19.6).
**Figure 6.** Specific features of the wiki tool and wiki process. Responses were entered on a 5-point Likert scale labeled as follows: 1, disagree; 3, neutral; and 5, agree. For the purposes of this figure, scores of 1 and 2 were considered “disagree,” and 4 and 5 were considered “agree.” Each bar demonstrates the proportion of participants with each response, for each statement. This includes 35 participants (5 certified asthma educators, 5 primary care physicians, 6 pulmonologists, and 19 patients with asthma). (AAP = asthma action plan).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>The chat room feature was useful to communicate with other participants</td>
<td>10</td>
<td>17</td>
<td>73</td>
</tr>
<tr>
<td>It was useful to have access to a log of all previous changes</td>
<td>12</td>
<td>12</td>
<td>76</td>
</tr>
<tr>
<td>I found it useful to have a “comments” field under each selection</td>
<td>6</td>
<td>19</td>
<td>75</td>
</tr>
<tr>
<td>I was able to make the format/visual changes that I wanted to</td>
<td>15</td>
<td>12</td>
<td>74</td>
</tr>
<tr>
<td>I found the logon process easy</td>
<td>11</td>
<td>6</td>
<td>83</td>
</tr>
<tr>
<td>The logon process was too time consuming</td>
<td>77</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>The tool webpage loaded and updated too slowly</td>
<td>77</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>Seven days were enough for the group to reach agreement on the AAP</td>
<td>21</td>
<td>3</td>
<td>76</td>
</tr>
<tr>
<td>I would have made more changes to the AAP had the website been open for longer</td>
<td>63</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>I used the site as often as I wanted to</td>
<td>6</td>
<td>11</td>
<td>83</td>
</tr>
<tr>
<td>If my schedule permitted, I would have used the site more often</td>
<td>20</td>
<td>31</td>
<td>49</td>
</tr>
</tbody>
</table>

**Figure 7.** Overall asthma action plan (AAP) and the wiki process. Responses were entered on a 5-point Likert scale labeled as follows: 1, disagree; 3, neutral; and 5, agree. For the purposes of this figure, scores of 1 and 2 were considered “disagree,” and 4 and 5 were considered “agree.” Each bar demonstrates the proportion of participants with each response, for each statement. This includes 35 participants (5 certified asthma educators, 5 primary care physicians, 6 pulmonologists, and 19 patients with asthma).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Disagree</th>
<th>Neutral</th>
<th>Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am satisfied with the final content in the asthma action plan</td>
<td>17</td>
<td>9</td>
<td>74</td>
</tr>
<tr>
<td>I am satisfied with the final format of the asthma action plan</td>
<td>9</td>
<td>9</td>
<td>83</td>
</tr>
<tr>
<td>I am satisfied with the overall asthma action plan that was created</td>
<td>9</td>
<td>11</td>
<td>80</td>
</tr>
<tr>
<td>I would be able to use the asthma action plan that was created</td>
<td>6</td>
<td>3</td>
<td>91</td>
</tr>
<tr>
<td>The wiki tool was an effective way to design an asthma action plan</td>
<td>11</td>
<td>11</td>
<td>77</td>
</tr>
<tr>
<td>I would be willing to use a wiki tool to design visual media in the future</td>
<td>11</td>
<td>3</td>
<td>86</td>
</tr>
</tbody>
</table>
Figure 8. Participant interactions. Responses were entered on a 5-point Likert scale labeled as follows: 1, disagree; 3, neutral; and 5, agree. For the purposes of this figure, scores of 1 and 2 were considered “disagree,” and 4 and 5 were considered “agree.” Each bar demonstrates the proportion of participants with each response, for each statement. This includes 35 participants (5 certified asthma educators, 5 primary care physicians, 6 pulmonologists, and 19 patients with asthma).

Discussion

We developed a novel technique to achieve multiple stakeholder consensus and design, and tested it in the development of an AAP.

Principal Results

Nearly all measures exceeded our expert criteria for an effective technique. Most participants used the tool daily, and each user type actively used the tool for an average of 23 minutes per day. The mean SUS score of 75.9 (SD 19.6) was higher than that in the development stage, indicating system improvement. This score falls in the third quartile of usability scores for other types of tools, indicating good to excellent usability, and is within the range associated with a high chance of real-world user acceptability [25,26]. The data from the SUS can be triangulated with data from the exit questionnaires, which demonstrated greater than 70% user agreement with all usability-related statements, indicating that participants favored its usability highly. Finally, exit questionnaires demonstrated 75% or greater user agreement with nearly all statements relating to satisfaction with the final AAP.

Comparison With Existing Techniques

Conventional focus group or consensus techniques provide limited ability both to measure preferences for and to develop consensus around document aesthetics [4]. Our method has met this challenge; 23.4% (453/1937) of changes related to the format of the AAP, 74% (26/35) of users were able to make the format or visual changes that they wanted to, and 83% (29/35) of participants were satisfied with the AAP’s final format. Our process also fulfills the recommended criteria for media design: (1) suitability for all stages of the design process (which can be achieved through iterative wiki design stages), (2) flexibility to adapt to the varying requirements of the design process (which can be achieved through iterative changes to options offered in the wiki tool), and (3) presentation of visual information in a format that inspires users [4]. A caveat is that options in the wiki site must be predetermined, possibly limiting user creativity [4]. An alternative would be to offer users the ability to enter “free text” for tool content, such as in a conventional wiki, although this approach could not easily be applied to format options.

Our method was logistically simpler than other techniques for achieving consensus. Although we used moderators in the development process and in training sessions, unlike in the NGT, consensus development conference, and focus groups, the wiki process does not require a moderator. This method eliminates the task of finding a qualified moderator and associated costs [6], and averts potential pitfalls including poor facilitation, undue influence on participants, and minimization of certain participants’ views [27]. A caveat is that site usage was variable and 2 users did not make any changes after logging in; moderators could serve to encourage both universal and more equal participation.
By eliminating the need for participants to meet, we limited organizational and recruitment challenges, and costs incurred with in-person consensus techniques. Our method also enabled international representation, minimizing the geographical bias seen with in-person techniques, and at no incremental cost [9,13]. Another advantage to this method is that preferences are not fixed over time, and attitude change and idea generation may have been enhanced by the 7-day period for interaction, compared with a conventional single in-person meeting [15]. In-person techniques are usually limited to between 5 and 10 participants due to difficulty in coordinating schedules, cost of accommodation, and concerns about group function, with larger sizes favoring unequal participation [9,27]. Our method successfully accommodated groups of 14 participants. Although there is little empirical evidence regarding the effect of the number of participants on the validity of consensus processes, larger groups likely increase the reliability of group judgment [9].

Finally, our method addressed certain challenges arising from complex group dynamics experienced with in-person techniques. Social impact theory suggests that group judgments have a strong influence on individual decision making [9]. In face-to-face consensus processes, participants often define subgroups by stakeholder types. They may be pressured to conform to their own group, and consensus building can be inhibited by intergroup prejudices and stereotypes [9]. Furthermore, the status of individual participants affects their influence on other participants, and status hierarchies—both between professionals and patients, and within professional groups—are likely to emerge in face-to-face meetings [9,28]. These hierarchical structures limit the willingness of some participants to contribute openly [13]. The wiki method minimizes any group or individual influence by anonymizing stakeholders and by eliminating verbal communication, which is both a source and an indicator of status within groups [28]. Although certain participant group identities were revealed through chat and comment entries, only 9% (3/35) of participants perceived a power differential between users. Overall, most participants reported successfully learning about the preferences of others and believed that everyone had a similar goal; 37% (13/35) were also able to make contributions that they felt they could not have made in a face-to-face forum. However, it is possible that HCPs prefer the hierarchical power differential that they enjoy in face-to-face forums. This may partly explain the dichotomous responses to whether participants preferred the Web-based process to a face-to-face discussion, and whether they felt that the Web-based process enabled them to effectively make more changes (Figure 8).

The Delphi method shares the resource, time, and recruitment advantages of the wiki method and avoids concerns related to group functioning. However, in contrast to the wiki method, the Delphi method does not capture the important synergistic effect of participant interaction on the development of ideas [4]. It lacks a mechanism for conflict resolution in areas of disagreement (enabled by chat room discussions, comment fields, and the online vote feature in the wiki method), and does not identify the reasons for disagreements (enabled by qualitative analysis of chat room discussions and comment fields in the wiki method) [9]. The online Delphi method shares the same platform as the wiki method (the Internet) and has been shown to be more time and cost efficient than the traditional Delphi method [10,11], but shares the limitations described above. In addition, Web content is limited to text, and this method does not enable measurement of group preferences or group collaborative development around document aesthetics [10].

**Limitations**

We noted some logistical and technical difficulties. A moderate proportion of the targeted sample had no or limited participation, in some cases due to unexpected changes in personal circumstances, but in most cases due to software access difficulties caused by firewalls. Although full-time representation from each user type was maintained in all 3 wiki weeks in this study, differential dropout rates between user types can threaten the validity of the process and should be addressed in future studies. Researchers should anticipate such losses in setting recruitment targets, instruct users to test all required websites on all computers that they intend to use during the process, and verify site functionality with users before the process begins.

Users also struggled with software instructions, as demonstrated by the large number of failed logins, likely because Safari was not their default browser. This did not have a significant impact on usage, as all but 1 participant successfully logged on. However, this demonstrated the importance of 24-hour technical support in enabling this process. Future studies of the wiki method should emphasize use of the correct browser at the orientation stage and consider building cross-browser compatibility.

Although the wiki process averted the costs of hiring a moderator and organizational and travel costs incurred in in-person techniques, development process costs were considerable. These include costs for software development, moderated in-person tool testing, and tool revisions based on user feedback. Technical support and analysis of wiki session data are additional costs.

There are several caveats regarding the effect of the wiki process on group functioning. Attitude change is an important part of consensus building [9]. This requires persuasive ability, which can be influenced by visual cues (eg, facial expressions), and paralinguistic cues (eg, voice quality), and depends on the credibility, trustworthiness, and likeability of the communicator, all of which may be better transmitted through in-person interactions [9]. Elements such as tone of voice, and facial and body expressions are useful “human” cues that are lost in the wiki method [4]. Although the effect of online communication (either synchronous or asynchronous) on individual decision making is unknown, 44% (11/25) of participants indicated that they changed their minds about one or more issue(s) based on the preferences of their peers. However, a minority believed that they were able to make more changes in the Web-based tool than they could have in a face-to-face forum. This may also relate to the fact that user options were limited to those offered in drop-down menus, as opposed to a theoretically unlimited number of options available in a face-to-face discussion.

Motivation to participate in this process may be similar to motivations that have made Wikipedia one of the most visited Internet sites in the world—the pleasure, validation, and sense of ownership that users derive from seeing their personal edits and contributions [16]. Although overall user engagement was strong, 2 users did not make any changes. This “social loafing,” whereby certain group members leave the bulk of the work to others [9], may be exacerbated by the anonymity in the wiki process, compared with face-to-face processes, where social loafers risk embarrassment. Anonymity might also facilitate a contrarian or destructive contribution pattern, and although this is unlikely in a carefully recruited group, lack of accountability was cited as a disadvantage by 1 user.

Organizational psychological research suggests that participants’ initially expressed opinions may disproportionately influence consensus group decisions [9]. The wiki process is particularly susceptible to this bias, as it begins with a “blank slate” that the first few participants alter to create the first recognizable form of the tool, which is then edited by others. We noted that 67% (153/229) of the choices in the final AAP had been made at the end of the first day, and 47% (108/229) of the choices that had been made at the end of the first day were never changed throughout the week. Conversely, the wiki process is susceptible to a single participant or a small group of participants making substantial changes just before the process end time, threatening the collaborative or consensus nature of the outcome. Remarkably, this did not occur in any of the 3 wiki weeks. Furthermore, as Figure 3 shows, the mean number of changes made per day trended downward as the week progressed, with the fewest changes made in the last 3 days. This may reflect progressively increasing user satisfaction with the developed product.

Conclusions

We developed a unique wiki-inspired process for collaborative design and consensus building and applied it in the development of an AAP. The name “WikiBuild” was chosen to capture the essence of this technology—a wiki-inspired tool designed to enable users to collaboratively build a multitude of different products. Potential uses of our method are broad, and include development of both medical and nonmedical tools and products. Commercial uses may include development of marketing material by members of the target consumer group itself, or codevelopment by designers and target consumers. Future studies should address software- and hardware-related technical challenges and questions about the dynamics and functioning of virtual focus groups. Novel variations of our study design should also be considered, such as testing larger wiki groups, or running separate wiki processes in different stakeholder types in order to explore differences between stakeholder preferences.
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