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Abstract

Background: Despite substantial evidence that the public wants access to Internet-based communication with health care providers, online patient-provider communication remains relatively uncommon, and few studies have examined sociodemographic and health-related factors associated with the use of online communication with health care providers at a population level.

Objective: The aim of the study was to use nationally representative data to report on the prevalence of and changes in use of online patient-provider communication in 2003 and 2005 and to describe sociodemographic and health-related factors associated with its use.

Methods: Data for this study are from two iterations of the Health Information National Trends Survey (HINTS 2003, HINTS 2005). In both years, respondents were asked whether they had ever used email or the Internet to communicate with a doctor or a doctor’s office. Adult Internet users in 2003 (n = 3982) and 2005 (n = 3244) were included in the present study. Multivariate logistic regression analysis was conducted to identify predictors for electronic communication with health care providers.

Results: In 2003, 7% of Internet users had communicated online with an health care provider; this prevalence significantly increased to 10% in 2005. In multivariate analyses, Internet users with more years of education, who lived in a metro area, who reported poorer health status or who had a personal history of cancer were more likely to have used online patient-provider communication.

Conclusions: Despite wide diffusion of the Internet, online patient-provider communication remains uncommon but is slowly increasing. Policy-level changes are needed to maximize the availability and effectiveness of online patient-provider communication for health care consumers and health care providers. Internet access remains a significant barrier to online patient-provider communication.

(J Med Internet Res 2007;9(3):e20) doi:10.2196/jmir.9.3.e20
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Introduction
For more than a decade, studies have consistently shown that some members of the public want access to Internet-based communication with health care providers, with preference estimates for online patient-provider communication ranging from 40% to 83% [1-9]. The Institute of Medicine has characterized patient-centered care as health care that addresses patient needs and preferences, and it has identified information technology as crucial to advancing health care quality [10]. There is evidence that online communication with health care providers promotes health-related quality of life (eg, [11]) and, further, that health care consumers would benefit from increased partnerships between health information technology and health care providers: health care providers are a more trusted source of health information than the Internet, but the Internet is the source most often used by the public to retrieve health information [12]. Thus, as the presence of eHealth applications such as online patient-provider communication grows within the health care landscape, it is important to examine the prevalence of Internet-based patient-provider communication and to identify sociodemographic and health-related factors associated with its use to ensure that the potential benefits of online communication with health care providers are available to all health care consumers.

Despite the penetration of Internet access (an estimated 73% of American adults are online, 91% of whom use email [13]) and the growing public endorsement of the Internet as a useful tool in health-related decision making [14], online patient-provider communication remains uncommon [15-18]. While acknowledging potential benefits of online patient-provider communication (eg, for scheduling appointments [19]), health care providers have concerns regarding confidentiality, reimbursement, and workload related to online communication with patients [20]. In general, preference for online communication is higher among patients than among health care providers [21].

In 2003, the National Cancer Institute launched the first biennial Health Information National Trends Survey (HINTS) [22,23]. HINTS was designed to capture nationally representative data on the impact of the cancer information environment and to specifically assess the public’s use of information technology for health. Though previous estimates of the online public’s use of the Internet to communicate with health care providers have been reported from nationally representative data [15,17,24], the purpose and design of HINTS allow for a more in-depth examination of sociodemographic and health-related factors in relation to online communication with health care providers than has been possible in previous investigations. Further, using cross-sectional iterations of HINTS from 2003 and 2005, we can examine whether the prevalence of online communication with health care providers among American Internet users has changed over time.

In 2001, an estimated 6% of Internet users had emailed health care providers [15], up to 7% in 2003 [17]. In this paper, we provide estimates of Internet-based patient-provider communication derived from national probability samples of online American adults in 2003 and 2005. In addition, we report on changes in use of the Internet to communicate with health care providers over this 2-year period and identify sociodemographic and health-related factors associated with online patient-provider communication. Overall, we expect that the prevalence of online patient-provider communication will be low, but that use of the Internet to communicate with health care providers will significantly increase between 2003 and 2005. Further, based on results of previous studies [2,25], we expect that Internet users with more years of education, who are of higher socioeconomic status, and who are more engaged with the health care system will be more likely to report having communicated online with an health care provider.

Methods

Data Source
Data for this study are from HINTS 2003 and HINTS 2005, two iterations of the nationally representative survey designed to assess the impact of the cancer information environment and the public’s knowledge of, attitudes toward, and behaviors related to cancer and cancer prevention [26]. Comprehensive reports on the conceptual framework of HINTS and sample designs are published elsewhere [22,23].

Data for HINTS 2003 were collected from October 2002 through April 2003. Data for HINTS 2005 were collected from February through August 2005. The cross-sectional surveys were administered by trained interviewers to representative samples of American households drawn from all telephone exchanges in the United States. Exchanges with high numbers of African Americans and Hispanics were oversampled in 2003. One adult (age 18 or older) was selected from each household to participate in the full survey during a household screening. In 2003, response rates were 55% at the household screening level (ie, the initial contact with the household used for sampling purposes) and 63% at the sampled person interview level (ie, completion of the interview by the sampled household member); in 2005, the respective response rates were 34% and 61%. Every sampled adult who completed a questionnaire in HINTS 2003 and HINTS 2005 was assigned a final sampling weight and a set of 50 replicate sampling weights. These sampling weights were used for the purpose of computing nationally representative estimates, to adjust for nonresponse and to reduce the sampling variance of estimators through utilization of information with less sampling and nonsampling error than the corresponding HINTS estimates (eg, estimates obtained through the Current Population Survey, which has much larger sample sizes than HINTS).

Complete interviews were conducted with 6369 adults for HINTS 2003 and with 5394 adults for HINTS 2005. In both
surveys, only Internet users (n = 3982 in 2003; n = 3244 in 2005) were asked whether they had used email or the Internet to communicate with a doctor or a doctor’s office in the past 12 months (yes/no). Thus, Internet users in HINTS 2003 and 2005 served as the study populations for the current investigation.

**Study Variables**

As in prior investigations of Internet users’ use of online patient-provider communication (eg, [15]), sociodemographic variables included in the present study were age, gender, education, annual income, race/ethnicity, and metropolitan statistical area (metro or non-metro county). Previous studies have also suggested that health-related variables, such as poorer self-reported health status [2] and having health insurance [25], are associated with use of online patient-provider communication. Health-related variables included in the present study were self-reported health status, possession of health insurance, and personal cancer history.

**Data Analysis**

Analyses were conducted using SAS-callable SUDAAN, version 9.0 [27] to account for the complex survey design of HINTS and to obtain appropriate standard errors and 95% confidence intervals (CIs) for point estimates. Responses of “refused” or “don’t know” were counted as missing. Unweighted and weighted descriptive statistics are presented, and weighted data were used in all inferential statistical analyses. Bivariate analyses (chi-square) estimated changes in the prevalence of online communication with health care providers between 2003 and 2005 and associations between sociodemographic or health-related factors with online communication in 2003 and 2005. Three multivariate logistic regression models were used to estimate the odds of having used online communication with health care providers. The first used the combined data set of Internet users from 2003 and 2005 to model changes in use of online patient-provider communication over this 2-year period. We then examined sociodemographic and health-related factors separately in 2003 and 2005 to determine whether study variables associated with use of online patient-provider communication were consistent over time. The regression models used a forced-entry variable selection wherein all study variables were entered in one step.

**Results**

**Sample Characteristics and Bivariate Analyses**

Table 1 displays the sample characteristics of Internet users in HINTS 2003 and HINTS 2005 (weighted and unweighted). In 2003, 7% of Internet users reported communicating online with a health care provider in the past 12 months, consistent with previous prevalence estimates of Internet-based patient-provider communication in 2003 [17]. In 2005, 10% of Internet users reported communicating online with a health care provider. In bivariate analyses, this increase in use of Internet-based patient-provider communication from 2003 to 2005 was statistically significant ($\chi^2_1 = 9.44; P = .003$).

Bivariate associations between study variables and emailing health care providers are displayed in Table 2. In 2003, respondents who had communicated online with a health care provider had significantly more years of education and were more likely to reside in a metro county. In 2005, they were more likely to be female, had significantly more years of education, and were more likely to have a personal history of cancer.
Table 1. Sample characteristics of Internet users in HINTS 2003 and HINTS 2005*

<table>
<thead>
<tr>
<th></th>
<th>% of HINTS 2003 Internet Users (n = 3982)</th>
<th>% of HINTS 2005 Internet Users (n = 3244)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unweighted</td>
<td>Weighted</td>
</tr>
<tr>
<td>Communicated online with an health care provider in the past 12 months</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>35-49</td>
<td>37</td>
<td>36</td>
</tr>
<tr>
<td>50-64</td>
<td>23</td>
<td>20</td>
</tr>
<tr>
<td>65-74</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>75 or older</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>41</td>
<td>50</td>
</tr>
<tr>
<td>Female</td>
<td>59</td>
<td>50</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>High school graduate</td>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>Some college</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>College graduate</td>
<td>44</td>
<td>35</td>
</tr>
<tr>
<td><strong>Annual Income (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 25000</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>25000 to &lt; 35000</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>35000 to &lt; 50000</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>50000 to &lt; 75000</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>75000 or more</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>73</td>
<td>75</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>African American</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Asian American/Other†</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Health Insurance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>Yes</td>
<td>90</td>
<td>89</td>
</tr>
<tr>
<td><strong>Health Status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good/good</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td><strong>History of Cancer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>No</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td><strong>Metropolitan Statistical Area</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>County in metro area</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>County in non-metro area</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>

*Within-category cell values that add up to less than 100% reflect missing data due to responses of “refused” or “don’t know.”
†Other includes Pacific Islander, Native Hawaiian, American Indian, Alaska Native, and multiple races mentioned.
Table 2. Bivariate associations between communicating online with health care providers and study variables in HINTS 2003 and HINTS 2005

<table>
<thead>
<tr>
<th>Variable</th>
<th>HINTS 2003 % Communicated online with an health care provider *</th>
<th>HINTS 2005 % Communicated online with an health care provider *</th>
<th>p †</th>
<th>p †</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>.19</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>.19</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>.19</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64-75</td>
<td>.19</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75 or older</td>
<td>.19</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>.19</td>
<td>.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>.19</td>
<td>.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>.19</td>
<td>.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>.19</td>
<td>.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>.19</td>
<td>.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>.19</td>
<td>.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual Income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 25000</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25000 to &lt; 35000</td>
<td>.19</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35000 to &lt; 50000</td>
<td>.19</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50000 to &lt; 75000</td>
<td>.19</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75000 or more</td>
<td>.19</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race/Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian American/Other ‡</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good/good</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair/poor</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of Cancer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan Statistical Area</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>County in metro area</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>County in non-metro area</td>
<td>.19</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Weighted percents of Internet users who communicated online with an health care provider in the past 12 months within each study variable category.
†From chi-square tests (with degrees of freedom equaling number of categories minus 1).
‡Other includes Pacific Islander, Native Hawaiian, American Indian, Alaska Native, and multiple races mentioned.
Multivariate Analyses

Our first multivariate logistic regression estimated changes in the odds of having communicated online with an health care provider between 2003 and 2005. This analysis was done with a combined data set of Internet users from HINTS 2003 and 2005 (n = 7134). The year of HINTS administration (2003 or 2005) was included to examine whether the increase in prevalence of online patient-provider communication remained significant after adjustment for the study variables in Table 1 (data not shown). Consistent with bivariate results, the increase in prevalence of online patient-provider communication among adult Internet users between 2003 and 2005 was significant; there was a 33% increase in the odds of having communicated online with an health care provider among respondents in HINTS 2005 compared to respondents in HINTS 2003 (OR = 1.33; 95% CI = 1.04-1.70; P = .03).

Table 3 displays the results of the multivariate analyses by HINTS year. Consistent with bivariate results, in 2003, education and metropolitan statistical area were associated with use of online patient-provider communication. Specifically, Internet users who were college graduates had over three times the odds of communicating online with an health care provider compared to those with less than a high school education (OR = 3.73; 95% CI = 1.10-12.59; P = .03). Those who lived in a non-metro area were less likely to have used online patient-provider communication compared to Internet users who resided in metro area counties (OR = 0.62; 95% CI = 0.41-0.95; P = .03). Finally, Internet users who reported “fair” or “poor” health status had higher odds of communicating online with an health care provider (OR = 1.46; 95% CI = 1.00-2.04; P = .05). For Internet users in 2005, women were more likely to have communicated online with an health care provider compared to men (OR = 1.47; 95% CI = 1.00-2.15; P = .05), and cancer survivors were more likely to have used online patient-provider communication compared to those without a history of cancer (OR = 1.99; 95% CI = 1.27-3.12; P = .002). These results are consistent with bivariate analyses; however, education was not associated with online patient-provider communication in the multivariate model.
Table 3. Multivariate logistic regressions of having used online patient-provider communication in HINTS 2003 or HINTS 2005

<table>
<thead>
<tr>
<th></th>
<th>Odds of Communicating Online With an health care provider in the Past 12 Months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HINTS 2003 (n = 3527)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>1.00</td>
</tr>
<tr>
<td>35-49</td>
<td>0.82 (0.55-1.23)</td>
</tr>
<tr>
<td>50-64</td>
<td>1.14 (0.76-1.70)</td>
</tr>
<tr>
<td>65-74</td>
<td>0.57 (0.26-1.23)</td>
</tr>
<tr>
<td>75 or older</td>
<td>1.07 (0.30-3.77)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
</tr>
<tr>
<td>Female</td>
<td>0.75 (0.56-1.02)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1.00</td>
</tr>
<tr>
<td>High school graduate</td>
<td>1.20 (0.34-4.31)</td>
</tr>
<tr>
<td>Some college</td>
<td>2.44 (0.71-8.42)</td>
</tr>
<tr>
<td>College graduate</td>
<td>3.73 (1.10-12.59)</td>
</tr>
<tr>
<td><strong>Annual Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt; 25000</td>
<td>1.00</td>
</tr>
<tr>
<td>25000 to &lt; 35000</td>
<td>0.75 (0.36-1.55)</td>
</tr>
<tr>
<td>35000 to &lt; 50000</td>
<td>0.59 (0.31-1.14)</td>
</tr>
<tr>
<td>50000 to &lt; 75000</td>
<td>0.65 (0.37-1.16)</td>
</tr>
<tr>
<td>75000 or more</td>
<td>0.78 (0.44-1.36)</td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.00</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>0.92 (0.49-1.75)</td>
</tr>
<tr>
<td>African American</td>
<td>0.92 (0.53-1.59)</td>
</tr>
<tr>
<td>Asian American/Other†</td>
<td>1.00 (0.46-2.16)</td>
</tr>
<tr>
<td><strong>Health Insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.00</td>
</tr>
<tr>
<td>No</td>
<td>1.00 (0.52-1.90)</td>
</tr>
<tr>
<td><strong>Health Status</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good/good</td>
<td>1.00</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>1.43 (1.00-2.04)</td>
</tr>
<tr>
<td><strong>History of Cancer</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.34 (0.85-2.13)</td>
</tr>
<tr>
<td><strong>Metropolitan Statistical Area</strong></td>
<td></td>
</tr>
<tr>
<td>County in metro area</td>
<td>1.00</td>
</tr>
<tr>
<td>County in non-metro area</td>
<td>0.62 (0.41-0.95)</td>
</tr>
</tbody>
</table>

*p* values reported for category headings for study variables with more than 2 categories refer to main effects.

†Other includes Pacific Islander, Native Hawaiian, American Indian, Alaska Native, and multiple races mentioned.
Discussion

Despite over a decade of research and the availability of guidelines for use of Internet-based communication by health care providers [28], the number of health care consumers using online patient-provider communication is still far below estimates of the number who would prefer to do so. Though data from HINTS suggest that use is slowing increasing, diffusion of online patient-provider communication is occurring at a pace far slower than diffusion of Internet use in general [29].

Thus, the question remains: Why is the overall prevalence of online communication with health care providers so low? While health care consumers and health care providers express concerns about communicating online, ratings of satisfaction and predictions about impact on health care quality regarding Internet-based communication have been generally favorable among both health care consumers and health care providers (eg, [5,30,31]). Therefore, use of online patient-provider communication will likely not significantly increase through efforts to change the primarily positive attitudes of health care consumers or health care providers, but rather, through changes in policies related to health care delivery [32] and through development of systems that prioritize usability [33]. Recent increased availability and adoption of online personal health records and electronic health records will likely affect the prevalence of online patient-provider communication [34,35], as will policies at the state and federal levels designed to promote diffusion of health information technology (eg, [36]). Continued implementation of policies that provide an architecture of support for online patient-provider communication and that address issues related to consumer and health care provider preferences, system interoperability, data security, and health care costs will be critical for maximizing the availability, adoption, and effectiveness of Internet-based communication between health care consumers and health care providers [32,33,35,37,38].

Associations between Internet users’ sociodemographic and health-related characteristics and use of online patient-provider communication reveal insights regarding who may be taking the lead with online health care provider communication and who may be left behind. In 2003, Internet users with high levels of education were more likely to have communicated online with an health care provider, consistent with previous studies [5]. That education was nonsignificant in 2005 may suggest that health care consumers’ level of education is less of a barrier to communicating online with health care providers as the prevalence of online patient-provider communication increases. Similarly, though Internet users residing in non-metro counties were less likely to have used online patient-provider communication in 2003, metropolitan statistical area was not associated with use in 2005. Deeper penetration of high-speed Internet access into more rural areas [39,40] may have decreased, over time, the degree to which location prevented online communication with health care providers. In both years, indicators of poorer health status (poor/fair self-reported health status, personal cancer history) were associated with online health care provider communication, suggesting that Internet users with more medical problems or who are more engaged with the health care system due to a significant medical history may be more “hooked in” to Internet-based health communication resources or may have more a frequent need to use them. Finally, in 2005, women were more likely to use online patient provider communication compared to men. This result is consistent with findings that online women are more likely to search specifically for health information compared to men [41] and that higher percentages of women use the Internet for interpersonal communication related to health (eg, use of online support groups or health-based chat rooms [42]).

We did not observe associations between online communication with health care providers and characteristics such as race/ethnicity or annual income that have been documented in other studies (eg, [2,25]) as evidence of a “digital divide” [43,44]. Nonetheless, research and policy should continue to address groups potentially affected by the digital divide to ensure that advances in health information technology benefit all health care consumers [45]. Finally, our results were not consistent with previous studies that observed younger Internet users to be more likely to engage in online communication with health care providers (eg, [2,6]), suggesting a potential growth in comfort with online communication among Internet users of all ages.

Limitations

Though HINTS data are nationally representative, the generalizability of our results may be limited by survey response rates and the drop in response rates between 2003 and 2005. However, HINTS response rates are comparable to those of other national random digit dial surveys [46], and the agreement between our findings regarding prevalence of online patient-provider communication with other reports [17] supports the reliability of the HINTS estimates. Further, estimates of Internet penetration vary widely in the published literature; HINTS penetration estimates may be more conservative than data reported through market analysis firms due to the degree of sampling precision mandated for federal surveys that provide publicly available data. Due to item wording, we can only discuss our results at a generalized level of “online patient-provider communication” or “Internet-based communication with health care providers” and cannot characterize this behavior in more specific ways (eg, use of personal email, use of a Web portal) that could potentially affect our findings and resulting conclusions [38]. Finally, though HINTS provides a valuable population-level perspective on the prevalence of Internet-based health care provider communication and information on the characteristics of those who use it, all data are based on self-report, and HINTS does not allow for more in-depth examinations of barriers to communicating online with health care providers or the perceived benefits for those who do. To best meet the needs of patients and health care providers, research should continue to assess health care consumers’ and health care providers’ perspectives on barriers and benefits related to use of Internet-based communication as health information technology increasingly becomes part of standard medical care.

Conclusions

Online patient-provider communication is increasing slowly but remains uncommon. Though lower levels of education and non-metro county residence may have been barriers to using Internet-based communication with health care providers in 2003, by 2005, these barriers were not evident in HINTS. However, use of online patient-provider communication is higher among Internet users who are experiencing health problems or who have significant medical histories; health care consumers without specific medical issues may need increased prompting to use Internet-based communication with health care providers as they engage in preventive health care. Changes in health care policy will be necessary to increase diffusion and adoption of online patient-provider communication, and a significant barrier continues to be Internet access. Disparities in Internet access must be addressed to ensure that increasing use of online patient-provider communication does not widen the digital divide or amplify disparities in health care quality for the underserved and underrepresented [25,45].
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Abstract

Background: Field-testing is a quality assurance criterion in the development of patient decision-support technologies (PDSTs), as identified in the consensus statement of the International Patient Decision Aids Standards Collaboration. We incorporated field-testing into the development of a Web-based, prostate-specific antigen PDST called Prosdex, which was commissioned as part of the UK Prostate Cancer Risk Management Programme.

Objectives: The aim of this study was to develop a model for the future field-testing of PDSTs, based on the field-testing of Prosdex. Our objectives were (1) to explore the reactions of men to evolving prototypes of Prosdex, (2) to assess the effect of these responses on the development process, and (3) to develop a model for field-testing PDSTs based on the responses and their effect on the development process.

Methods: Semistructured interviews were conducted with the men after they had viewed evolving prototypes of Prosdex in their homes. The men were grouped according to the prototype viewed. Men between 40 and 75 years of age were recruited from two family practices in different parts of Wales, United Kingdom. In the interviews, the men were asked for their views on Prosdex, both as a whole and in relation to specific sections such as the introduction and video clips. Comments and technical issues that arose during the viewings were noted and fed back to the developers in order to produce subsequent prototypes.

Results: A total of 27 men were interviewed, in five groups, according to the five prototypes of Prosdex that were developed. The two main themes from the interviews were the responses to the information provided in Prosdex and the responses to specific features of Prosdex. Within these themes, two of the most frequently encountered categories were detail of the information provided and balance between contrasting viewpoints. Criticisms were encountered, particularly with respect to navigation of the site. In addition, we found that participants made little use of the decision-making scale. The introduction of an interactive contents page to prototype 2 was the main change made to Prosdex as a result of the field-testing. Based on our findings, a model for the field-testing of PDSTs was developed, involving an exploratory field-testing stage between the planning stage and the development of the first prototype, and followed by the prototype field-testing stage, leading to the final PDST.

Conclusions: In the field-testing of Prosdex, a Web-based prostate-specific antigen PDST, the responses of interviewed men were generally favorable. As a consequence of the responses, an interactive contents page was added to the site. We developed a model for the future field-testing of PDSTs, involving two stages: exploratory field-testing and prototype field-testing.

(J Med Internet Res 2007;9(3):e21) doi:10.2196/jmir.9.3.e21
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Introduction
Field-testing is increasingly recognized as an important step in the quality assurance of patient decision-support technologies (PDSTs), interventions commonly known as decision aids. This was underlined by the International Patient Decision Aids Standards (IPDAS) Collaboration consensus statement on PDST quality, the product of a Delphi process involving all major stakeholder groups, at the end of which nine domains of PDST quality criteria were agreed upon [1]. One of these domains was systematic developmental process, which incorporated the criterion of field-testing in order to show that a decision aid was acceptable to patients [1]. IPDAS, however, did not define field-testing, and, more broadly, the PDST/decision aid literature gives very little guidance in this respect [2]. Furthermore, there are potentially two processes encapsulated in field-testing: (1) the development of a prototype with users, and (2) the “live” testing of a refined prototype.

In 2002, we were commissioned to develop a Web-based, prostate-specific antigen (PSA) PDST, called Prosdex, and included field-testing as part of the development process [3]. Prosdex formed part of the UK Prostate Cancer Risk Management Programme strategy, led by the National Cancer Screening Programmes, which had, at its heart, the concept of informed choice in PSA testing [4]. According to the strategy, UK men interested in the PSA test would be provided with information to enable them, with their family doctor, to make an informed decision. Prosdex was developed in order to present this information in the format of a Web-based, multimedia, interactive PDST. This opportunity for users to explore the information presented on PSA explains the full name of Prosdex: Prostate-Specific Antigen Decision Explorer [3].

Prosdex presents evidence-based information about prostate cancer and PSA testing, encouraging users to weigh the pros and cons of testing for themselves. Much of the information came from an earlier, paper-based decision aid for PSA testing commissioned as part of the UK Prostate Cancer Risk Management Programme and approved by its Scientific Reference Group [4]. Of particular importance in that decision aid were the statistical/epidemiological data, which allowed us to present some of the more controversial issues, such as the validity of the PSA test. For instance, we stated in Prosdex that two thirds of men with a raised PSA test do not have prostate cancer. The development of Prosdex was also underpinned by a systematic review of PSA decision aids, undertaken not only to garner information on extant PDSTs, but also to explore their effects. We found that the evaluations of PSA decision aids demonstrated, fairly consistently, an improvement in knowledge about PSA testing and prostate cancer; in contrast, however, no clear effect was found on PSA testing itself [5]. The findings were broadly similar to those of a Cochrane review of the effect of PDSTs that considered a range of clinical domains [6]. This review found that patients who use PDSTs participate more, know more, have more realistic expectations of benefits and harms, and are more likely to receive an option with outcomes they most value [6,7].

Narrative is also employed in Prosdex to present information. Specifically, there are 25 video clips of enacted patient experiences about the PSA test and subsequent investigations/treatments. The transcripts for these clips were obtained from a qualitative study of men’s experiences of PSA testing [8]. Informed choice is actively encouraged in Prosdex through structured decision support in the form of a decision-making scale. The link to this functionality lies on the top right of each page, thereby allowing users to weigh the impact of the information in that particular page on their decision-making process. Specifically, they are able to indicate whether they are for, against, or undecided about PSA testing on the basis of that information. Each decision is then added, or “stacked,” in the decision summary to produce a cumulative result for the pages viewed. Prosdex has been designed to cater to the needs of users with visual and hearing difficulties. Consequently, there is a voice-over option to which the website defaults, but which can be switched off; there are also subtitles for the video clips.
In this study, we attempted to capture the process of field-testing Prosdex by interviewing men who used it. Furthermore, by introducing evolving versions of Prosdex, we hoped that the series of interviews would help us, as developers, to identify strengths and weaknesses and modify the prototype. Beyond this, however, we wanted to explore the role of field-testing in the development of PDSTs. Specifically, our aim in this study was to develop a model for field-testing PDSTs based on the responses and their effect on the development process.

**Methods**

A qualitative study design was employed using semistructured interviews and incremental prototypes of Prosdex. Men between the ages of 40 and 75 were recruited, the target age range for the UK Prostate Cancer Risk Management Programme. The
men were recruited from two family doctor practices in Wales, United Kingdom: one in a coastal/rural town and the other in a postindustrial town. The men had previously participated in a randomized controlled trial examining the effect of a brief patient decision aid—a written one-page leaflet given to the intervention group. All of the men in that trial completed a written questionnaire exploring their knowledge of and attitudes toward PSA testing and their intention to be tested [9]. At the end of the questionnaire, the men were asked to indicate whether they would be interested in participating in the qualitative study, and those who did so were sent invitation letters, information sheets, and consent forms by the research team.

Men who agreed to participate were contacted, and arrangements were made for them to view a stand-alone prototype of Prosdex on a laptop, in their homes, in the presence of one of the researchers (RE), who sat behind them. The researcher did not impart any advice or answer questions on content matters during the viewing—questions were, however, addressed during the subsequent interview. Technical questions, particularly those relating to difficulties in using Prosdex (eg, navigational problems), were answered contemporaneously. In the event of the men being unable to use a computer mouse, the researcher performed this function for them, opening specified Web pages but not giving any direction on use. The men were asked to indicate when they had finished using Prosdex and were then given a 5- to 10-minute break before the interview.

In the interview, the men were initially asked for their opinion of Prosdex in general. Then, they were asked for their views on specific aspects of Prosdex, some of which are listed in Table 1.

### Table 1. Specific aspects of Prosdex discussed in the interview

<table>
<thead>
<tr>
<th>Aspect of Prosdex</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Front page</td>
</tr>
<tr>
<td>2. Voice-over</td>
</tr>
<tr>
<td>3. Ease of use of the left-hand heading section</td>
</tr>
<tr>
<td>4. Section headings: clear or confusing</td>
</tr>
<tr>
<td>5. Decision scale and decision summary page</td>
</tr>
<tr>
<td>6. Video clips</td>
</tr>
<tr>
<td>7. Information in Prosdex:</td>
</tr>
<tr>
<td>Presentation, and ease of use, in center panel</td>
</tr>
<tr>
<td>Detail of information</td>
</tr>
<tr>
<td>Legibility of information</td>
</tr>
<tr>
<td>Explanation of information</td>
</tr>
<tr>
<td>Format: text, video clips</td>
</tr>
<tr>
<td>Satisfaction with the information</td>
</tr>
<tr>
<td>Views on the presentation of different outcomes</td>
</tr>
<tr>
<td>8. Relative preference for leaflet or Prosdex</td>
</tr>
<tr>
<td>9. Suggestions for making Prosdex easier to use</td>
</tr>
<tr>
<td>10. Time taken to use Prosdex</td>
</tr>
<tr>
<td>11. Aspects that were most/least helpful</td>
</tr>
</tbody>
</table>

The transcribed interviews were coded independently by RE and GE with qualitative software, Atlas-ti (version 4.1), and using the technique of constant comparison [10,11]. The coded transcripts were then subjected to thematic analysis by RE and GE. Technical issues that arose during the viewings were noted by RE, and those, in addition to comments from the interviews, were fed back to the multimedia designer. Feedback occurred after a group of men had viewed each prototype, in order to maintain version control. This iterative development process resulted in evolving prototypes of Prosdex. The content of the site, however, stayed the same throughout. Finally, after analyzing the men’s responses and subsequent changes to Prosdex, we developed a model for field-testing PDSTs.

### Results

The results are presented in five sections: (1) characteristics of the interviewed men, (2) data from themes, (3) analysis of data, (4) outline of changes made to Prosdex, (5) a model for field-testing PDSTs.

### Characteristics of the Interviewed Men

A total of 27 men were interviewed after using Prosdex, between September 2004 and February 2005, and they were grouped according to the prototype viewed. There were five groups; the group that used prototype 1 (7 men) was deliberately larger than the others in order to capture the majority of the technical problems before the production of further prototypes. The men viewed Prosdex for between 15 and 45 minutes.
Table 2. Characteristics of the interviewed men

<table>
<thead>
<tr>
<th>Prosdex Prototype</th>
<th>Date of Viewing</th>
<th>Number of Men</th>
<th>Age Range</th>
<th>Median Age</th>
<th>Number Who Previously Had PSA Test</th>
<th>Number Unable to Use Computer Mouse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>September 2004</td>
<td>7</td>
<td>49-70</td>
<td>55</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>October 2004</td>
<td>6</td>
<td>50-76</td>
<td>60</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>November 2004</td>
<td>5</td>
<td>42-70</td>
<td>60</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>January 2005</td>
<td>5</td>
<td>50-70</td>
<td>68</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>February 2005</td>
<td>4</td>
<td>43-68</td>
<td>58</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>27</strong></td>
<td><strong>42-76</strong></td>
<td><strong>6</strong></td>
<td><strong>4</strong></td>
<td></td>
</tr>
</tbody>
</table>

Data From the Themes

Two main themes were identified, and they are shown in Table 3 and Table 4, along with their categories and illustrative quotations. The respondent/man is identified according to the prototype group; for instance, the third man to use and be interviewed about prototype 4 is P4,i3. It should be noted, however, that the quotations are presented in relation to the themes for the whole sample, not in relation to the developing prototypes.
Table 3. Theme 1: Responses to the Information Provided in Prosdex - Categories and quotations

<table>
<thead>
<tr>
<th>Category</th>
<th>Quotations</th>
</tr>
</thead>
</table>
| detail            | (Q) Do you think there was enough information, or too much?  
P1,i2: I didn't think there was too much. I think on the question on symptoms, I don't know whether it was possible to give any more information, because once you start giving instances or factors, I suppose it's impossible to be exhaustive in any case, and therefore you can only give a broad brush.  
P1,i3: It made things a lot clearer, but I am slow on the uptake anyway. It takes a long time for things to sink in at the moment.  
P1,i4: I was taking it all in, so I think there was enough to be honest. Maybe in time I will think about something, and I should have asked this or that; it's like everything else. I think there was enough for the first time to be honest.  
P1,i7: Very informative. It raises some points which obviously concern you. The sexual activity aspect. It's very comprehensive; it spells everything out for you.  
P4,i2: I would like to know more but I'm not sure, after having looked at the website, whether the information is actually in the public domain anyway. With the test being as inaccurate as it is.  |
|                   | (Q) Did the information go into enough detail for you?  
P5,i1: Oh certainly enough detail. There was definitely enough to make a decision.  
P1,i6: It gave you the pluses and the minuses quite well.  
P3,i4: I thought it was very informative; it told you the advantages and disadvantages, and the percentage of possibility of having the problem with the prostate, and not be detected, which you really don't want to hear that. What you want is a positive answer all the time, but obviously in life you can't have that.  
P4,i1: There perhaps ought to be more emphasis on the fact that benign prostatic hypertrophy was a perfectly normal characteristic of an aging male population, but on the other hand there is the possibility that it might be either an aggressive or an unaggressive nature, and that initially people don't need to go any further than that.  |
| balance           | P1,i2: The one point that I did think could be improved was where it said, "What is the practice with regard to PSA in other countries?" And it only mentioned America, and ideally, I think it should compare to other European countries.  
P1,i3: As I say, being a layman, not a lot of people know where the prostate is and all that. There could be a little bit more then.  
                   | (Q) Was there any information that you would have liked, but you couldn't find?  
P1,i5: The diagram was quite informative. I would have liked more detail. I would have liked more pictures as well.  
                   | (Q) Was there any other information that was not there?  
P1,i7: Possibly some statistics on tests that have been done, particularly as they used a comparison. They showed something about comparing the frequency of when these tests are carried out, say like in the USA, and they used a similar screening program for breast cancer for women. I think it would be interesting to see what sort of statistics have been gained.  
P2,i6: But they didn't say if you're 75-85 how it would be likely to affect you or not affect, a purely selfish point of view. Having reached 75 now I want to know what are the prospects for me over the next ten years.  
P4,i3: That phrase, "up to 1 in 5," that phrase doesn't mean anything. And I really think that that shouldn't be there.  
                   | (Q) Are there any other types of information that you would like to see?  
P5,i3: A bibliography would have been useful, if there were references to more detailed information.  |
Table 4. Theme 2: Responses to Specific Features of Prosdex - Categories and Quotations

<table>
<thead>
<tr>
<th>Feature</th>
<th>Category</th>
<th>Quotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>navigation</td>
<td></td>
<td>P1,i6: I think it could have been slightly better. I think it would have been better if you had gone directly from one section to the other, if you are guided better from one section to the other in a better way. I think it was going backwards and forwards all over the place. It could be a little bit confusing, and you could actually forget or miss bits.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Q) How long did it take you to feel comfortable using it?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P2,i2: Minutes. As soon as I worked out that you could take it in any order you wished. But I was quite happy to follow along with the program.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P3,i3: I personally found it very easy, but I would think maybe someone quite a bit older who didn't have computer skills probably would be a little overwhelmed.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P4,i2: Very easy to navigate round, and I understood it, so I would think 90% of the population could understand it.</td>
</tr>
<tr>
<td>video clips</td>
<td>balance</td>
<td>(Q) Do you think there were enough video clips, or too many?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P1,i2: I don't think there were too many. There were two videos where they were referring to similar symptoms about radiotherapy and diarrhea. No, I thought the balance was right.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P1,i5: I thought they were very good actually. Some of them were a bit disheartening, but it depends on people's pain level. I mean I have got quite a high pain level.</td>
</tr>
<tr>
<td></td>
<td>detail</td>
<td>P2,i6: They looked a little bit staged, like actors saying the words...just a little bit too rehearsed. And very brief, the comments were very brief. Could you condense those down into less choices but longer explanations?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P5,i2: Well, it's enough detail to talk about it, but would be better detail to actually see it. It would give you a better idea of what you've got to do and what you've got to go through. Like the operation.</td>
</tr>
<tr>
<td>voice-over</td>
<td>clarity</td>
<td>P1,i7: Very clear, and an easy pace to listen to as well. It neither went too fast nor too slow.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P2,i1: I think the thing was, that you didn't know whether to listen to the voice or read the words, and then go back and hear the voice again. I wasn't sure about that. If I had to go through the program another time, I would get to know my way around it better, let's put it that way.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P2,i5: I found I was starting to read over it then waiting for the voice to catch up.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P3,i3: It saves my eyesight and it also slows me down. I would probably, if I was purely reading it, I would probably speed read it and skip quite a lot more. So I found the voice very, very helpful.</td>
</tr>
<tr>
<td>decision-making scale</td>
<td>limited utility</td>
<td>P1,i5: On about four or five things, but generally I got too engrossed in the bit on the left reading through it all, and listening to it as well.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Q) Did you use that?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P1,i6: I didn't actually, because I was going through the rest of the info, so I didn't bother. Maybe I should have done, I'm sorry.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P1,i6: I think it may have been easier if the decision scale was at the bottom, underneath the section you are reading, as opposed to a little box on the top right. So as you go through it, click it, then go to the next page, click it on the bottom.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P2,i1: I feel that before you moved on, if there was some sort of audio or visual prompt so that if you haven't clicked on the decision box it prompts you - maybe a little pop up or a bleep or something to tell you that you hadn't ticked the decision box.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P2,i2: There wasn't any indication of where to use it. Whether you just had to use it at the end or at every page you'd read. I wasn't sure what to do.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P2,i3: I didn't actually go to that, because I knew what I'd put in.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P4,i2: I did it in my head. I'm used to making decisions, so I don't need a little Geiger counter to tell me.</td>
</tr>
</tbody>
</table>

Analysis of Data

**Theme 1: Responses to the Information Provided in Prosdex**

Three main categories were identified: (1) detail, (2) balance, (3) suggestions to improve the information.

**Detail**

In general, the men were happy with the amount of information provided (P1,i4), although there was an appreciation of the difficulty in deciding on the level of detail (P1,i2) and a realization of the weakness of the evidence base (P4,i2). Openness on sensitive issues was commended (P1,i7), and there was some evidence that the site helped to clarify some of the complexities and uncertainties of PSA testing (P1,i3). This level of detail was noted, in some cases, to be helpful for the decision-making process (P5,i1).

**Balance**

Mostly positive comments were made about the balance of the information on the site. The presentation of uncertainty was commended (P1,i6), and there was an appreciation of the difficulties involved in presenting such information (P3,i4). Nonetheless, there were some dissenting comments in this respect; for instance, one man would have preferred a greater emphasis on the benign nature of most prostate conditions (P4,i1).
Suggestions to Improve the Information
Specific suggestions were made to improve on the information on the site. These included a desire for more background anatomical information (P1,i3), more diagrams (P1,i5), more age-specific information (P2,i6), and a preference for a bibliography (P5,i3). In addition, there were comments on the lack of information about other European countries (P1,i2), and some criticism of the presentation of the statistical information.

Theme 2: Responses to Specific Features of Prosdex
The four specific features that were discussed in greatest detail were (1) navigation of the site, (2) video clips, (3) voice-over, (4) decision-making scale.

Navigation of the Site
The navigation difficulties with prototype 1 resulted in the most significant criticism of Prosdex (P1,i6). Men using later prototypes were less critical of the navigation, almost certainly due to the interactive contents page developed after field-testing of prototype 1 (P2,i2).

Video Clips
The two main categories identified here were those of balance and detail. In terms of balance, the responses were positive (eg, regarding our presentation of contrasting opinions and experiences) (P1,i2). There was also an appreciation of the difficulty in striking such a balance, particularly when dealing with sensitive issues (P1,i5).

With respect to detail, there were two specific criticisms. One man expressed a desire for more graphic detail in relation to the descriptions of prostate investigations and treatments (P5,i2). Another man expressed a preference for less choice of video clips for a particular issue, and for greater detail in those clips (P2,i6).

Voice-Over
The category of note here was clarity, and, in this respect, the responses were mixed. Only one man (P2,i4) decided to switch off the voice-over using the button provided. Of those who left the voice-over on, some gave positive responses (P1,i7); in particular, one man found the process of reading to be made easier (P3,i3) with the voice-over. In terms of negative responses, one man found the voice confusing (P2,i1), and another found the voice-over to restrict his use of Prosdex (P2,i5).

Decision-Making Scale
The significant category here was limited utility, a consequence of the men making little use of the decision-making scale (P1,i6; P2,i3; P4,i2). The reasons given for the minimal use of the scale varied. For one man it related to the positioning of the scale on the screen (P1,i6); for another, it seemed to be caused by a limited understanding of when to use the scale (P2,i2). As the viewing of Prosdex progressed, one man focused on the content and stopped using the scale (P1,i5). One solution offered for this was audiovisual prompts/reminders to use the scale (P2,i1).

Outline of Changes Made to Prosdex During the Field-Testing

Navigation
The major change made to Prosdex during the course of field-testing was to improve the navigation of the site. As previously noted, men using prototype 1 found it difficult to keep a record of which pages they had viewed (P1,i6). Consequently, for prototype 2, an interactive contents page was developed that not only indicated to the men which pages they had visited, but also allowed them to navigate directly to sections of interest. This change improved the navigation significantly for the men, and no other amendments were deemed necessary in this respect.

Content
The content, both text and video, remained unchanged in Prosdex since the responses regarding this were generally positive, in particular about the detail and balance of the information on the site. As highlighted above, there were some specific suggestions, and these were considered by the developers. It was decided, however, that either the information was, in fact, already present in the site, or that the requested content would have overwhelmed sections that were already very detailed. An example of this was the request for a pan-European comparison of PSA screening (P1,i2). Our decision to keep the comparison at a UK/USA level was made in order to provide the UK target audience with a relevant comparison of different practices.

Voice-Over
Despite the mixed responses to the voice-over functionality, it was retained in Prosdex. As previously noted, only one of the respondents (P2,i4) asked for the voice-over to be switched off, and only two of the respondents (P2,i1 and P2,i5) stated that the voice-over affected their reading of the text. Furthermore, as developers of a publicly available health information site, we were obliged to make arrangements for visually-impaired users or those with reading difficulties. Finally, we were confident that the criticisms raised could be addressed by the clearly marked option on the site to switch off the voice-over.

Decision-Making Scale
The decision-making scale was also retained in Prosdex despite its low usage in the field-testing. Our reason for doing so was based on the original design for Prosdex, one of the key features of which was a tool for interactive decision making. There was also no evidence that the scale interfered with other components of the site, and it was agreed that some users might find it to be of benefit.

A Model for Field-Testing PDSTs
For the purposes of developing a model for field-testing PDSTs, we reflected on the qualitative data from the men’s responses and on the changes made to Prosdex. We found that PDST field-testing was composed of two distinct processes: (1) a process of user involvement in the development of the PDST, and (2) user trials of one or more prototypes. Consequently, for the model, we divided field-testing into two stages (Figure 2). In the first stage, which we defined as exploratory field-testing,
users would be asked to look at specific components of the PDST early in its development, before the construction of the first prototype, thus allowing users to influence key decisions early on. In the second stage, which we defined as prototype field-testing, users would be shown successive prototypes, as in this study, but with reference to changes made during the development process.

**Figure 2.** Proposed model for field-testing PDSTs

---

**Discussion**

**Summary of Main Findings**

The two main themes from the interviews were the responses to the information provided in Prosdex and the responses to specific features of Prosdex. Within these themes, two of the most frequently encountered categories were detail of the information provided and balance between contrasting viewpoints. Critics were, however, encountered, particularly with respect to the navigation of the site. In addition, we found that the men made little use of the decision-making scale.

The introduction of an interactive contents page to prototype 2 was the main change made to Prosdex as a result of the field-testing. Other aspects of the site, notably the content, voice-over, and decision-making scale, were not changed, for two reasons. First, the collective responses did not justify radical amendments such as removing specific features. Second, there were factors other than the men’s responses to consider in the development process, notably PDST quality criteria. For example, one of the reasons for retaining the decision-making scale was that values clarification is an internationally recognized quality criterion for PDSTs [1].

Finally, based on our findings, a model for the field-testing of PDSTs was developed, comprising two stages: exploratory field-testing and prototype field-testing.

**Limitations of the Study**

Only two family practices were used to recruit men for this study. It would have been desirable to recruit men from a greater number of practices to ensure a broader socioeconomic and geographic population distribution. Another limitation was the fact that the men had previously participated in a randomized controlled trial of a brief PSA paper decision aid in which they all had completed a written questionnaire. However, we would argue that this study differed significantly in that it focused on the details and technical aspects of a specific PDST, Prosdex, which was not featured in the trial. A qualitative methodology, semistructured interviews, was employed in this study. Arguably, however, the study design was descriptive, using qualitative techniques and employing a relatively technical, specific interview schedule, which, to an extent, is in accordance with the model stage of the complex intervention framework, as developed by Campbell et al [12].

The validity of the study’s findings is potentially open to criticism as no formal measures were employed in this respect. For instance, there was no triangulation, using data from other methods such as surveys [11]. Such an approach would, however, have been impractical in our opinion due to the dependency in this study on the presence of a researcher to facilitate the viewing of the PDST. Moreover, we would contend that the observational data from these viewings provided a degree of corroboration. For instance, the comments from group 1 on the navigational difficulties accorded with the researcher’s observations. Finally, respondent validation was not used as the men’s responses were dependent on their immediate recollections and views of Prosdex [11]. Corroborating these responses with the results at a later date would not, in our opinion, have been a reliable method.

**Comparisons With Previous Work**

As noted earlier, we previously undertook a systematic review of evaluations of PDSTs on the topic of PSA [5]. In contrast, there are, to date, no studies that specifically consider the field-testing of PSA PDSTs. There are, however, such studies in other clinical areas, although most of these focus on the usability and acceptability of prototype PDSTs, corresponding to the prototype field-testing stage of our proposed model. For example, Irwin et al found in a pilot study that a decision aid for women with breast cancer was described as helpful by most of the users [13]. Feldman-Stewart and colleagues field-tested a PDST designed for men with early stage prostate cancer with
a group of “surrogate patients”—men, without prostate cancer, of the same age as the target group of the PDST [14]. It was observed that the men were able to understand the information provided and that most were able to express treatment choices. In a noncancer setting, Lalonde et al found high levels of acceptability for a PDST aimed at improving the knowledge of patients with hypertension/hyperlipidemia [15]. Finally, and significantly, in the context of a multimedia Web-based PDST such as Prosdex, Diefenbach and Butz field-tested a multimedia interactive education system for prostate cancer patients and found high levels of acceptability [16].

The importance of prototype field-testing was highlighted by O’Donnell and colleagues in a review of the implementation of patient decision aids in clinical practice [7]. One of the significant barriers for implementation was described as “usability for diverse patients.” Specifically, the authors noted the lack of evidence on the assessment of the readability of PDSTs—a weakness shared by Prosdex—though they welcomed the finding, in the Cochrane review inventory, that most PDSTs were developed for general audiences (e.g., grade 8 reading level) [6]. O’Donnell et al suggested further research on how PDSTs could improve the decision quality for people who vary by demographic characteristics. This is an important statement as it extends the potential scope of prototype field-testing. Moreover, there is a strong argument that our proposed second stage of field-testing only becomes valid if it has taken into consideration the diversity of the target audience.

There is an even greater research deficit for the exploratory field-testing of PDSTs. In one of the few studies available, Sawka et al described the development of a decision aid for choice of surgical treatment for breast cancer [17]. Notably, the study involved a needs assessment stage during which focus groups were held involving women with a previous diagnosis of breast cancer, and which considered issues such as information the women wished they had received at diagnosis. Subsequently, the decision aid was developed in conjunction with a steering group that revised various drafts of the aid. Finally, in a pilot study, almost all of the women responded positively to the decision aid. This twin approach of needs assessment and pilot study forms a strong basis for the development of a decision aid and, moreover, corresponds, in our opinion, to our proposed two-stage model for field-testing PDSTs.

The paucity of research into field-testing has implications for developers of PDST quality criteria. As previously mentioned, field-testing is, at present, regarded as an important criterion in the IPDAS framework. Moreover, this framework gives direction for the development process of PDSTs. Arguably, components of that development process are very similar to the two stages of field-testing that we propose. This is particularly true of the exploratory stage, and it again raises the question of the definition of field-testing. What is certain, however, is that with such little understanding of this criterion, it is difficult to contend, at present, that firm assessments can be made against it [1].

Implications for Clinical Practice and Future Research

Our proposed two-stage model and, in particular, the exploratory field-testing stage, raises a number of challenges for developers of PDSTs, not least of which is the difficulty of accommodating it within the pressures of deadlines and budgets. There is also the challenge of balancing the opinions of users with those of experts/scientific reference groups, particularly in situations of clinical uncertainty/equipoise. Arguably, the model is too simplistic in that it presupposes a linear progression from exploratory to prototype field-testing. In reality, more complex PDSTs might follow a different development path wherein the factual content, for instance, would require both exploratory and prototype field-testing in order to develop other features of the PDST, for example, videos of patient experiences. Moreover, the model does not take into account contextual factors, such as the influence of family/friends and health professionals, which could have an impact on the utilization of PDSTs in a natural setting. Nevertheless, the principle of two-stage field-testing for PDSTs, whether applied in parts or as a whole, still holds true in our opinion; we suggest further research to test it and other future models of field-testing. In doing so, it is hoped that reviewers of PDSTs, and international standard groups such as IPDAS, will have at their disposal a clearer definition of field-testing.

Conclusions

In the field-testing of Prosdex, a Web-based PSA PDST, the responses of interviewed men were generally favorable. As a consequence of the responses, an interactive contents page was added to the site. We developed a model for the future field-testing of PDSTs involving two stages: exploratory field-testing and prototype field-testing.
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Abstract

Background: The development of the Internet has created new opportunities for health care provision, including its use as a tool to aid the self-management of chronic conditions. We studied stakeholder reactions to an Internet-based “virtual clinic,” which would allow people with diabetes to communicate with their health care providers, find information about their condition, and share information and support with other users.

Objective: The aim of the study was to present the results of a detailed consultation with a variety of stakeholder groups in order to identify what they regard as the desirable, important, and feasible characteristics of an Internet-based intervention to aid diabetes self-management.

Methods: Three focus groups were conducted with 12 people with type 1 diabetes who used insulin pumps. Participants were recruited through a local diabetes clinic. One-on-one interviews were conducted with 5 health care professionals from the same clinic (2 doctors, 2 nurses, 1 dietitian) and with 1 representative of an insulin pump company. We gathered patient consensus via email on the important and useful features of Internet-based systems used for other chronic conditions (asthma, epilepsy, myalgic encephalopathy, mental health problems). A workshop to gather expert consensus on the use of information technology to improve the care of young people with diabetes was organized.

Results: Stakeholder groups identified the following important characteristics of an Internet-based virtual clinic: being grounded on personal needs rather than only providing general information; having the facility to communicate with, and learn from, peers; providing information on the latest developments and news in diabetes; being quick and easy to use. This paper discusses these characteristics in light of a review of the relevant literature. The development of a virtual clinic for diabetes that embodies these principles, and that is based on self-efficacy theory, is described.

Conclusions: Involvement of stakeholders is vital early in the development of a complex intervention. Stakeholders have clear and relevant views on what a virtual clinic system should provide, and these views can be captured and synthesized with relative ease. This work has led to the design of a system that is able to meet user needs and is currently being evaluated in a pilot study.

(J Med Internet Res 2007;9(3):e23) doi:10.2196/jmir.9.3.e23
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Introduction

The development of the Internet has created new opportunities for health care provision, including its use as a tool to aid the self-management of chronic conditions. In the United Kingdom, there are over 2 million people diagnosed with diabetes, and Internet-based interventions may represent a way of helping them self-manage their condition from home. There have been several recent studies of Internet-based interventions with patients carried out in Europe [1-4] and North America [5-8].
A report of a small study that pilot-tested the feasibility of allowing patients with type 2 diabetes to co-manage their condition from home [9] showed proof of concept. The virtual clinic concept studied here is such a system, aimed at people receiving care for diabetes from the UK National Health Service (NHS), and it is enhanced by being based on the behavioral theory of self-efficacy [10]. The theory suggests that to enhance self-efficacy (the confidence an individual has that he or she can achieve a particular objective) an intervention should increase autonomy, reduce negative perceptions of being different, offer vicarious learning and modelling opportunities from peers, encourage setting of achievable goals, and give rewards for such achievements. Enhanced self-efficacy, in turn, increases the implementation of successful self-management.

A systematic literature review of behavioral interventions for adolescents with type 1 diabetes found that those interventions that were theoretically based were significantly more effective than those that were not [11].

The aim of this research was to consult stakeholder groups and explore their perspectives on the desirable, important, and feasible characteristics of an Internet-based virtual clinic system for people who have type 1 diabetes and use insulin pumps, and to flag any potential worries or concerns. This builds on a recently conducted survey of potential users [12]. Gathering stakeholder perspectives is a vital first stage in order to ensure that the system developed meets the needs of future users [13] and that it achieves its full potential in their eyes [14]. Currently, much of the work to gather user feedback takes place following development of the system in question. In contrast, the objective of the study reported here was to undertake detailed consultation with a variety of stakeholder groups and feed their comments directly into the process of developing the system. It was envisaged that the virtual clinic would provide people living with diabetes, and their health professionals, access to the records of their condition (including uploaded blood glucose readings), a messaging facility, information and advice for patients, and a peer-to-peer support area, thereby meeting many of the criteria identified as desirable within Internet-based diabetes management [15].

Methods

In order to gather detailed comments from the stakeholder groups identified, a qualitative approach was taken. Several elements were used, including focus groups, individual interviews, email consensus gathering, and an expert workshop.

Participants in both the focus groups and interviews received an information sheet about the study and gave their written consent to take part. The elements of the study were approved by an NHS Local Research Ethics Committee.

Focus Groups

Three focus groups were held with people who had type 1 diabetes and who used insulin pumps to control their disease. These participants were recruited from a local diabetes clinic. Each focus group had between 3 and 5 participants. The total number of participants was 12 (2 male and 10 female), and all were over 16 years of age. All participants had responded to a written invitation to take part in the research, indicating at least a basic level of literacy. All those who responded to our written invitations were subsequently asked to take part in one of the focus groups. Although focus groups were held during the day and evening, a small number of those willing to take part could not attend any of the sessions. These people were invited to submit their views by email, which were included in the email consensus discussed below. Focus groups were conducted at the education center within the hospital at which the clinic was based, a convenient and familiar location. No health professionals were present at the focus group sessions. At each session, a short demonstration was given to familiarize participants with the concepts we were planning to develop. This comprised the following elements: (1) a demonstration of an existing system that could record physiological data (such as blood glucose readings) and facilitate patient/health professional messaging, and (2) a description of some additional features we thought may be of interest to potential users, including downloadable information, links to other relevant websites, and peer-to-peer discussion boards. The facilitator then used the topic guide to focus the discussion on the following: participants’ initial reactions to the concept, the most and least important/useful elements, whether they would be likely to use such a system, factors that may facilitate or hinder use, what the benefits may be, and any concerns they may have.

Sessons were audio-recorded and lasted an average of 1 hour.

Individual Interviews

Individual interviews were carried out with 5 health professionals from the same clinic (2 doctors, 2 specialist nurses, 1 dietician) and with 1 representative from an insulin pump manufacturer/supplier who had emerged from the focus group discussions as an important source of information and support. The same demonstration was given as for the focus groups, and the interviews included similar questions. All interviews were audio-recorded and lasted between 30 minutes and 1 hour.

Consensus Gathering by Email

A process of email consensus gathering was carried out with patients using Internet-based systems for other chronic conditions in order to gain their views on the potential of the virtual clinic and their experience of using other systems. A message was posted on discussion boards aimed at patients with long-term conditions, including asthma, epilepsy, and mental health problems, and also on a discussion board for insulin pump users in order to consult further with the target group for the intervention being developed. Users were invited to contribute their views by email.

Expert Workshop

An expert workshop was held at which invited delegates from the United Kingdom discussed the role of information technology (IT) in diabetes care. Delegates had a range of backgrounds, with expertise in areas such as diabetes management, the use of IT in health care, and patient involvement in long-term conditions. They included academic researchers (with backgrounds as diverse as primary care, psychology, psychiatry, engineering, and sociology), diabetologists, people living with diabetes, and a representative...
from the charity Diabetes UK. Delegates discussed the proposed system in small groups and completed questionnaires addressing the same issues as in the focus groups and interviews.

Data Analysis

Qualitative data analysis was undertaken by the first and second author. Focus group and interview transcripts, email responses from users of other systems, and the questionnaires completed during the expert workshop were all preliminarily analyzed independently by each author using a thematic analysis approach. Recurrent themes were identified as they emerged from the data, rather than on the basis of researcher preconceptions. Following this, the two authors held an analysis meeting at which the emergent themes identified by each were compared and discussed. Following agreement on these, each author undertook a full analysis of approximately half the transcripts, with a small overlap to allow comparison of theme interpretation and allocation of data extracts to particular themes.

Results

Six key themes, some with subthemes, were identified from the data and are described in detail below:

1. communication between patients and health professionals
2. presentation of patient data and permanency of the record
3. the importance and value of peer support
4. awareness of the personal nature of diabetes
5. how an Internet-based system would fit with the current provision of care
6. an Internet-based system may not be suitable for all people with diabetes

Communication Between Patients and Health Professionals

The facility to send and receive secure messages through an Internet-based system was largely welcomed by all the stakeholder groups consulted, although there were some concerns. For health professionals, one of the key benefits was that the means through which they communicated with their patients outside of their face-to-face appointments would be more standardized. Having an asynchronous messaging system was seen to be beneficial as both parties could check their messages when it was convenient for them and fit this into their other activities, thereby saving a lot of time. This concurs with previous research [16,17]. For example, one health professional (HP) illustrated the time taken in trying to respond to a patient enquiry that had been left on the clinic answer phone:

I rang somebody and she said, “I’m right in the middle of shopping in [town]. Can you ring me back?” So, there’s a lot of time that you spend sort of ringing them. Or, I’ve got a school teacher, and she’s rang four times today and I have rang her back several times, and you know eventually [that] you get to talk but it might be a couple of days, so I think quite a lot of our patients feel that it’s easier to email us. [HP6]

Similarly, a focus group participant (FGP) explained how she had largely given up trying to seek advice through the clinic helpline as she found having to leave a message and waiting to be called back simply unworkable:

It’s so hard... You have to leave a message, they ring you back, you’re in an open office so you can’t talk, so you just bash your way through it and hope it’s going to come out right at the end. [FGP3]

Being able to send a message and receive a reply was therefore welcomed by patients, so long as the system was adequately supported and health professionals responded to messages in a timely manner [18]. There were potential concerns raised by some health professionals that the number of patient contacts would increase and that the workload of the consultants would similarly increase since most patient messages had previously been filtered by the specialist nurses. These were fairly minor concerns though and did not outweigh the perceived benefits.

Presentation of Patient Data and Permanency of the Record

One of the key advantages of the proposed Internet-based system identified by health professionals was the benefit of having ready access to a patient’s blood glucose readings. The advantages were two-fold: (1) having up-to-date results readily accessible, and (2) having results in a standard format. At present, health professionals were often faced with results in various formats:

Some of them [records kept by patients] might be too scribbled and not really very clear... But, yes, scraps of paper might have, sometimes, [the time of day]...written in the corner, and you’re trying to see the time of the day and sort of trying to make them in your head into [a] date profile to some extent. So, they can be a bit difficult, yes. [HP2]

The permanency of the record was also seen as beneficial by health professionals since, in contrast to a paper diary, the readings would not leave with the patient and would still be available for review and reflection at a later date. The potential for use as a teaching and training tool was also raised. In contrast, patients were more divided on the benefits of uploading their results. Those who found recording their readings problematic welcomed anything that would make it easier and more convenient, but for others the system was seen to offer nothing new. However, all patients recognized the benefit of the health professional having access to their readings when dealing with queries.

The Importance and Value of Peer Support

In common with other research [5,19,20], one of the most valuable elements of the system identified by patients, and also recognized by health professionals, was peer-to-peer support. Patients in particular identified two key ways in which such support would be useful. First, being able to pick up tips and suggestions for managing their diabetes was viewed as beneficial, even for those who had had diabetes for some time:

But there are so many things that you can come across for the first time, and the one I had to seek advice on was the flu injection last year, which caused chaos, and I thought, “Well, is this the flu injection or
Second, being able to communicate with someone who understood what they were going through was considered very valuable by patients, particularly for those who did not know others with diabetes, thereby demonstrating the potential of Internet-based communication to move beyond the individual’s usual sphere of contacts.

Although awareness of the personal nature of diabetes is discussed below. A recent systematic review of the effects of online peer-to-peer interactions [21] found no evidence to support concerns of causing harm, although it also failed to find robust evidence of any health benefit.

The health professionals also recognized the potential benefits of peer-to-peer support for their patients, particularly the ways in which Internet-based provision extended the group sessions currently offered at the clinic.

However, there were some minor concerns among health professionals that the peer-to-peer support could lead to the “propagation of myths” and to individuals passing on what had worked for them to others for whom it may be inappropriate. It was generally felt that monitoring the topics under discussion would be sufficient to counter these concerns. The issue of patients’ awareness and appreciation of the individual nature of diabetes is discussed below. A recent systematic review of the effects of online peer-to-peer interactions [21] found no evidence to support concerns of causing harm, although it also failed to find robust evidence of any health benefit.

Awareness of the Personal Nature of Diabetes

As stated above, one of the concerns health professionals had about the peer-to-peer support was that patients using it may not realize that what had worked for one person may not work for others:

Patients frequently want to propagate what has been good for them, and it might not be good for everybody, if you know what I’m saying. They might have found some particular way of dealing with situations...but it doesn’t always apply to everybody. [HP1]

However, it was clear from the focus groups with patients that they were very well aware of how diabetes affected them personally and that this may differ markedly between individuals. The knowledge and experience they had built up from managing their diabetes on a day-to-day basis were substantial, and they spoke at length about the need to evaluate suggestions posted on discussion boards in the light of their personal situation. The following is a typical example:

Whatever I read on there [the discussion board] may be useful, but I know it’s not individually designed for me. So, overall it can be a useful guide when you start out, but you really do have to know your own system, don’t you. [FGP8]

This ability on the part of potential users to appraise the information posted on a discussion board and evaluate whether it is likely to be useful to them, together with existing research demonstrating that most information posted on boards of this kind is accurate (or very quickly corrected by other participants) [22], indicates that the concerns voiced by health professionals are likely to be largely unfounded.

How an Internet-Based System Would Fit With the Current Provision of Care

The general consensus among the focus group participants and health professionals was that the proposed Internet-based system would fit well with existing clinic provision. The system would provide a useful means of communication and support between routine clinic appointments and would bring benefits in terms of increased standardization, more efficient means of communication, and extended scope of current group consultations through the use of Internet-based asynchronous discussion boards and real-time chat rooms. Some concerns were raised about a potential increase in the demand of health professionals’ time for dealing with messages received from patients, and this was identified as a potential factor that could hinder usage. However, the general consensus was that, in the local clinic at least, any additional time would be minimal and may well be offset through the time savings brought about by other benefits. This is one of the issues to be explored in the planned pilot study.

An Internet-Based System May Not Be Suitable for All

The vast majority of participants in the stakeholder consultation raised the point that an Internet-based system of the type proposed would not be suitable or appropriate for all people with diabetes. The main issue centered on the need for potential users to be comfortable with the required technology and to have a computer with Internet access. It was suggested that this may limit potential users to those who are younger and more familiar with technology, as supported by research by Giménez-Pérez et al [23]. However, a recent study by McKay et al [6] has shown that novice computer users will participate in an Internet-based system to assist their self-management. A further concern, raised particularly by a health professional, was that the system could be unsuitable for those with a poor understanding of their condition or for whom diabetes is only one of many health problems.

Discussion

The research was successful in consulting stakeholder groups to explore their perspectives on the desirable, important, and feasible characteristics of an Internet-based system for diabetes. Involvement of stakeholders is a vital early stage in the
Development of a complex intervention, yet all too often their views are only gathered in later stages. Stakeholders have clear and relevant views on what such a system should provide, and these views can be captured and synthesized with relative ease. In this case, we identified 6 themes that are supported by findings from previous studies on the perceived convenience of an asynchronous messaging system [16,17] and the importance and value of peer-to-peer support [5,19,20]. The themes also contribute to debate about who is likely to use Internet-based systems and suggest that patients are eminently capable of assessing advice posted by peers on a discussion board and relating it to their personal situation. By basing the focus groups and interviews in an existing diabetes clinic, the research was able to suggest that an Internet-based system is likely to fit well with existing care provision as well as to explore the likely impact on health professionals’ time.

The main strength of this study is the involvement of a diverse range of stakeholders in detailed consultation during the development stage of an Internet-based intervention. The diverse range of methods used to involve these stakeholders (ie, interviews, focus groups, email consensus gathering, and an expert workshop) is also a key strength. In particular, the use of focus groups and a workshop means that we allowed participants to discuss and develop each others’ perspectives. However, there are also some limitations to the study. Patients were self-selecting volunteers, so they may have different views from those who did not volunteer to participate. It is noticeable, for example, that more women than men volunteered to take part. There is also a potential issue concerning how the perspectives of patients using insulin pumps relate to those of patients who control their type 1 diabetes through other means. We are aware that much of the feedback from patients does not specifically relate to their use of an insulin pump; rather, it is concerned with more generic issues such as communication with their health professionals and the value placed on peer support. However, we acknowledge that further stakeholder consultation with the target group(s) would be necessary before the intervention could be developed for diabetes patients who do not use insulin pumps.

This consultation demonstrated that an Internet-based system is attractive to the stakeholders consulted during the course of this study and has led to the design of a system that is able to meet their needs. This system has now been developed and is being evaluated in a pilot study.
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Abstract

Background: The public is concerned about the privacy of their health information, especially as more of it is collected, stored, and exchanged electronically. But we do not know the extent of leakage of personal health information (PHI) from data custodians. One form of data leakage is through computer equipment that is sold, donated, lost, or stolen from health care facilities or individuals who work at these facilities. Previous studies have shown that it is possible to get sensitive personal information (PI) from second-hand disk drives. However, there have been no studies investigating the leakage of PHI in this way.

Objectives: The aim of the study was to determine the extent to which PHI can be obtained from second-hand computer disk drives.

Methods: A list of Canadian vendors selling second-hand computer equipment was constructed, and we systematically went through the shuffled list and attempted to purchase used disk drives from the vendors. Sixty functional disk drives were purchased and analyzed for data remnants containing PHI using computer forensic tools.

Results: It was possible to recover PI from 65% (95% CI: 52%-76%) of the drives. In total, 10% (95% CI: 5%-20%) had PHI on people other than the owner(s) of the drive, and 8% (95% CI: 7%-24%) had PHI on the owner(s) of the drive. Some of the PHI included very sensitive mental health information on a large number of people.

Conclusions: There is a strong need for health care data custodians to either encrypt all computers that can hold PHI on their clients or patients, including those used by employees and subcontractors in their homes, or to ensure that their computers are destroyed rather than finding a second life in the used computer market.

(J Med Internet Res 2007;9(3):e24) doi:10.2196/jmir.9.3.e24
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Introduction

The adoption of electronic medical records is growing [1-5]. Concurrently, a majority of patients, and the public in general, are concerned about unauthorized disclosure and use of their personal health information (PHI) in an era of the electronic medical record [6-10].

Concern about privacy has caused some members of the public to not be totally honest with their health care provider [10]. A survey in the United States found that as many as 15% of adults have changed their behavior to protect their privacy [6]. Those behavior changes include going to another doctor, paying out-of-pocket when insured to avoid disclosure, not seeking care to avoid disclosure to an employer, giving inaccurate or incomplete information on medical history, and asking a doctor not to write down the health problem or to record a less serious or embarrassing condition. More than a quarter of teens indicated that they would not seek out health care if they had concerns about the confidentiality of their information [11].
of US physicians, nearly 87% reported that a patient had asked that information be kept out of their record, and nearly 78% of physicians said that they had withheld information from a patient’s record due to privacy concerns [12]. Similar behaviors have been reported in Canada. A survey estimated that 12% of Canadians have withheld information from a health care provider because of concerns over whom the information might be shared with or how it might be used [13], and an estimated 735,000 Canadians decided not to see a health care provider for the same reasons [14]. Such behavior changes can reduce the accuracy of health data [15-18].

Due to inaccurate data, patient safety may be jeopardized: clinicians may make treatment errors [19] or make errors in ordering medications [20]. Furthermore, researchers may underestimate disease prevalence [21], and health system managers may underestimate compliance with standards of care such as vaccination guidelines [22]. Health care organizations may be fined if they report inaccurate data to government agencies [23].

While federal and provincial health care privacy legislation, such as the Health Insurance Portability and Accountability Act in the United States and the Personal Health Information Privacy Act in Ontario, do motivate organizations to properly protect PHI, we do not know the extent to which that has actually been effective in eliminating inadvertent disclosures of PHI.

One relatively easy way to get personal information (PI) about other people is through the disk drives available on the second-hand computer market [24-26]. These computers may have been deliberately resold by their owners (individuals or organizations), donated to good causes (eg, charities or schools) who subsequently sold them, or may have ended up on the second-hand market after they were lost or stolen. In this study we examine the data remnants in second-hand disk drives to determine the extent to which PHI is inadvertently leaking from data custodians. To our knowledge, there have been no studies that have attempted to assess the extent to which PHI can be inadvertently disclosed in this way.

Methods

One approach to evaluate the extent to which PHI is leaking from data custodians is to count the number of security breaches that are publicized in the media. This, however, has a number of disadvantages: (1) not all security breaches involve PHI (eg, many are of financial data) and media reports may not make the distinction, (2) not all security breaches result in PHI being disclosed (eg, the data was encrypted) and such details usually do not appear in media reports, and (3) only some US states and only one Canadian province have breach notification laws [27]. Therefore, it is plausible that many breaches never get reported in the media.

Consequently, in this study we estimate the prevalence of PI and PHI leaks through second-hand disk drives. Our measure is the proportion (percentage) of second-hand disk drives available on the reseller market with PI and PHI on them. We purchased functional computer disk drives from the second-hand computer equipment reseller market across Canada and examined their contents using digital forensic tools. All nonfunctional drives were returned and replaced.

This study was conducted in the winter of 2006/07. Ethics approval was obtained from the Research Ethics Board at the Children’s Hospital of Eastern Ontario (CHEO) Research Institute.

Number and Type of Drives

Our focus was on drives that would be used by individual end users (ie, in their desktop machines and laptops). This means that we excluded drives that were used in servers. Hence, we focused on smaller disk drives with a capacity range of 10 GB to 40 GB.

There is no previous research on PHI leaks in second-hand disk drives; therefore, we relied on data remnant studies of PI to determine the number of disk drives needed to estimate the prevalence of PHI [24-26]. We expected the proportion of drives that leak PHI to be smaller than the proportion leaking PI since there is less health information collected and stored electronically compared to other types of PI (eg, financial and legal information). We therefore expected the proportion of drives with PHI to be closer to the lower end of PI, which is 18% [26]. The size of the 95% confidence interval in previous studies that analyzed more than 12 functional drives ranged from ± 9% to ± 11% [26]. We then selected an interval value in the middle: ± 10%, which ensures that the precision of our estimates is within the expected range for this type of study. The minimal number of drives to obtain such a confidence interval is 57. Consequently, we aimed to get data from 60 functional disk drives.

Identifying Vendors

A comprehensive list of 125 Canadian second-hand computer equipment vendors was identified from telephone directories, contacts and experts in the computer industry, Canadian vendors selling on eBay during the study period, local business directory searches, and a Google search to find “used computer equipment in Canada.” The results were reviewed to form a list of 40 credible potential vendors distributed geographically across the country. We went down the shuffled list and systematically contacted these vendors via telephone and/or email for more information on their inventory. Used disk drives were purchased either in person, over the phone, or the Web, and were picked up personally or shipped to our lab. We limited the maximum number of drives per vendor to 10 so as to ensure a wider distribution of sources.

After contact, some vendors were excluded for a number of reasons:

- They would not sell individual disk drives. Due to cost constraints, we could only purchase stand-alone drives rather than fully configured second-hand computers from which the drives could be physically extracted.
- Some vendors in rural areas did not want to ship the equipment across the country or did not accept payments by phone or over the Internet.
- Some vendors did not have disk drives within the stipulated size range in stock at the time of the study.

Number and Type of Drives

Our focus was on drives that would be used by individual end users (ie, in their desktop machines and laptops). This means that we excluded drives that were used in servers. Hence, we focused on smaller disk drives with a capacity range of 10 GB to 40 GB.

There is no previous research on PHI leaks in second-hand disk drives; therefore, we relied on data remnant studies of PI to determine the number of disk drives needed to estimate the prevalence of PHI [24-26]. We expected the proportion of drives that leak PHI to be smaller than the proportion leaking PI since there is less health information collected and stored electronically compared to other types of PI (eg, financial and legal information). We therefore expected the proportion of drives with PHI to be closer to the lower end of PI, which is 18% [26]. The size of the 95% confidence interval in previous studies that analyzed more than 12 functional drives ranged from ± 9% to ± 11% [26]. We then selected an interval value in the middle: ± 10%, which ensures that the precision of our estimates is within the expected range for this type of study. The minimal number of drives to obtain such a confidence interval is 57. Consequently, we aimed to get data from 60 functional disk drives.

Identifying Vendors

A comprehensive list of 125 Canadian second-hand computer equipment vendors was identified from telephone directories, contacts and experts in the computer industry, Canadian vendors selling on eBay during the study period, local business directory searches, and a Google search to find “used computer equipment in Canada.” The results were reviewed to form a list of 40 credible potential vendors distributed geographically across the country. We went down the shuffled list and systematically contacted these vendors via telephone and/or email for more information on their inventory. Used disk drives were purchased either in person, over the phone, or the Web, and were picked up personally or shipped to our lab. We limited the maximum number of drives per vendor to 10 so as to ensure a wider distribution of sources.

After contact, some vendors were excluded for a number of reasons:

- They would not sell individual disk drives. Due to cost constraints, we could only purchase stand-alone drives rather than fully configured second-hand computers from which the drives could be physically extracted.
- Some vendors in rural areas did not want to ship the equipment across the country or did not accept payments by phone or over the Internet.
- Some vendors did not have disk drives within the stipulated size range in stock at the time of the study.
We were able to purchase equipment from 12 different vendors (multiple sites for retail chains were counted as multiple vendors).

**Data Recovery**

Functioning drives can be classified as blank, recoverable, or securely wiped. Blank drives were readable but there was no data on them at all, current or deleted. Data on drives that have been reformatted or repartitioned can be quite easily recovered [24]. Files that are deleted are also recoverable since a delete does not actually remove the data from the drive but only removes the entry from the file directory. We used a commercial software package called Recover My Files (GetData Pty Ltd, Hurstville, NSW, Australia, version 3.98, build 5282) to retrieve the data from the drives and recover the files that have been deleted [28]. The same tool was used to recover data from formatted and repartitioned disk drives. Further information about data recovery is included in the Multimedia Appendix.

It is possible to use tools that implement a specific secure delete algorithm that ensures that the data cannot be recovered. The DOD 5220.22-M standard is a US Department of Defense standard providing specifications for clearing and sanitizing electronic data storage devices [29-31]. There are some commercial and freely available tools that implement that standard (eg, see [32]). It is not possible to extract the data from such drives. For drives that were not blank and that were not recoverable, we used a hexadecimal editor to read the patterns of data on the disk. Disks that have been wiped using this approach either have a single character (usually a zero) written to the disk or have a characteristic pattern of alternate ones and zeros followed by a random character written to the disk.

**Data Coding and Analysis**

All data from the recovered drives were stored on DVDs. A search of the files on each DVD was performed in order to isolate files that may have contained PI and PHI. The DVDs were searched for Microsoft Word documents, Excel documents, PowerPoint documents, Outlook files, Access database files, Adobe (PDF) documents, and text files. All discovered files were manually reviewed and a summary of the discovered PI and PHI was completed for each disk. An attempt was also made to identify the owner(s) of each disk drive from the information it contained.

PI was defined as identifying information (eg, name, address, social insurance number) about an individual or individuals plus other sensitive but nonmedical information (eg, financial information, personal correspondence, divorce documents, legal records). PHI was defined as identifying information about an individual or individuals plus any sensitive physical or mental health information. By this definition, if a drive only had a list of names and addresses but no sensitive information associated with them, then such data would not be considered PI or PHI. This definition is somewhat conservative because one can argue that a list of names and addresses suggests that all of these individuals were associated in some way; hence, association information would be revealed. Therefore, our results would be considered a lower bound on the prevalence of PI and PHI in the second-hand drives we analyzed.

Four ratings were made for each drive depending on the type of information it contained: (1) PI about the owner, (2) PI about other individuals apart from the owner, (3) PHI about the owner, and (4) PHI about other individuals apart from the owner. If a drive was clearly owned by multiple people (eg, members of a family), then they were all considered the owner in our coding. This means that, for example, if PI existed on any one of them, then the drive was considered to contain PI on the owner.

When considering whether information about the owner was really PI or not, we needed to decide what to do about work products. A work product is the output of an individual’s professional or employment responsibilities. For example, a physician’s prescription record would be considered a work product of the physician, irrespective of whether the patient is identifiable or not. The Federal Privacy Commissioner of Canada does not consider work products to be PI [33]. However, the European Commission had a different interpretation and considers information on and relating to an individual regardless of the position or capacity of the individual, such as a prescription record written by a physician, a communication of PI [34]. Given the uncertainty across jurisdictions, we treated information deemed to be work products as PI in one analysis and not PI in another analysis and present both sets of results.

Two independent individuals rated the drives. The first rater analyzed all of the 60 drives. The second rater analyzed a subset of the drives to ensure that the coding was reliable. Where there was disagreement, the two raters met to discuss their rationale and reach a consensus rating.

To determine how many drives the second rater needed to analyze, we performed a power analysis for using the Kappa statistic [35]. Given that there are no precedents for the interrater reliability of data extraction from second-hand drives, we relied on generally accepted benchmarks for Kappa values. Hartmann notes that Kappa values should exceed 0.6 [36]. Landis and Koch provide a more general benchmark, where values between 0.4 and 0.6 are considered moderate agreement [37]. A similar benchmark is provided by Altman [38]. Fleiss suggests that values between 0.4 and 0.75 represent intermediate to good agreement [39]. To err on the conservative side, we assumed that our value of Kappa would be at least 0.5, which would be considered a moderate level of agreement according to the above benchmarks. At that level of agreement, and 80% power to reject a null hypothesis comparing Kappa to agreement by chance, the second rater needed to code only 32 drives [40,41].

The final results are presented in terms of the percentage of disk drives containing PI and PHI on owners and other individuals, with the 95% confidence interval [42]. Interrater agreement is presented in terms of the Kappa statistic and its 95% confidence interval.

**Special Protocols**

Three special protocols were put in place for this study:

1. Some disk drives were expected to contain inappropriate/obscene material (eg, pornography). We therefore did not explicitly look through image files (file extensions .gif, .jpg, .psd, .tif, and .bmp). Also, one member of our research team initially screened the drives for files...
and directories with suggestive names and flagged these particular drives as potentially containing such materials. No searching of files with suggestive names was done on flagged drives.

2. If any illegal materials were discovered (e.g., child pornography), that information was to be passed on to the police.

3. If there were cases of disclosure of particularly sensitive PI or PHI for a large number of individuals, then they were to be reported to the appropriate (federal or provincial) privacy commissioner for follow-up.

**Results**

All of the 60 drives were from personal computers and ran the Windows operating system. Repartitioning and formatting are two common approaches for manipulating the drives. However, as noted earlier, much data can be recovered despite these efforts. There were 35 drives that were repartitioned or formatted, and 5 that had had nothing done to them (all data were readily available). Therefore, data was potentially recoverable from 67% (95% CI: 54%-77%) of the drives.

A significant percentage of drives (28%; 95% CI: 19%-41%) were wiped using the DOD 5220.22-M standard. Three of the drives (5%) were completely blank and there had not been any data written to them. Five of the drives had pornographic files on them. Two of the drives were referred to the provincial privacy commissioner’s office due to the sensitivity of the data that was found. No cases were referred to the police.

We were able to retrieve data from 39 drives (one of the repartitioned drives had no data on it). This represents 65% (95% CI: 52%-76%) of the total. Overall, we extracted 57 DVDs of data from the 39 drives.

<table>
<thead>
<tr>
<th>Table 1. Contingency table with marginal totals and percentages showing the status of purchased drives distributed by province of purchase*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Province</td>
</tr>
<tr>
<td>Ontario</td>
</tr>
<tr>
<td>Quebec</td>
</tr>
<tr>
<td>Alberta</td>
</tr>
<tr>
<td>British Columbia</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

*For store chains, we considered the location of the specific store that we purchased from. The actual owners of the disk drives may be located in a different province or country. Four of the drives bought from Ontario belonged to US-based entities: 2 of them were state government departments, 1 was a municipal department, and 1 belonged to an individual.

There were 7 vendors in Ontario, 1 in Quebec, 3 in Alberta, and 1 in British Columbia. The distribution of drives by province is shown in Table 1. There are relatively more drives purchased from Ontario. Data were extracted from the drives from 6 of the Ontario vendors. All of the drives purchased from Alberta had been securely cleared such that no data were recoverable.

After our data analysis, we contacted the 3 Alberta vendors to understand why they all had used secure methods for deleting data on the drives they resell. They all stated that they had internal standard operating procedures for doing secure deletes on the second-hand disk drives that they sell because they do not want to get involved in any data breaches.

We were able to determine the address of the drive owner for 26 of the 39 drives with recoverable data. All of the 26 disk drives came from urban areas (using the Canada Post and the Canadian Medical Association definitions of a rural postal code, which is only one of multiple possible definitions [43]). The owners for 22 of these 26 drives were in the same province as the vendor. The other 4 were US-owned but were sold by Ontario vendors.

<table>
<thead>
<tr>
<th>Table 2. Claims made by the vendors of the drives from which we were able to extract data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vendor Statement About Wiping Drives</td>
</tr>
<tr>
<td>“Like new condition”</td>
</tr>
<tr>
<td>Verbally stated that the drives were formatted</td>
</tr>
<tr>
<td>“Recertified to factory settings”</td>
</tr>
<tr>
<td>None</td>
</tr>
</tbody>
</table>

The 8 vendors from whom we bought drives that had data on them did not actually make any claims that the data would be removed in a secure way (see Table 2). Therefore, they were not in breach of any agreements that they had made.
A summary of the type of data that was uncovered in these drives is shown in Table 3. All Kappa scores were above our threshold of moderate agreement. The vast majority of drives with data had PI about their owners (close to half of all drives) and about others. Examples of PI found on the disk drives included:

- personal budgets, salary information, tax returns and completed tax filing forms
- letters regarding personal relationships
- information on life insurance policies and inheritances
- payroll records of employees, including addresses, dates of birth, and social insurance numbers
- email correspondence regarding employees and their actions
- police record checks
- divorce documents

A considerable percentage of the total drives had PHI about the owners (8%) and other people apart from the owner (10%). The vast majority of that information was in correspondence (e.g., Word documents, PDF documents, and email). Examples of PHI found on the disk drives included:

- psychological assessments of adults and children, correspondence related to custody cases involving children, affidavits, and social history of abuse victims
- medical certificates
- letters regarding alcohol addictions of other individuals (not the owners of the drive)
- reports from a registered nurse about other individuals’ health problems, cases of abuse, children’s health, and medication lists
- correspondence regarding the placement of adults and children in long-term care facilities

The 6 disk drives with PHI about other people came from 3 different vendors; half of them were for personal use and the other half belonged to organizations.

### Discussion

We found that PI, including PHI, was recoverable from 65% of the drives we purchased; 8% of the disk drives had PHI of the owners, and 10% of all drives had PHI on other people. Half of the latter set came from organizations that were directly entrusted with that information and the other half from people working for such organizations (e.g., a nurse who took some information home to work on it).

Approximately 8% of personal computers in use worldwide are second-hand machines [44], out of a total installed base of 980 million in 2007 [45]. To the extent that our findings are generalizable, an 8%-10% prevalence of PHI in second-hand disk drives in use paints a disturbing picture about the inappropriate disclosure of PHI. The second-hand computer market is expected to grow significantly in the next few years [46,47] and, with it, the opportunity for further such disclosure of PHI.

In a previous data remnants study done in the United States [24], 158 drives were bought. Of these, 129 were successfully imaged. Approximately 9% were wiped. It was possible to extract data from many of the remaining drives (38%). A similar international study provided the results presented here in Table 4. PI was recoverable from 60% of North American drives, although the sample size was quite small. Based on data from the United Kingdom and Australia, the range of drives with PI is 18% to 49%. While our findings on PI are consistent with previous studies, giving them some face validity, previous studies did not consider PHI.

### Table 3. Percentage of drives with recoverable files and percentage of total drives with available personal data

<table>
<thead>
<tr>
<th></th>
<th>Owner PI (A)*</th>
<th>Owner PI (B)*</th>
<th>Other PI</th>
<th>Owner PHI</th>
<th>Other PHI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Percentage of Recovered (95% CI)</strong></td>
<td>72% (28/39) (56%-83%)</td>
<td>62% (24/39) (46%-75%)</td>
<td>56% (22/39) (41%-71%)</td>
<td>13% (5/39) (6%-27%)</td>
<td>15% (6/39) (7%-28%)</td>
</tr>
<tr>
<td><strong>Percentage of Total (95% CI)</strong></td>
<td>47% (28/60) (35%-59%)</td>
<td>40% (24/60) (29%-53%)</td>
<td>37% (22/60) (26%-49%)</td>
<td>8% (5/60) (7%-24%)</td>
<td>10% (6/60) (5%-20%)</td>
</tr>
<tr>
<td><strong>Kappa† (95% CI)</strong></td>
<td>0.8 (0.6-1)</td>
<td>0.6 (0.33-0.88)</td>
<td>0.78 (0.54-1)</td>
<td>0.76 (0.45-1)</td>
<td>0.795 (0.52-1)</td>
</tr>
</tbody>
</table>

*(A) indicates that work products were considered as PI, and (B) indicates that work products were not considered as PI.

†Interrater agreement Kappa scores and their 95% confidence intervals.

### Table 4. Summary of findings from an international data remnants study [26]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total Drives</strong></td>
<td>116</td>
<td>200</td>
<td>53</td>
<td>40</td>
<td>24</td>
</tr>
<tr>
<td><strong>Faulty Drives</strong></td>
<td>13 (11%)</td>
<td>87 (43%)</td>
<td>3 (6%)</td>
<td>30 (75%)</td>
<td>12 (50%)</td>
</tr>
<tr>
<td><strong>Wiped</strong>*</td>
<td>17 (16%)</td>
<td>55 (49%)</td>
<td>18 (36%)</td>
<td>4 (40%)</td>
<td>1 (8%)</td>
</tr>
<tr>
<td><strong>Had PI</strong>*</td>
<td>51 (49%)</td>
<td>35 (31%)</td>
<td>9 (18%)</td>
<td>3 (30%)</td>
<td>7 (60%)</td>
</tr>
</tbody>
</table>

*The percentage of these disk drives that were not faulty.
Prevalence of PHI

Our results indicate that not as much health information is leaking as other types of information, such as financial and legal information. Why is relatively less PHI available electronically on these drives?

In Canada, the use of computers and the Internet is quite common. The majority of the population has access to a home computer [48], and most citizens have access to the Internet [49,50]. However, this does not mean that they have easy electronic access to their own PHI.

There are a number of ways that individuals can get electronic access to their own health data. For example, individuals may request their medical records from the institution that provided them with care. In practice, very few hospitals provide medical records electronically or make them accessible [51]. Another study found that a very small percentage of members of an integrated delivery system used eHealth services when provided to them [52].

It is more likely that PHI will exist in correspondence, such as email. The proportion of US Internet users who reported communicating over the Internet with their health care provider in 2005 was 10% [53]; a European survey found that 4% have approached their family doctor over the Internet, and about 7% of email users in the United States exchange emails with physicians or health professionals [54]. The proportion of physicians who report communicating by email with their patients varies from 3.6% to 24% [55-57]. About a quarter of patients correspond via email with family members [50]. PHI may also be exchanged electronically with peers [58]. This is consistent with our findings in that most of the PHI we found was in correspondence rather than in electronic medical records or database files.

One would expect that as electronic medical records become more widely deployed, more PHI will be available to patients electronically and hence the risk of inappropriate disclosure of PHI will increase over time. The disclosure risk is highest with care and service providers who would have extensive electronic correspondence with and documentation on many patients and clients on their work and personal computers.

Practices for Securing Data on Disk Drives

There is clearly a need for organizations and individuals, and certainly in Ontario and to some extent Quebec, to take actions to reduce the risk of personal data leaking from second-hand disk drives. A disk can leave its custodian in three ways: it is destroyed, it is given away, or it is lost or stolen.

The safest way to dispose of a disk drive is to properly destroy it. Approximately 38% of all used personal computers, including their drives, are destroyed [59]. While there are a large number of techniques that an individual or organization can potentially employ to destroy equipment [60], many of them require specialized equipment or resources and it is therefore not practical for most users to do it themselves. However, destruction of equipment can be outsourced to specialized vendors.

If equipment will be donated or resold, the risks of PHI leaks remain high. Donated equipment may end up in foreign second-hand markets, as demonstrated by a recent case of British computers ending up in Africa [61]. Approximately 6% of second-hand computers are exported [59]. If not exported, local resellers will not necessarily wipe data from the drives they acquire [62].

There are three general approaches that can be pursued to protect data on equipment before it is given away: de-identification of data, encryption of data, and the use of secure delete technology. Such approaches should be applied on all computers that will hold PHI, including the personal computers of staff and contractors who may take data home to work off-site.

Any PHI on a disk drive ought to be de-identified at the earliest opportunity. De-identification ensures that the risk of finding out the identity of the individuals about whom the data pertains is low [63]. This means removing or masking directly identifying data and applying other anonymization techniques to protect indirectly identifying data [64]. However, there will be many cases when data need to be identifiable to be useful. Hence, additional techniques would also need to be used.

Another way to protect data is by using encryption technology. Encryption can be used to create specific virtual drives, and all sensitive information can be stored on the virtual drives. Unless the password used is weak or the encryption algorithm is compromised, it would be extremely difficult to extract the information. However, this is generally not enough. Many programs will store their data, temporary files, cached files, backup files, and registry values outside the encrypted virtual drive. Quite a significant amount of information can be left in these files. Most users would not know to change the settings of their applications to only use the encrypted disk drive, and sometimes that option is not available. Therefore, if one really wants to protect data, this would probably not be the best approach unless one possesses a great deal of technical expertise (to change the setting of the applications to force them to use the encrypted drive).

The best encryption technology to use is whole disk encryption [65] that is invoked before the operating system, during system boot, starts to operate. This ensures that all data on the drive (temporary, backup, and data) are encrypted. Fortunately, this type of technology is becoming more generally available in common operating systems and hardware. Therefore, one would expect that, in the next few years it will be much more widely deployed and will significantly reduce the risks we have identified. Specific stand-alone products are listed by the Privacy Commissioner of Ontario in a fact sheet [65].

The second technology one can use is secure delete. This allows one to delete all of the data on the drive so that they are not recoverable (such as when using the DoD 5220.22-M standard). Secure delete by itself, however, is not enough. One needs to perform a more general disk wipe. Software for wiping disks usually performs a secure delete as well as removing all of the temporary, backup, and cached files from the system.

A recent study noted that commercial software for wiping disks tends to be quite unreliable [66]. In one case, the software did...
not even attempt a secure delete because of a software bug. The difficulty with wiping software is that the program needs to determine where each application keeps its information. This is difficult to do for a very large number of applications that change often. It has been argued that because the market for privacy tools is small (and hence the vendors have limited resources), such vendors will not be able to keep up-to-date with the application and operating system changes [66]. Therefore, while the use of wiping software is reassuring, it may not actually be sufficient to protect personal data on disk drives.

Even if an organization does not resell or donate its equipment, theft and loss are real risks. For instance, a recent survey noted that 47% of organizations reported theft of a laptop or mobile computing device [67]. Some recent health care examples: (1) the theft of 2 laptop computers containing the names, birth dates, addresses, PHI, and insurance information for 3000-4000 patients was reported after a break-in at a rehabilitation clinic [68], (2) a laptop computer that contained 51 assessment reports was stolen from the car of a psycho-educational consultant working for the school board [69], and (3) a laptop computer containing data on 2900 patients participating in clinical trials was stolen from a researcher’s car [70]. All of the techniques described above that are used to protect data when equipment is donated or sold should therefore be considered even if there is no intention to part with the equipment. One cannot control loss or theft events.

In summary then, it is best to properly destroy equipment when it is no longer in use. Even if that is not possible or desirable, it is still advisable to have full drive encryption to be activated as soon as the computers are purchased. With full drive encryption, there is minimal risk (unless the passwords used are weak) if the disk drive is given away, lost, or stolen at a later date.

Limitations
In this study we only examined one source of leakage of PHI from data custodians. However, our results indicate that this is an important source of very sensitive PHI. As more information is stored and exchanged electronically, the risks from such leakage are bound to only increase unless current practices change.

We explicitly limited the study to Canadian vendors since this geographic location has not been studied before and because Canada has strong federal privacy laws. Hence, one would have expected that the ability to find PHI would be quite low—which was not the case.

The representativeness of the 60 drives of all drives in the second-hand market is a concern. We would argue that this sample underestimates the problem for a number of reasons. First, we excluded large disk drives, which eliminated data from servers. Servers would potentially contain large databases of PI and/or PHI. Second, some vendors (eg, those in rural locations) became suspicious of our motives for purchasing disk drives (“Why is someone from Ottawa buying a single drive from rural Alberta?”) and therefore refused to sell. We suspect that vendors with drives containing un-wiped PI and/or PHI were less likely to sell us the equipment. Therefore, our results should be considered a lower bound on the extent to which PI and PHI leaks through second-hand drives.

We did not specifically seek disk drives with health information on them. Had we done so, the PHI proportions would likely have been higher. However, that would not have provided a realistic assessment of the risk. Second-hand equipment vendors do not specialize by domain (ie, there were no vendors that specialize in selling only used equipment from health care facilities). Had we specifically requested equipment from health care institutions, it may have sounded like a suspicious request and dissuaded the vendors from completing the transaction.
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Abstract

Background: Research in quality of life traditionally relies on paper-and-pencil questionnaires. Easy access to the Internet has inspired a number of studies that use the Internet to collect questionnaire data. However, Internet-based data collection may differ from traditional methods with respect to response rate and data quality as well as the validity and reliability of the involved scales.

Objective: We used a randomized design to compare a paper-and-pencil questionnaire with an Internet version of the same questionnaire with respect to differences in response rate and completeness of data.

Methods: Women referred for mammography at a Danish public hospital from September 2004 to April 2005, aged less than 67 years and without a history of breast cancer, were eligible for the study. The women received the invitation to participate along with the usual letter from the Department of Radiology. A total of 533 women were invited to participate. They were randomized to receive either a paper questionnaire, with a prepaid return envelope, or a guideline on how to fill in the Internet-based version online. The questionnaire consisted of 17 pages with a total of 119 items, including the Short Form-36, Multidimensional Fatigue Inventory-20, Hospital Anxiety and Depression Scale, and questions regarding social status, education level, occupation, and access to the Internet. Nonrespondents received a postal reminder giving them the option of filling out the other version of the questionnaire.

Results: The response rate before the reminder was 17.9% for the Internet group compared to 73.2% for the paper-and-pencil group (risk difference 55.3%, \( P < .001 \)). After the reminder, when the participant could choose between versions of the questionnaire, the total response rate for the Internet and paper-and-pencil group was 64.2% and 76.5%, respectively (risk difference 12.2%, \( P < .001 \)). For the Internet version, 97.8% filled in a complete questionnaire without missing data, while 63.4% filled in a complete questionnaire for the paper-and-pencil version (risk difference 34.5%, \( P < .001 \)).

Conclusions: The Internet version of the questionnaire was superior with respect to completeness of data, but the response rate in this population of unselected patients was low. The general population has yet to become more familiar with the Internet before an online survey can be the first choice of researchers, although it is worthwhile considering within selected populations of patients as it saves resources and provides more complete answers. An Internet version may be combined with the traditional version of a questionnaire, and in follow-up studies of patients it may be more feasible to offer Internet versions.


KEYWORDS
Questionnaire design; random allocation; Internet; postal service; evaluation; data collection methodology
**Introduction**

Research in quality of life traditionally relies on paper-and-pencil questionnaires. Internet surveys may have advantages compared to the traditional paper-and-pencil surveys with respect to turn-around time, expenses, and data management [1]. However, Internet-based data collection may differ from traditional methods with respect to response rate and data quality as well as validity and reliability of the involved scales. Only a few studies have systematically evaluated Internet-based survey methods. The main questions have addressed validity [2-7], response rate, response speed, and completeness of data [1,6-14].

Most studies report small differences in answers obtained in Internet and paper-and-pencil versions of questionnaires [2-7]. Pealer et al found no significant difference in response rates, the Internet version having a response rate of 62% compared to 58% for the paper-and-pencil version [12]. Ritter et al found a high response rate in both groups of a study population recruited on the Internet: 87% in the Internet group, and 83% in the paper-and-pencil group [9]. These studies either recruited their participants on the Internet or invited only participants with a known active email account, and, as a consequence, the results from these studies are not valid for a general population of patients. A Swedish study conducted in a general population sample obtained a response rate of 50% in the Internet group and 64% in the paper-and-pencil group. The method included two reminders, including a contact by telephone [6]. However, in a workplace health survey, a poor response rate was observed among the Internet group (19%) compared to the paper-and-pencil group (72%), but this study did not include a reminder procedure [1].

Overall, the results with respect to differences in response rate are inconsistent, which may reflect differences in methodology and populations. We have not identified any randomized studies comparing Internet and paper-and-pencil questionnaires in patient populations unselected with respect to Internet access. Therefore, we aimed to evaluate an Internet survey method in comparison to paper-and-pencil with respect to response rate and completeness of data in a randomized controlled design among women referred for mammography.

**Methods**

Participants were women referred for mammography from September 2004 to April 2005 in the Department of Radiology at the public hospital, Randers Regional Hospital. The municipality of Randers has around 62000 inhabitants. Patients were referred by their family doctor. A consultant at the Department of Radiology assigned the referred patients to one of three categories: acute, subacute, or nonacute. Subsequently, a letter was sent to the woman informing her about the date, location, and other details of the mammography. The women were randomized to be invited to answer either an Internet version or a paper-and-pencil version of a questionnaire. We only invited women up to retirement age (67 years in Denmark) who did not have a history of breast cancer. Patients from all categories (acute, subacute, or nonacute) were invited until February 2005, whereas only patients in the acute and subacute groups were invited to participate.

Nonrespondents in both groups were mailed a reminder after 10 days, given that the date of their mammography was not reached. The reminder informed the woman that she was free to answer the opposite version of the originally requested questionnaire if she so desired. Only questionnaires filled in before the date of the mammography were included in the analysis. The procedure is outlined in Figure 1. There were no incentives to promote the survey response.
The letter to women randomized to answer the paper-and-pencil version included a paper questionnaire and a prepaid return envelope, while the letter to women randomized to answer the Internet version included a guideline on how answer the Web-based version. Access to the Internet questionnaire required entry of a unique five-letter username. No password was needed since the first letter in the username was a redundancy code. The layout of the Internet version was as close to the paper version as possible (see Figure 2 and Figure 3). In the Internet version, the participants were reminded of missing answers if they tried to leave a page incomplete. However, after pressing an “OK” button, they were allowed to continue even if there were still missing answers [15]. The questionnaire consisted of 17 pages and 119 items and included Short Form-36 [16], Multidimensional Fatigue Inventory-20 [17], and The Hospital Anxiety and Depression Scale [18]. Questions regarding social status, education level, occupation, and access to the Internet were also asked.

All respondents were interviewed by telephone 1 month after they had their mammogram. They were invited to join a follow-up study and were asked to select the version of questionnaire they preferred.
Figure 2. Screenshot of the Internet version of the questionnaire

Figure 3. Photograph of the paper-and-pencil version of the questionnaire
The sample size was calculated to provide a statistical power of at least 90% to detect a true difference in response rate of 15%. The actual power was 93.8%. Women had an equal probability of assignment to the two groups. The randomization code was developed using a computer random number generator. We tested the significance of categorized variables by the chi-square test and compared continuous variables by risk differences with 95% confidence intervals. Homogeneity across strata was tested with the Mantel-Haenszel test.

Table 1. Characteristics of patients, by randomization group

<table>
<thead>
<tr>
<th></th>
<th>Internet Group, % (n = 257)</th>
<th>Paper-and-Pencil Group, % (n = 276)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>5.1</td>
<td>7.4</td>
</tr>
<tr>
<td>30-39</td>
<td>25.0</td>
<td>21.0</td>
</tr>
<tr>
<td>40-49</td>
<td>29.7</td>
<td>29.6</td>
</tr>
<tr>
<td>50-59</td>
<td>26.8</td>
<td>27.6</td>
</tr>
<tr>
<td>60-67</td>
<td>13.4</td>
<td>14.4</td>
</tr>
<tr>
<td><strong>Place of Residence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>60.1</td>
<td>53.3</td>
</tr>
<tr>
<td>Village/suburb</td>
<td>26.5</td>
<td>27.2</td>
</tr>
<tr>
<td>Urban</td>
<td>13.4</td>
<td>19.5</td>
</tr>
<tr>
<td><strong>Category of Referral</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute</td>
<td>50.0</td>
<td>47.9</td>
</tr>
<tr>
<td>Subacute</td>
<td>18.5</td>
<td>20.6</td>
</tr>
<tr>
<td>Nonacute</td>
<td>31.5</td>
<td>31.5</td>
</tr>
</tbody>
</table>

*Defined by postal code
†The acute group was called in for mammography within 3-14 days, the subacute group within 1 to 3 weeks, and the nonacute group, not before 5 months.

The response rate before the reminder was 17.9% in the Internet group compared to 73.2% in the paper-and-pencil group, corresponding to a 55.3% difference in response rate in favor of the paper-and-pencil version (Table 2). The same tendency was found in all strata with respect to age, place of residence, and category of referral (see Table 2).

After the reminder, the response rate improved distinctly in the group originally randomized to the Internet (Table 3). Among the women assigned to the nonacute group, who had the longest respite before their mammogram, the response rate was even higher in the group randomized to the Internet version.

The completeness of answers in the two versions is summarized in Table 4. The Internet version produced significantly more complete questionnaires than the paper-and-pencil version. For the paper-and-pencil version, there was a tendency toward more incomplete scales the longer the scales were.
Table 2. Response rate before reminder, by randomization group

<table>
<thead>
<tr>
<th>Category</th>
<th>Paper-and-Pencil Group, % (n = 276)</th>
<th>Internet Group, % (n = 257)</th>
<th>Difference, % (95% CI) *</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td>73.2</td>
<td>17.9</td>
<td>55.3 (48.3-62.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>85.7</td>
<td>10.5</td>
<td>75.2 (52.2-98.1)</td>
</tr>
<tr>
<td>30-39</td>
<td>72.5</td>
<td>16.7</td>
<td>55.8 (41.3-70.3)</td>
</tr>
<tr>
<td>40-49</td>
<td>68.3</td>
<td>23.7</td>
<td>44.6 (30.7-58.5)</td>
</tr>
<tr>
<td>50-59</td>
<td>75.7</td>
<td>18.3</td>
<td>57.4 (44.1-70.7)</td>
</tr>
<tr>
<td>60-67</td>
<td>75.7</td>
<td>10.8</td>
<td>64.9 (47.8-81.9)</td>
</tr>
</tbody>
</table>

\[ \chi^2 = 4.8, P = .30 \]

<table>
<thead>
<tr>
<th>Place of Residence †</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural</td>
<td>74.7</td>
<td>17.5</td>
<td>57.2 (48.0-66.49)</td>
</tr>
<tr>
<td>Village/suburb</td>
<td>71.2</td>
<td>22.9</td>
<td>48.4 (34.1-62.7)</td>
</tr>
<tr>
<td>Urban</td>
<td>70.3</td>
<td>12.0</td>
<td>58.3 (41.0-75.5)</td>
</tr>
</tbody>
</table>

\[ \chi^2 = 2.2, P = .33 \]

<table>
<thead>
<tr>
<th>Category of Referral ‡</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute</td>
<td>72.5</td>
<td>23.9</td>
<td>48.9 (38.3-59.5)</td>
</tr>
<tr>
<td>Subacute</td>
<td>70.6</td>
<td>13.2</td>
<td>57.4 (41.9-72.9)</td>
</tr>
<tr>
<td>Nonacute</td>
<td>75.9</td>
<td>12.4</td>
<td>63.5 (52.0-75.0)</td>
</tr>
</tbody>
</table>

\[ \chi^2 = 5.1, P = .08 \]

*With Mantel-Haenszel test of homogeneity
†Defined by postal code
‡The acute group was called in for mammography within 3-14 days, the subacute group within 1 to 3 weeks, and the nonacute group, not before 5 months.

Table 3. Response rate after reminder, by randomization group

<table>
<thead>
<tr>
<th>Category</th>
<th>Paper-and-Pencil Group, % (n = 276)</th>
<th>Internet Group, % (n = 257)</th>
<th>Difference in % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td>76.5</td>
<td>64.2</td>
<td>12.2 (4.5-20.0)</td>
</tr>
<tr>
<td><strong>Category of Referral †</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute</td>
<td>74.6</td>
<td>49.6</td>
<td>25.0 (13.6-36.5)</td>
</tr>
<tr>
<td>Subacute</td>
<td>76.5</td>
<td>67.9</td>
<td>8.5 (8.6-25.7)</td>
</tr>
<tr>
<td>Nonacute</td>
<td>79.3</td>
<td>84.0</td>
<td>-4.6 (16.3-7.0)</td>
</tr>
</tbody>
</table>

*The percentage of primary nonrespondents who were reminded
†The acute group was called in within 3-14 days, the subacute group within 1 to 3 weeks, and the nonacute group, not before 5 months.
Table 4. Completeness of the three scales, by version

<table>
<thead>
<tr>
<th></th>
<th>Internet Version, % (n = 46)</th>
<th>Paper-and-Pencil Version, % (n = 202)</th>
<th>Difference, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>97.8</td>
<td>63.4</td>
<td>34.5 (26.6-42.3)</td>
</tr>
<tr>
<td>Short Form-36 [16]</td>
<td>100.0</td>
<td>71.3</td>
<td>28.7 (22.5-35.0)</td>
</tr>
<tr>
<td>Multidimensional Fatigue Inventory-20 [17] (20 items)</td>
<td>97.8</td>
<td>90.6</td>
<td>7.2 (1.4-13.1)</td>
</tr>
<tr>
<td>Hospital Anxiety and Depression Scale [18] (14 items)</td>
<td>100.0</td>
<td>92.6</td>
<td>7.4 (3.8-11.0)</td>
</tr>
</tbody>
</table>

The scores for the eight subscales of Short Form-36 are displayed in Table 5. There were no statistically significant differences between the two versions.

Table 5. Scores for subscales of Short Form-36, by randomization group

<table>
<thead>
<tr>
<th>Subscale of Short Form-36 [16]</th>
<th>Internet Version, Mean (SD)</th>
<th>Paper-and-Pencil Version, Mean (SD)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Function</td>
<td>91.4 (15.1)</td>
<td>90.1 (15.6)</td>
<td>1.3</td>
</tr>
<tr>
<td>Role Physical</td>
<td>85.9 (30.6)</td>
<td>81.9 (30.3)</td>
<td>3.9</td>
</tr>
<tr>
<td>Bodily Pain</td>
<td>81.2 (22.2)</td>
<td>76.3 (21.1)</td>
<td>4.9</td>
</tr>
<tr>
<td>General Health</td>
<td>81.3 (14.7)</td>
<td>77.1 (18.7)</td>
<td>4.2</td>
</tr>
<tr>
<td>Vitality</td>
<td>65.4 (22.7)</td>
<td>64.1 (22.2)</td>
<td>1.3</td>
</tr>
<tr>
<td>Social Function</td>
<td>89.9 (16.4)</td>
<td>87.3 (19.0)</td>
<td>2.6</td>
</tr>
<tr>
<td>Role Emotional</td>
<td>86.2 (25.9)</td>
<td>78.7 (32.8)</td>
<td>7.5</td>
</tr>
<tr>
<td>Mental Health</td>
<td>75.2 (17.3)</td>
<td>71.8 (19.8)</td>
<td>3.4</td>
</tr>
</tbody>
</table>

During the telephone interview with the respondents 1 month after they had their mammogram, they were invited to participate in the follow-up part of the study. They were asked to select the version of future questionnaires they preferred. The majority (55.4%) preferred the paper-and-pencil version, while 32.4% preferred the Internet version. The remaining 17.1% declined further participation. Among the 46 respondents from the Internet group, 73.2% preferred to continue on the Internet compared to 17.1% who preferred to change to a paper-and-pencil version.

Access to Internet, estimated by answers from the paper-and-pencil group, is displayed in Table 6.
Table 6. Internet access among the paper-and-pencil group

<table>
<thead>
<tr>
<th>Total</th>
<th>No.</th>
<th>At Home, %</th>
<th>Other*, %</th>
<th>None, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>12</td>
<td>58.3</td>
<td>25.0</td>
<td>16.7</td>
</tr>
<tr>
<td>30-39</td>
<td>48</td>
<td>70.8</td>
<td>8.4</td>
<td>20.8</td>
</tr>
<tr>
<td>40-49</td>
<td>56</td>
<td>82.1</td>
<td>3.6</td>
<td>14.3</td>
</tr>
<tr>
<td>50-59</td>
<td>55</td>
<td>63.6</td>
<td>18.2</td>
<td>18.2</td>
</tr>
<tr>
<td>60-65</td>
<td>27</td>
<td>51.9</td>
<td>0.0</td>
<td>48.1</td>
</tr>
</tbody>
</table>

$\chi^2 = 25.6, P = .001$

Place of Residence†

<table>
<thead>
<tr>
<th>Place of Residence</th>
<th>No.</th>
<th>At Home, %</th>
<th>Other*, %</th>
<th>None, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural</td>
<td>120</td>
<td>62.5</td>
<td>12.5</td>
<td>25.0</td>
</tr>
<tr>
<td>Village</td>
<td>52</td>
<td>86.5</td>
<td>7.7</td>
<td>5.8</td>
</tr>
<tr>
<td>Urban</td>
<td>26</td>
<td>61.5</td>
<td>0</td>
<td>38.5</td>
</tr>
</tbody>
</table>

$\chi^2 = 17.1, P = .002$

Education Level (years)‡

<table>
<thead>
<tr>
<th>Education Level (years)</th>
<th>No.</th>
<th>At Home, %</th>
<th>Other*, %</th>
<th>None, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>7-10</td>
<td>33</td>
<td>39.4</td>
<td>6.1</td>
<td>54.5</td>
</tr>
<tr>
<td>10-12</td>
<td>47</td>
<td>68.1</td>
<td>4.3</td>
<td>27.6</td>
</tr>
<tr>
<td>13-17</td>
<td>113</td>
<td>77.0</td>
<td>13.3</td>
<td>9.7</td>
</tr>
</tbody>
</table>

$\chi^2 = 33.2, P < .001$

*At work, local library, etc
†Defined by postal code
‡According to International Standard Classification of Education

Discussion

We found an initial response rate of only 17.9% in the Internet group compared to 73.2% in the paper-and-pencil group. However, after a reminder, when the participants were free to choose between versions, the total response rate was similar in the two randomized groups. The quality of data regarding completeness was superior in the Internet version for all the involved scales. We did not identify any differences in Short Form-36 subscales. However, even in a randomized study, caution should be exercised when comparing the distribution of answers between the two groups since the distributions depend on differences in the two methods as well as selection bias, especially when the response rate in one of the groups is very low.

The population was unselected with respect to Internet access and experience. According to the 2005 Statistics Denmark survey, 77% of Danish women had access to the Internet [19]. Based on answers from the paper-and-pencil group, we estimate that 70% of the women in the present study had access to the Internet at home. Access was closely associated with level of education. The geographic area surrounding the public hospital includes rural locations as well as the fifth largest city in Denmark. We consider our sample representative for female patients in Denmark.

The most prominent weakness of the Internet version was a low response rate, and we could not identify any single determinant factor. However, as expected, the response rate was highest in the age group with greatest access to the Internet. After a reminder letter, which stated that participants were free to fill out their preferred version of the questionnaire, the total response rates were nearly the same. However, women in the acute and subacute groups had less time to complete the questionnaire before their mammogram, which in some cases prevented the reminder.

Response rates to Internet questionnaires reported in the literature vary a lot between studies [1,6-14]. It is evident that studies conducted in populations with known access to the Internet are supposed to have higher response rate than studies of populations without known access, like the present study. However, differences in response rate may also be attributed to methodology and other characteristics of the population. A Swedish study compared the same paper-and-pencil questionnaire in two different versions with respect to ordering of questions and level of difficulty and found that the proportion of completers varied significantly [20]. It is plausible that populations of patients and general population samples may
react differently to an invitation to complete a Web questionnaire about health-related issues.

The fact that only 17.1% of respondents in the Internet group preferred to shift to the paper-and-pencil version when asked to join the follow-up study indicates that Internet versions may be more feasible in follow-up studies. One advantage of the Internet version is a high degree of completeness, and the design of Internet questionnaires allows the researcher to compensate for human error among participants who enter inconsistent answers or accidentally skip an item or even a page.

At present, Internet questionnaires can hardly stand alone as the method of data collection in studies of patients. Access to the Internet still depends on socioeconomic factors, and results obtained solely from Internet users may be biased. The general population must become more familiar with the Internet before an online survey can be the first choice of researchers, although it is worthwhile considering within selected populations of patients as it saves resources and provides more complete answers. An Internet version may be combined with a traditional version, and it may be more feasible to offer Internet versions in follow-up studies.
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Abstract

Background: At-risk populations can be reached with Web-based disease prevention and behavior change programs. However, such eHealth applications on the Internet need to generate return usage to be effective. Limited evidence is available on how continued usage can be encouraged.

Objective: This analysis tested whether routine email notification about a nutrition education website promoted more use of the website.

Methods: Adults from six rural counties in Colorado and New Mexico, United States (n = 755) participating in a randomized trial and assigned to the intervention group (n = 380) received, over a period of 4 months, email messages alerting them to updates on the website, along with hyperlinks to new content. Update alerts were sent approximately every 5 weeks (each participant received up to 4 messages). Log-ons to the website were the primary outcome for this analysis.

Results: A total of 23.5% (86/366) of the participants responded to at least one email, and 51.2% (44/86) of these participants responded to half of the email messages by logging on to the website. Significantly more log-ons occurred on email notification days compared to all other days (OR = 3.71, 95% CI = 2.72-5.06). More log-ons also occurred just after the notification but declined each day thereafter (OR = 0.97, 95% CI = 0.96-0.98 one day further from mass email). Non-Hispanics (OR = 0.46, 95% CI = 0.26-0.84), older participants (OR = 1.04, 95% CI = 1.04-1.06), and those using the Internet most recently (OR = 0.62, 95% CI = 0.51-0.77) were more likely to log on. Responders to the messages had a more positive change in fruit and vegetable intake (mean change = +1.69) than nonresponders (+0.05), as measured with a food frequency assessment (adjusted Spearman partial correlation coefficient = 0.14, P = .049). Compared to nonresponders, responders were more likely to be non-Hispanic (P = .01), older (P < .001), and had used the Internet more recently (P < .001).

Conclusions: Messages sent by email appeared to promote a modest short-lived increase in use of a disease prevention website by some adults. Those who responded to the messages by logging on to the website may have been influenced to improve their diet.

(J Med Internet Res 2007;9(3):e27) doi:10.2196/jmir.9.3.e27

KEYWORDS

Internet; diet; adult; behavior change; nonresponse; electronic mail; attrition; usage
Introduction

Evidence is mounting that Internet technology can be used to reach at-risk populations with Web-based disease prevention and behavior change programs. However, attrition and low use of these websites appear to be a common occurrence when they are used in community settings where participants are not “required” to use them. Surveys indicate that people are using the Internet to obtain health information; however, some immediate acute need, most commonly a real or potential health problem, seems to be the primary driver rather than the need for preventive information [1]. Unfortunately, strategies to improve exposure to health communication have not been investigated as often as strategies to influence health behavior [2].

It is a well-established principle in media effects research that audience activity determines the impact of media messages [3-5]. Exposure to media messages is fundamental to achieving effects, whether it be for news coverage, entertainment content, or a health communication program [2,4,6-8]. Audience members are selective in their choice of media and the content within media [9], and selective exposure has been demonstrated in new media such as the Internet [10].

In the case of the Internet, the choice of websites is essentially endless. The study website must compete with a large number of health-related websites for participants’ attention, not to mention the more than 350 million listings on Google related to nutrition, fruits and vegetables, cancer prevention, and diet—the topics of the current project—as of August 2007. In this situation, it may be that effective methods of increasing website use involve reminding adults about the website, providing hyperlinks that make it easy to visit with a single mouse click, and showing users what new content has been recently published to the website.

Beyond the conceptual issues surrounding why and how often individuals use the Internet, attrition and low website use threaten the internal validity of medical Internet research [11]. The experimental comparison in a randomized trial can be compromised when a substantial number of study participants do not visit the website being tested. Researchers often must rely on association between website usage, which is self-selected, and disease prevention outcomes rather than the randomly assigned comparison between treatment groups. In these cases, the possibility that a third variable(s) determines both greater website use and changes in prevention behavior undermines conclusions that websites are effective. It is also possible that website use is so infrequent in a trial that no association can be detected between treatment group or website use and health behaviors. In both scenarios, a potentially effective website is considered a failure without giving it a chance to demonstrate its full benefits.

In a recent community-based trial evaluating a nutrition education program, periodic messages were sent by email to notify participants of new content posted to the website and to remind them to visit the site. This paper reports the analyses of the effect of these email notifications on promoting visits to the website.
and organization of content areas on the website were based on social cognitive theory [13] and diffusion of innovations model [14] and were guided by expert advice and results from focus groups on nutrition and health information [15], evaluation of alternative message formats [16], and usability testing on the initial website structure with local residents [17].

Content of the Reminder Messages
A total of 12 different messages were created and sent to participants announcing new content on the website. In each message, universal record locators (URLs) were provided, linking to the areas in the website containing the new content. These email notifications were designed to alert participants that new, important, and relevant information had been added to the site. Participants were invited to take a look at this new content, which, in some cases, was seasonal in nature. The messages were personally addressed to each participant, and the participant’s username and password were provided in the messages. The participants were reminded to contact the community outreach trainer who recruited them if they had any questions about the website or problems accessing it.

Procedures for Delivering Reminder Messages
Approximately every 5 weeks, participants were sent a reminder message by email. The messages were sent to the email addresses provided by participants at trial enrollment. If emails were returned as undeliverable, the community outreach trainers attempted to contact participants and obtain an updated email address. The messages were sent from the central offices of the study. Corresponding to the number of updates on the “5 a Day, the Rio Grande Way” website during the 4-month observation period, most participants received 2 (35.7%, 136/380), 3 (32.1%, 122/380), or 4 (27.1%, 103/380) messages highlighting the updates. There were five participants who received only one message. (There were 14 participants not eligible to receive any messages because they were part of a pilot test of recruitment strategies.)

Measures
Website use was recorded with a custom-made program running on the Web server. Each usage session was identified and linked to a unique participant using their ID. Number of log-ons to the website, total time spent on the website, and visits to various website features were recorded and totaled for the 4-month period. Also, the date each reminder message was emailed was recorded, and the number of reminder messages each participant was eligible to receive within the 4-month (120-day) period was determined. In the present analysis, log-ons to the website were analyzed because they indicated that a participant had visited the website. Also, log-ons displayed a high correlation with time spent using the website [12].

Change in dietary behavior was measured with a validated food frequency measure of fruit and vegetable intake conducted at pretest and posttest [18]; an item was added to assess consumption of common regional foods such as red chile, green chile, and salsa. Responses were converted to servings per day following Thompson et al [18]. Additional pretest and posttest measures assessed attitudes toward cancer and its prevention, support from others to eat fruits and vegetables, involvement in purchasing and preparing foods, experience using computers and the Internet, perceived self-efficacy for using the Internet, and social and demographic characteristics as potential predictors of response to the email remainders. Participants reported on their frequency of exhibiting 13 eating and meal preparation practices. Two composites with adequate reliability were identified using a principal components analysis with a varimax rotation: eating habits (pretest Cronbach alpha = .75, posttest Cronbach alpha = .69) and access habits (pretest Cronbach alpha = .66, posttest Cronbach alpha = .58).

Statistical Analysis
Three analyses were performed in this paper to explore different aspects of the effect of mass emails on use of the experimental website and the response to it: (1) effect of email messages on log-on rates, (2) characteristics of participants who responded to the email messages by logging on, and (3) association of response to the email messages (by logging on) with dietary change. These analyses are explained in greater detail below.

Effect of Email Messages on Log-Ons to the Website
To explore whether users were prompted to log on to the website after a mass email was sent, a generalized linear mixed model for a binomial outcome (a form of generalized estimating equations) with a logit link function [19] using PROC GENMOD in SAS was utilized (SAS version 9.1, SAS Institute Inc, Cary, NC, USA). In this model, subjects had an observation for each day between their pretest and posttest. The outcome of interest is a 0/1 variable, where 1 indicates that the subject logged on to the website that day. The independent variable of interest was a 0/1 indicator for whether or not a mass email was sent that day. The generalized linear model allows for a first-order autoregressive covariance structure to account for within-subject correlations where time (in days) is measured from the date of the participant’s pretest.

Characteristics of Participants Who Responded to Email Messages
In addition to determining the effect that email alerts had on log-ons to the website, it was important to explore what participant characteristics were associated with response. Subjects were classified as responders if at any point during their study period (4 months) they visited the “5 a Day, the Rio Grande Way” website within 5 days of a mass email being sent. Associations between variables with this classification of response were examined using a logistic regression; odds ratios were derived to provide a measure of effect size. A multivariate model for predicting response status was created using a forward stepwise selection procedure. Results from this multivariate model are reported as factor effects using a Wald chi-square to test for significance.

Association of Response to Email Messages With Dietary Change
The final analysis explored the relationship of the main outcome of the original study — change in fruit and vegetable consumption — to the response to mass emails. Using the same classification of responder as in the previous section, change in fruit and vegetable intake from pretest to posttest was correlated...
with responder status. In a separate analysis, the proportion of mass emails that the participant responded to was correlated with change in fruit and vegetable intake. All correlations utilized a nonparametric Spearman partial correlation, adjusting for variables in the final multivariate model predicting response status. A nonparametric test was chosen due to the non-normal distribution (excessive skewing) of the change in fruit and vegetable consumption.

**Results**

**Description of Sample**

Table 1 presents the demographic characteristics of participants randomized to the intervention group. They were predominantly female and married, ranged in age from 18 to 86 years, lived in multi-person households with children, and were long-term residents of the study region at enrollment. Nearly two thirds self-identified as Hispanic, and almost one tenth were Native Americans.

Hispanics had used the Internet less frequently (0 times = 20.9%, 50/239; 1-4 times = 10.5%, 50/239; 5-10 times = 5.0%, 12/239; > 10 times = 63.6%, 152/239) than non-Hispanics (0 times = 10.8%, 13/120; 1-4 times = 5.8%, 7/120; 5-10 times = 2.5%, 3/120; > 10 times = 80.8%, 97/120; n = 379, $\chi^2 = 11.19$, $P = .01$). However, among current users of the Internet, there was no significant difference by Hispanic origin in time spent on the Internet in a typical day (Hispanic mean = 7.0 hours, SD = 10.6; non-Hispanic mean = 7.2 hours, SD = 9.1; $t_{1,245} = 0.17$, $P = .87$), but fewer Hispanics had an email account (73.7%, 112/152 current Hispanic users; 89%, 88/99 non-Hispanic users; $\chi^2 = 8.56$, n = 251, $P = .003$).

About one third of participants had a high school degree or less education, and another one third had a 2-year or 4-year college degree or postgraduate education. Most of the participants had prior experience using the Internet, but nearly one third had used it 10 times or less (Table 1). Two thirds reported currently using the Internet at enrollment.
<table>
<thead>
<tr>
<th>Demographics</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>47</td>
<td>12.4</td>
</tr>
<tr>
<td>Female</td>
<td>333</td>
<td>87.6</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 to 29</td>
<td>133</td>
<td>35.0</td>
</tr>
<tr>
<td>30 to 49</td>
<td>131</td>
<td>34.5</td>
</tr>
<tr>
<td>50 or older</td>
<td>104</td>
<td>27.3</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>12</td>
<td>3.2</td>
</tr>
<tr>
<td><strong>Hispanic origin</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of Hispanic origin</td>
<td>246</td>
<td>64.7</td>
</tr>
<tr>
<td>Not of Hispanic origin</td>
<td>130</td>
<td>34.2</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>4</td>
<td>1.1</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian / Alaska Native</td>
<td>36</td>
<td>9.5</td>
</tr>
<tr>
<td>Asian</td>
<td>3</td>
<td>0.8</td>
</tr>
<tr>
<td>Black</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>Native Hawaiian / Pacific Islander</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>White</td>
<td>133</td>
<td>35.0</td>
</tr>
<tr>
<td>None of these</td>
<td>173</td>
<td>45.5</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>32</td>
<td>8.4</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eleventh grade or less</td>
<td>49</td>
<td>12.9</td>
</tr>
<tr>
<td>High school graduate / GED</td>
<td>82</td>
<td>21.6</td>
</tr>
<tr>
<td>Trade school or some college education</td>
<td>133</td>
<td>35.0</td>
</tr>
<tr>
<td>2-year or 4-year college degree</td>
<td>78</td>
<td>20.5</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>38</td>
<td>10.0</td>
</tr>
<tr>
<td><strong>Current marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living with someone</td>
<td>209</td>
<td>55.0</td>
</tr>
<tr>
<td>Widowed</td>
<td>22</td>
<td>5.8</td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>54</td>
<td>14.2</td>
</tr>
<tr>
<td>Never been married</td>
<td>91</td>
<td>23.9</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>4</td>
<td>1.1</td>
</tr>
<tr>
<td><strong>Number of people in household (including subject)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>46</td>
<td>12.1</td>
</tr>
<tr>
<td>2</td>
<td>105</td>
<td>27.6</td>
</tr>
<tr>
<td>3</td>
<td>75</td>
<td>19.7</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>23.7</td>
</tr>
<tr>
<td>5 or more</td>
<td>64</td>
<td>16.9</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Number of minors in household</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>157</td>
<td>41.3</td>
</tr>
<tr>
<td>1</td>
<td>77</td>
<td>20.3</td>
</tr>
</tbody>
</table>
Effect of Email Messages on Log-Ons to the Website

Overall, 23.5% (86/366) of participants responded to at least one of the email messages by logging on to the website within 5 days of when the message was sent. Only 6 participants responded to all of the messages sent to them. Of those who responded to at least one email, 51.2% (44/86) responded to half or more of the messages, while 48.8% (42/86) responded to fewer than half.

Participants were more likely to log on to the website on days when the messages were sent than on days when no email was sent (OR = 3.71, 95% CI = 2.72-5.06). This relationship remained evident when the analysis was expanded to include both the day the mass email was sent and the day after (OR = 4.11, 95% CI = 3.26-5.19).

However, Figure 1 shows that the effect of the messages was short-lived. The number of log-ons to the website appeared to return to the frequency seen before sending the messages by 2 days after the messages were emailed. In fact, the odds ratio associated with a 1-day increase in time since last mass email is significantly less than 1 (OR = 0.97, 95% CI = 0.96-0.98), confirming this declining rate (OR = 0.85, 95% CI = 0.82-0.88, for the decline over 5 days after email message was sent).

Characteristics of Participants Who Responded to Email Messages

Several baseline characteristics (household size, number of children, education, race, Hispanic ethnicity, age, length of residence, gender), Internet experience (computer and Internet use, length and recency of Internet use, Internet self-efficacy, health information seeking self-efficacy, prior Internet training), and dietary patterns (readiness to change fruit and vegetable intake, diet responsibility, benefits of fruits and vegetables, dietary habits related to fruits and vegetables, comparison to peer intake of fruits and vegetables, family and friend support for eating fruits and vegetables) were tested for their association with visiting the website within 5 days of the email messages. The multivariate model predicting response contained three variables: (1) Hispanic ethnicity, (2) time since last use of the Internet (1 = within the past month, 2 = 1 to 5 months ago, 3 = 6 to 12 months ago, 4 = more than 12 months ago, 5 = never used Internet / not currently using Internet), and (3) age (Table 2). Non-Hispanic participants, older participants, and participants who has used the Internet more recently were more likely to log on to the website on the day of and the 4 days after the email messages were sent.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>96</td>
<td>25.3</td>
</tr>
<tr>
<td>3 or more</td>
<td>48</td>
<td>12.6</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of years subject resided in Upper Rio Grande Valley</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 1</td>
<td>5</td>
<td>1.3</td>
</tr>
<tr>
<td>1 to 10</td>
<td>63</td>
<td>16.6</td>
</tr>
<tr>
<td>11 to 20</td>
<td>70</td>
<td>18.4</td>
</tr>
<tr>
<td>More than 20</td>
<td>232</td>
<td>61.1</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>10</td>
<td>2.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of times ever used Internet</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>67</td>
<td>17.6</td>
</tr>
<tr>
<td>1 to 10</td>
<td>51</td>
<td>13.4</td>
</tr>
<tr>
<td>&gt; 10</td>
<td>259</td>
<td>68.2</td>
</tr>
<tr>
<td>Don't know</td>
<td>3</td>
<td>0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Currently use Internet</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>260</td>
<td>68.4</td>
</tr>
<tr>
<td>No</td>
<td>50</td>
<td>13.2</td>
</tr>
<tr>
<td>Never used</td>
<td>67</td>
<td>17.6</td>
</tr>
<tr>
<td>Refused/missing</td>
<td>3</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Figure 1. Average number of log-ons on 14 days prior to and after sending email messages to participants

Table 2. Pretest characteristics significantly associated with responding to the email messages in final multivariate model

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds Ratio*</th>
<th>95% CI</th>
<th>χ²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic ethnicity</td>
<td>0.46</td>
<td>0.26-0.84</td>
<td>6.49</td>
<td>.011</td>
</tr>
<tr>
<td>Amount of prior Internet use†</td>
<td>0.62</td>
<td>0.51-0.77</td>
<td>19.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Older age</td>
<td>1.04</td>
<td>1.02-1.06</td>
<td>17.51</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*Odds ratio indicates amount of change in response to email messages associated with being Hispanic (as opposed to non-Hispanic); one-unit increase on Internet use scale, and 1-year increase in age.
†Scale is 1 (within the past month), 2 (1 to 5 months ago), 3 (6 to 12 months ago), 4 (more than 12 months ago), and 5 (never used Internet / not currently using Internet); odds ratio indicates amount of change in response to email reminders associated with one-unit change on this scale of Internet use.

Association of Response to Email Messages With Dietary Change

Responding to the email messages was associated with dietary improvements. Participants who visited the website within 5 days after the message was sent reported larger increases in fruit and vegetable intake than those who did not (Spearman partial correlation coefficient = 0.14, \( P = .049 \); adjusted for ethnicity, age, and time since last use of the Internet). However, the partial correlation between the proportion of messages to which participants responded and increased daily intake of fruit and vegetables was nonsignificant (\( \rho = 0.11, P = .12 \)).

Discussion

Sending messages that highlighted new content published to a nutrition education website appeared to prompt about one third of adults in a community setting assigned to use the website to log on and visit it, as it did in hospital contexts [20,21]. However, the effect of each message was short-lived, with number of log-ons returning to pre-message levels within 3 to 5 days. Moreover, many participants responded to less than half of the messages. Thus, this strategy is, at best, modestly successful at increasing exposure to a disease prevention website.

Selective Exposure to Disease Prevention Websites

Selective exposure to media arises because people have limited capacity to process messages. Attention is driven both by volitional processes under individuals’ control and automatic cognitive orienting systems [22]. Theories such as the Cognitive Mediation Model hold that volitional selective exposure is driven by needs and motivations [6,8] (eg, by personal interest, a general surveillance motivation, or desire to gain information for future discussions with others). Email reminders may have appealed most to those individuals who were already interested in their health or health topics in general or who desired to...
change their diet. Additional research is needed to explicate the motivations for using health websites.

Some topics or message formats in the emails and on the website may have been automatically attention-getting. Prior research showed that leads for online news stories that highlighted conflict and agony produced more selective exposure because danger-conveying signals or empathic sensitivities linked to emotional displays are inherently attention-getting [10]. One such “hardwired” frame in the current study might be personalizing messages by addressing the emails to users by name. Likewise, online messages containing attributes such as animation, ad position, and novelty may elicit an involuntary orienting response [23,24], and the promotion of “new” content in the email reminder may have automatically captured user attention. In future studies, various frames should be tested for improving selective exposure as well as multimedia features such as animation.

**Selective Avoidance of Disease Prevention Websites**

Selectivity means that people also can choose to avoid messages that do not interest them [4]. It may be that some participants had low commitment to the trial, low interest in their health and diet, and/or did not find the website attractive and chose not to visit it even when reminded by email. We were not able to detect whether individuals opened the email messages, so we could not directly measure avoidance. Software is now available that can detect when email messages containing hypertext links are opened [25], and it could be used to explore selective avoidance of online content.

**Selective Exposure and Effectiveness of a Disease Prevention Website**

In the Cognitive Mediation Model, exposure provokes attention and elaboration or message involvement, which can determine whether the message is effective. Consistent with this perspective, adults who responded to the email messages reported greater pretest-posttest increases in daily fruit and vegetable consumption than adults who did not respond. Internet websites have produced improvements in diet and diet-related behaviors in previous trials [20,26-31], and it appears that strategies that achieve greater exposure to such a website improve their influence [32]. It is notable that the website use and dietary improvements occurred in a multi-ethnic group of adults in rural community environments. Prior studies enrolled mostly white users, and only three were conducted in community environments [30,33,34].

It was surprising that participants who responded to more email reminders did not report larger improvements in fruit and vegetable intake. The motivation to return to the website may have been linked to the same motivations that led to change in dietary behavior (ie, interest in health, plans to change diet), but once there, respondents may not have always processed the information effectively. Some processing tendencies for online content (eg, scanning rather than reading carefully) can interfere with learning and may offset gains from increased elaboration of information in the networked structure common on websites [35] (although networked structure may improve understanding [36]). Thus, media exposure is, at best, an imperfect predictor of media effects. Some participants who spent more time on the website may have learned more information and skills and were more persuaded to change their diets, but others may have spent more time because they were not learning enough or were experiencing difficulty altering their diets. Like all media, understanding how the Internet is effective requires understanding both the determinants of exposure and processing of the information once exposure happens.

**The Promise and Pitfalls of Email for Online Disease Prevention Communication**

Email reminders may be an especially attractive means of promoting return use of a website. Email is an online function, used by nearly all Internet users [37]. While used equally by all age cohorts, email is the predominant online feature used by older adults [37] relative to other online functions, perhaps explaining why older participants responded most to the email reminders. Email reminders may be especially cost-effective in rural areas, where users are spread over large geographic areas.

However, the multicultural and rural character of the population in the study area made the likelihood of use of an Internet-based intervention somewhat less than might be expected in other areas of the United States. Along with being somewhat behind the general curve of Internet adoption [38], rural residents are frequently underserved in terms of health and medical information and stand to gain from the use of disease prevention websites. They may have more interest in online health information than urban users [38], although in the current sample, Hispanics were less frequent users of the Internet. The challenge remains to meet their needs with effectively designed Internet communication. These findings should generalize to suburban and urban users, too, because email is very popular in all regions of the country [38].

Still, ominous trends in the world of email may limit or diminish its effectiveness. The increasing amount of email advertising, or spam, has created dissatisfaction among Internet users, particularly women, older adults, and more experienced users [39]. Filtering software and other user strategies present barriers to delivering reminders by email. Distraction can interfere with message receipt and effectiveness [4,40], and many Internet users already report that spam makes it difficult to find email messages they desire to read in their inbox, particularly in personal email accounts [39]. Email reminders may be more effective in permission-based marketing circumstances [41,42] where the website provider has an existing relationship with the users (eg, a health insurance provider) and users expect to receive it (but even this may not be acceptable to all users [39]). Internet users also may be experiencing email overload, and the email reminders simply added to the stress of an ever increasing demand to be accessible 24/7 through this medium [43]. Finally, email may be less effective as instant and text messaging and other communication media appear and users become more selective among online media (a phenomenon already witnessed in the young [44]).

**Limitations to the Study**

There were limitations in this study. Visits to the website during the days immediately following the email reminders were...
assumed to be in response to them because we could not detect whether the email messages were opened. The pattern of an abrupt increase in log-ons on the day of transmission certainly is suggestive that most log-ons were in response to these messages. The dietary outcome measure has been validated in previous research, reducing the likelihood of a social desirability bias or demand effect. Still, people who responded to the email messages were self-selected and could have been predisposed to alter their diet or better able to do so. The analysis of change in fruit and vegetable intake is limited by the lower than desired follow-up rate for the survey (62% overall); follow-up was higher among older, married, more educated, white, non-Hispanic participants born outside the region who were living in smaller households with children and who had lived for a shorter time in the region, but it did not differ by treatment group [12].

Conclusion

It is essential that health providers effectively position their websites to attract use from the intended audience. “Pushing” the content to users registered on a website through routine email messages may be one way of prompting its use. Further research is needed to determine how best to create and present these email messages and to understand the motivations that underlie selective exposure to health websites and the information processing that takes place as users read email messages and navigate websites. Exposure to Internet health communication is a necessary first step to demonstrate its effectiveness in experimental trials and to make providers’ investment in this new communication technology pay off.
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Abstract

Background: An increasing number of people have access to the Internet, and more people are seeking tobacco cessation resources online every year. Despite the proliferation of various online interventions and their evident acceptance and reach, little research has addressed their impact in the real world. Typically, low response rates to Internet-based follow-up surveys generate unrepresentative samples and large confidence intervals when reporting results.

Objectives: The aim of this study was to achieve a high response rate on follow-up evaluation in order to better determine the impact of an Internet-based tobacco cessation intervention provided to tobacco users in Minnesota, United States.

Methods: Participants included 607 men and women aged 18 and over residing in Minnesota who self-reported current tobacco use when registering for an Internet-based tobacco cessation program between February 2 and April 13, 2004. Participants were given access to an interactive website with features including social support, expert systems, proactive email, chat sessions, and online counselors. Mixed-mode follow-up (online survey with telephone survey for online nonrespondents) occurred 6 months after registration.

Results: Of the study participants, 77.6% (471/607) responded to the 6-month follow-up survey (39.4% online and 38.2% by telephone). Among respondents, 17.0% (80/471, 95% CI = 13.6%-20.4%) reported that they had not smoked in the past 7 days (observed rate). Assuming all nonrespondents were still smoking (missing=smoking rate), the quit rate was 13.2% (80/607, 95% CI = 10.5%-15.9%).

Conclusions: This mixed-mode follow-up survey of an online smoking cessation program achieved a high response rate and provides a more accurate estimate of long-term cessation rates than has been previously reported. Quit rates for the Internet-based tobacco cessation program were higher than those expected for unassisted quit attempts and are comparable to other evidence-based behavioral interventions. The similarities between quit rates demonstrates that an Internet-based cessation program may have as great an impact as, and can have wider reach than, other cessation programs such as those delivered by telephone. With over 100000 people having visited the website and over 23000 having registered, a 6-month self-reported quit rate of 13.2% suggests that the quitplan.com program helped over 3000 Minnesotans remain tobacco free for at least 6 months. Results of this study suggest that an Internet-based cessation program is a useful tool in states’ efforts to provide comprehensive cessation tools for smokers.

(J Med Internet Res 2007;9(3):e28) doi:10.2196/jmir.9.4.e28
KEYWORDS
Tobacco use cessation; Internet; behavior; evaluation studies

Introduction
An estimated 45.1 million Americans (20.9%) are current smokers [1]. More than 70% of US smokers want to quit, and 4 in 10 try to quit each year [1,2]. Unfortunately, most individuals who attempt to quit do so without receiving evidence-based treatments such as telephone quitlines, in-person counseling options, and pharmaceutical products [3]. Success rates for these unassisted quit attempts are low [4-7].

The Internet is a promising channel for improving delivery of tobacco treatment services. Approximately 60% of American adults reported having Internet access in the home in 2004 [8], and nearly 70% of US adults reported using the Internet at least occasionally in 2005 [9]. Searching for health information online is common [8], and it is estimated that as of 2004 over 8 million people had searched online for help to stop smoking [10].

The population impact of tobacco control programs is a product of both reach and effectiveness among participants [11]. Despite the proliferation of various online interventions and their evident acceptance and reach [12-16], little research has addressed their impact in the real world. Four recent randomized clinical trials have shown that individually tailored self-help materials delivered over the Internet result in modest increases in short-term abstinence [13,17-19], but information on longer term follow-up is limited. A number of demonstration and pilot projects of online cessation programs have been reported in the literature, with cessation rates ranging from 3% to 18% at time points ranging from 1 to 3 months [12,17,20,21]. However, results from these studies are difficult to interpret because of low response rates (10% to 56%) at follow-up [12,13,16-18,20,22].

While participant attrition is a usual, and even expected, aspect of online health-related applications [23], it poses a unique challenge for studies of online tobacco cessation interventions due to the strong association between response to follow-up and smoking status (more nonresponders are using tobacco than responders) [24-31]. Only one randomized clinical trial has produced response rates greater than 60% at 6 months: in this study, Muñoz et al [32] showed that tailored email messages increased the effectiveness of an online quit smoking guide. However, the study’s use of monetary incentives to promote return to the site as well as the self-selected nature of the participants make the results less generalizable to the larger population of Internet users seeking help online to quit smoking.

ClearWay Minnesota, a nonprofit organization created as part of Minnesota’s legal settlement with the tobacco industry, offers a range of statewide cessation services including Internet services through the quitplan.com website. Since the Internet service was launched in July 2003, over 100000 individuals have visited the site, and over 23000 individuals have registered for the service, making it the most popular of ClearWay Minnesota’s offerings [33]. At the time ClearWay Minnesota began providing Internet cessation services, there was limited information on the effectiveness of these programs. In response, ClearWay Minnesota contracted with an external evaluation firm to conduct an independent evaluation study of quitplan.com. The goal of this study was to determine a more precise estimate of the program’s impact on its participants. This study was designed specifically to address gaps in the current literature by achieving a high response rate at a commonly used follow-up point (ie, 6 months after registration).

Methods
Quitplan.com Services
Content and programming for quitplan.com are provided by Healthways QuitNet Inc. The QuitNet service has been described elsewhere [16]. ClearWay Minnesota provides access to premium QuitNet services to all Minnesotans through a branded quitplan.com website. These services include online social support, expert systems, tailoring, and proactive email to enhance both cessation and relapse prevention. In addition, online counselors answer individual questions, and website staff moderate the forums and host chat sessions. Individuals in the quitplan.com program participate in the global social support community of all QuitNet powered websites.

Recruitment
All registrants included in the study (1) resided in Minnesota, (2) were at least 18 years old, (3) were accessing the site as a current tobacco user, and (4) did not report having already quit at the time of registration. All those reporting being in action or maintenance stages of tobacco cessation were excluded from the study. Of the 1294 registrants during the study period, 288 were not residents of Minnesota, were under 18 years old, were accessing the site on behalf of someone else, or self-identified as an evaluator or researcher. All 1006 eligible registrants who accessed the quitplan.com website between February 2 and April 13, 2004 were shown an additional screen during the registration process inviting them to participate in the study.

Figure 1 illustrates the flow of quitplan.com registrants through the consent and response protocol. A cohort of 607 individuals (60.3%) consented to participate in the study. The rate of consent for studies is often not well documented or reported in the literature. Of those who do report consent rates [13,20,32,34], the rates range between 20.9% and 76.8%. The consent rate for the current study is within the reported range.
Evaluation
The study design consisted of a mixed-mode follow-up survey using email and, for those not responding by email, telephone. Participants were mailed a pre-notification letter 6 months after program registration and were then sent an email inviting them to complete an online evaluation survey. Reminder emails were sent to nonrespondents 3 and 7 days after this initial email, and attempts were made 12 days after the initial email to contact nonrespondents by phone to complete the follow-up evaluation. Up to 20 attempts to contact nonrespondents were made over multiple days at different times of day. All respondents received a US $10 check for completing the follow-up survey.

Measures
Three data sources were used for this study: registration data, site usage data, and survey results. Demographic and clinical variables that were collected online at registration included age, gender, education, geographic region, employment status, health insurance status, marital status, readiness to quit (all types of tobacco), cigarettes per day, time to first morning cigarette, frequency of cigarette use, quit history (all types of tobacco), and quit attempts in the past year (all types of tobacco). In addition, this study examined the number of return visits to the site (log-ins) in the 6 months following registration, since the number of log-ins has been shown to be predictive of cessation outcomes in prior analyses [16]. Finally, the follow-up survey assessed quit status and other behaviors (7- and 30-day point prevalence, use of medications or other quit aids since registration, number of quit attempts since registration, and duration of longest quit since registration) 6 months after study enrollment.

The primary outcome measure was self-reported 7-day point prevalence abstinence at 6 months post-registration. Quit status was assessed by self-report, which is consistent with the recommendation of the Society for Research on Nicotine and Tobacco Subcommittee on Biochemical Verification for low-demand studies [35]. Primary analysis of abstinence rates is by assuming all those lost to follow-up are still smoking (missing=smoking). Missing=smoking calculations are standard in the evaluation of cessation programs. We included all those who consented to participate in the study as the denominator for calculating the missing=smoking quit rate. Respondent-only (observed) quit rates are presented for comparison purposes.

Statistical Analysis
Analysis was performed using SPSS (Statistical Package for the Social Sciences) version 13.0 (SPSS Inc, Chicago, IL, USA). The analysis to calculate quit status and determine which variables were associated with quit status used both forced and forward step-wise logistic regressions. The impact of possible response bias on calculations of quit status was addressed by using a missing=smoking analysis that assumed that individuals not reached for follow-up were still smoking.
Registration and site usage data were examined to assess the degree that response bias influenced cessation outcomes. Baseline characteristics for respondents to the follow-up survey were compared to nonrespondents using chi-square tests for categorical variables and t tests or nonparametric tests for continuous variables, as appropriate.

Logistic regression was used to identify predictors of cessation. Several independent variables predictive of quit success in previous research include age [36], gender [37-39], education level [40,41], employment status [42,43], health insurance status [44,45], level of addiction [36,46], stage of readiness to quit [47], level of tobacco use [48,49], quit history [50,51], use of medications [4], and number of log-ins to Internet-based cessation programs [16]. Given the demonstrated correlations, a forced logistic regression analysis was conducted including these variables of interest. The forced model included all baseline variables (demographic and clinical) in the first block, and self-reported medication use (nicotine replacement therapy [NRT] or prescription medications such as Zyban) and the number of log-ins after registration (tricategorized) in the second block. The intent of this design was to test if log-ins and/or medication use was a significant predictor of quit status after adjusting for known baseline characteristics. Because the majority of registrants never logged in after registration, the number of log-ins was divided into three categories (never logged in again after registration, 1-3 log-ins after registration, and 4 or more log-ins after registration) to provide groupings that both made sense cognitively and resulted in large enough numbers in each category to be able to conduct analysis. Forward step-wise logistic regression modeling was also performed and yielded essentially the same results. Therefore, the results of the a priori (ie, forced) model are presented here.

Institutional Review

This study was reviewed by the University of Minnesota’s Institutional Review Board and determined to be exempt under federal guidelines 45 CFR 46.101 (b) for existing data.

Results

Response Rates and Response Bias

At 6 months, 471 of the 607 individuals in the study completed a follow-up survey, resulting in a final response rate of 77.6% (39.4% online, 38.2% by telephone). Of those who did not respond online, over half (56.3%) were reached in 3 attempts, and nearly four fifths (79.0%) were reached in 6 attempts. Had the protocol included only 3 attempts, the total response rate would have been 70.7% (429/607). Sample size calculations indicated that a sample of 400 respondents was sufficient to determine 6-month quit rates with a 95% confidence level with a ±5% margin of error.

Participant Characteristics

Characteristics of respondents and nonrespondents are presented in Table 1. Some items were only assessed at follow-up (eg, marital status, medication use since registration). Of the 471 respondents, most were 25-44 years old (57.3%, 270/471), female (66.0%, 311/471), and lived in the 7-county Minneapolis/St. Paul metro area (63.6%, 288/453). A large majority had some college or postgraduate education (82.8%, 358/432) and were employed for wages (74.9%, 349/466). About half were married (50.4%, 237/470). Nearly all reported primary use of cigarettes (98.5%, 464/471), and most used tobacco daily (80.0%, 373/466). Roughly one quarter of respondents reported either light (27.6%, 130/471) or heavy (21.7%, 102/471) use of cigarettes, while about half reported moderate use (50.7%, 239/471).

Respondents were more likely to be older than nonrespondents (mean age 38.57 vs 35.75 years; P = .008), more likely to be insured (88.1% vs 80.9%; P = .03), and more likely to have ever quit for 30 days or more at registration (59.2% vs 47.1%; P = .01). There were no significant differences between respondents and nonrespondents in gender, geographic location, education level, employment status, type of tobacco used, daily versus occasional smoker, smoking intensity, time to first morning cigarette, stage of readiness to quit, 30-day quit in the past year, or ever quit for a year or more.

Nonresponders differed significantly from responders in terms of their utilization of the website. Nonresponders were more likely to have never logged in again after registration (68.4%, 93/136,) as compared to responders (47.1%, 222/471; $\chi^2 = 19.09, P < .001$).
Table 1. Quitplan.com 6-month follow-up survey participant characteristics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Respondents (n = 471)</th>
<th>Nonrespondents (n = 136)</th>
<th>P value * (respondents vs nonrespondents)</th>
<th>Participants (N = 607)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
<td>%</td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24 years</td>
<td>55</td>
<td>12.5</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>25-44 years</td>
<td>270</td>
<td>57.3</td>
<td>78</td>
<td>57</td>
</tr>
<tr>
<td>45-64 years</td>
<td>139</td>
<td>29.5</td>
<td>30</td>
<td>22</td>
</tr>
<tr>
<td>65 or older</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>311</td>
<td>66.0</td>
<td>80</td>
<td>59</td>
</tr>
<tr>
<td><strong>Metro vs outstate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outstate</td>
<td>165</td>
<td>36.4</td>
<td>47</td>
<td>38</td>
</tr>
<tr>
<td>7-county metro area</td>
<td>288</td>
<td>63.6</td>
<td>78</td>
<td>62</td>
</tr>
<tr>
<td><strong>Education level (trichotomous)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>74</td>
<td>17</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>Some college</td>
<td>208</td>
<td>48.1</td>
<td>60</td>
<td>48</td>
</tr>
<tr>
<td>College graduate/postgraduate</td>
<td>150</td>
<td>34.7</td>
<td>39</td>
<td>31</td>
</tr>
<tr>
<td><strong>Employed for wages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (employed)</td>
<td>349</td>
<td>74.9</td>
<td>100</td>
<td>74.6</td>
</tr>
<tr>
<td><strong>Health insurance status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>54</td>
<td>12</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td><strong>Married (y/n)</strong>†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (married)</td>
<td>237</td>
<td>50.4</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td><strong>Primary form of tobacco used</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarettes</td>
<td>464</td>
<td>98.5</td>
<td>135</td>
<td>99.3</td>
</tr>
<tr>
<td>Cigars</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pipe</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Chewing tobacco or snuff</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Cigarette use: daily or less than daily</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>373</td>
<td>80.0</td>
<td>115</td>
<td>85.2</td>
</tr>
<tr>
<td><strong>Smoking intensity at registration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light smoker (&lt; 15 cigarettes/day)</td>
<td>130</td>
<td>27.6</td>
<td>38</td>
<td>28</td>
</tr>
<tr>
<td>Moderate smoker (15-24 cigarettes/day)</td>
<td>239</td>
<td>50.7</td>
<td>57</td>
<td>42</td>
</tr>
<tr>
<td>Heavy smoker (25+ cigarettes/day)</td>
<td>102</td>
<td>21.7</td>
<td>41</td>
<td>30</td>
</tr>
<tr>
<td><strong>Time to first cigarette of the day (at registration)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 5 min</td>
<td>138</td>
<td>29.3</td>
<td>42</td>
<td>31</td>
</tr>
<tr>
<td>6-30 min</td>
<td>198</td>
<td>42.0</td>
<td>61</td>
<td>45</td>
</tr>
<tr>
<td>31-60 min</td>
<td>79</td>
<td>17</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>After 60 min</td>
<td>56</td>
<td>12</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td><strong>Stage of readiness to quit, 3 categories (at registration)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation and contemplation</td>
<td>236</td>
<td>50.1</td>
<td>66</td>
<td>49</td>
</tr>
<tr>
<td>Preparation</td>
<td>235</td>
<td>49.9</td>
<td>70</td>
<td>52</td>
</tr>
</tbody>
</table>
## Participants (N = 607)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Respondents (n = 471)</th>
<th>Nonrespondents (n = 136)</th>
<th>P value * (respondents vs nonrespondents)</th>
<th>Participants (N = 607)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
<td>%</td>
</tr>
<tr>
<td>Attempted to quit in previous year (from registration)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>298</td>
<td>63.3</td>
<td>85</td>
<td>63</td>
</tr>
<tr>
<td>Quit for 30 days or more in past 12 months?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>43</td>
<td>9</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Ever quit for 30 days or more?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>279</td>
<td>59.2</td>
<td>64</td>
<td>47</td>
</tr>
<tr>
<td>Ever quit 1 year or more?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>77</td>
<td>16</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>Number of log-ins in past 6 months (categorical)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never logged in</td>
<td>222</td>
<td>47.1</td>
<td>93</td>
<td>68</td>
</tr>
<tr>
<td>1-3 log-ins</td>
<td>149</td>
<td>31.6</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>4 or more log-ins</td>
<td>100</td>
<td>21.2</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>Cessation medication pattern (as reported at 6-month follow-up)†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None reported</td>
<td>243</td>
<td>51.6</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NRT only</td>
<td>138</td>
<td>29.3</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Zyban only</td>
<td>56</td>
<td>12</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>NRT and Zyban</td>
<td>34</td>
<td>7</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

NA, not available.

*P*-values are from $\chi^2$ statistics.

†Only asked at follow-up.

‡This calculation was done on a very small number of cases with a highly skewed distribution leading to small marginal expected values.

## Cessation Outcomes

Both respondent-only and missing=smoking quit rates are presented here. Among respondents, 17.0% (80/471, 95% CI = 13.6%-20.4%) reported that they had not smoked in the past 7 days at the time of the 6-month follow-up. Using a missing=smoking analysis, the quit rate is 13.2% (80/607, 95% CI = 10.5%-15.9%).

There were no differences between telephone and online respondents in terms of any of the three cessation outcomes (7-day point prevalence, 30-day point prevalence, or 30-day abstinence at some point during the past 6 months).

Results from the logistic regression model predicting 7-day abstinence at 6 months are shown in Table 2. The only variable with a significant odds ratio for 7-day abstinence at follow-up was “number of log-ins after registration.” The odds of having quit were 2.90 (95% CI = 1.45-5.77) times higher for those logging in four or more times after registration at 6 months than for those who never logged in again after registration.
Table 2. Odds ratios for forced logistic regression model for 7-day abstinence at 6 months (N = 417)*

<table>
<thead>
<tr>
<th></th>
<th>P value</th>
<th>Odds Ratio (95.0% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of log-ins</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3 log-ins in past 6 months vs none</td>
<td>.38</td>
<td>1.35 (0.69-2.67)</td>
</tr>
<tr>
<td>4+ log-ins in past 6 months vs none</td>
<td>.002</td>
<td>2.90 (1.45-5.77)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at registration</td>
<td>.29</td>
<td>0.99 (0.96-1.01)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female vs male)</td>
<td>.91</td>
<td>1.04 (0.57-1.89)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college vs high school or less</td>
<td>.82</td>
<td>1.10 (0.49-2.47)</td>
</tr>
<tr>
<td>College graduate/postgraduate vs high school or less</td>
<td>.90</td>
<td>0.94 (0.39-2.27)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed for pay</td>
<td>.84</td>
<td>1.08 (0.54-2.14)</td>
</tr>
<tr>
<td><strong>Health insurance status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>.15</td>
<td>2.29 (0.75-7.02)</td>
</tr>
<tr>
<td><strong>Time to first cigarette of the day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-30 min vs within 5 min</td>
<td>.63</td>
<td>1.19 (0.60-2.37)</td>
</tr>
<tr>
<td>31-60 min vs within 5 min</td>
<td>.27</td>
<td>0.58 (0.22-1.54)</td>
</tr>
<tr>
<td>After 60 min vs within 5 min</td>
<td>.48</td>
<td>1.43 (0.53-3.90)</td>
</tr>
<tr>
<td><strong>Stage of change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparation vs contemplation/precontemplation</td>
<td>.96</td>
<td>1.01 (0.57-1.80)</td>
</tr>
<tr>
<td><strong>Smoking intensity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate smoker (15-24 cigs/day) vs light smoker (1-14 cigs/day)</td>
<td>.51</td>
<td>0.79 (0.39-1.58)</td>
</tr>
<tr>
<td>Heavy smoker (25+ cigs/day) vs light smoker (1-14 cigs/day)</td>
<td>.35</td>
<td>0.64 (0.25-1.64)</td>
</tr>
<tr>
<td><strong>Quit history</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever quit for 30 days or more</td>
<td>.47</td>
<td>1.25 (0.69-2.26)</td>
</tr>
<tr>
<td><strong>Use of medications</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used meds (NRT and/or Zyban) in past 6 months</td>
<td>.10</td>
<td>1.63 (0.91-2.95)</td>
</tr>
</tbody>
</table>

*11.5% excluded due to missing; Nagelkerke $R^2 = 0.102.$

**Discussion**

Principal Results

Several studies suggest that tobacco cessation programs can be delivered effectively via the Internet [13,18,19,32]. However, with the exception of the study by Muñoz et al [32], these studies were limited by large differences between observed and missing=smoking quit rates. For example, Cobb et al (2005) achieved a response rate of only 25.6% at 3 months, resulting in an observed quit rate of 30% and a missing=smoking rate of 7% [16]. The current study achieved a markedly higher response rate (78%), substantially closing the gap between observed (17.0%) and missing=smoking rates (13.2%).

By using a mixed-mode methodology for follow-up at 6 months, the present study resulted in a higher response rate, thus increasing our confidence in the precision of the estimated quit rate. Similar to a recent study by Couper et al (2007), we found that many of those lost to online follow-up can be “brought back” through alternate modes of data collection [52]. It should be noted that our study, while not designed to test for mode effects, found no differences between telephone and online respondents in terms of any of the three cessation outcomes. Couper et al, however, found evidence that use of the telephone produced more socially desirable responses on weight loss outcomes when compared to mail as an alternate mode to online follow-up, pointing to the need to carefully consider mode effects in any future studies of online tobacco cessation interventions.

For the present study, we conclude that the best estimate of 7-day abstinence at 6 months after registration is between 13% (assuming missing=smoking) and 17% (among respondents only, ie, observed). Some have suggested that missing=smoking is an overly conservative approach for follow-up surveys because not all individuals who fail to answer the surveys...
continue to smoke [53,54]. This is particularly the case when the goal is to evaluate the effectiveness of real-world programs and not to compare different groups in a trial setting. The results of missing-smoking analyses may be considered the lower estimate of program impact just as the observed quit results based on respondents only may be considered an upper estimate.

In the present study, the missing-smoking estimate is comparable to data from evaluations of other cessation programs funded by ClearWay Minnesota. For example, the missing-smoking quit rate for ClearWay Minnesota’s QUITPLAN Helpline (prior to the introduction of free NRT to under- and uninsured callers) was 11.0% [55]. The similarities between quit rates suggest that an Internet-based cessation program may have a greater impact than behavioral-based telephone quitlines that do not provide NRT, given their greater reach (ie, easy access, availability, and participation) and noting that both types of programs produce comparable quit rates.

Several clinical trials are in progress to more fully evaluate the effectiveness of Internet-based cessation programs. Data from these trials will help to identify which elements of Internet-based tobacco cessation programs are critical for enhancing quit success. It may be that certain features or content may reduce effectiveness of the program, as has been shown in other studies [32].

In the present study, the number of log-ins was significantly correlated to quit status. It is interesting to note that an independently verifiable behavior occurring after registration, as opposed to baseline demographics or tobacco history, was predictive of quit status. Additional research is needed to determine the existence and direction of a causal relationship between log-ins and quitting and whether mechanisms for getting people to return to an Internet cessation website might increase the efficacy of the intervention.

Limitations

As an observational study, participants were not randomized into a control group, which limits the conclusions that can be drawn regarding effectiveness of the quitplan.com website. Muñoz et al. have already shown that Internet-based cessation programs are effective [32]. However, this study addresses one limitation of the Muñoz study in that it measures quit rates for Internet users outside of the context of a randomized clinical trial and can thus be more easily generalized to users of Internet-based cessation programs in the real world.

Individuals who agreed to participate in a program evaluation did differ in terms of demographic or smoking-related characteristics and outcomes from those who did not agree to participate. As a result, participants and nonparticipants may be expected to differ in terms of their cessation outcomes. Given that only 60% of those who were invited to participate consented to do so, it may be that all site users have a different rate of abstinence than the subset of those who consented to participate. Future studies should consider strategies to increase initial consent rates to further improve generalizability.

Conclusions

This mixed-mode survey produced a high response rate, resulting in more accurate estimates of long-term cessation rates than previously reported. Quit rates for the Internet-based tobacco cessation program were better than those expected for unassisted quit attempts and are comparable to other evidence-based interventions. With over 100000 people having visited the site and over 23000 having registered since inception of the program in 2003, a 6-month self-reported quit rate of 13.2% suggests that the quitplan.com program has helped over 3000 Minnesotans remain tobacco free for at least 6 months. Results of this study suggest that an Internet-based cessation program is a useful tool in states’ efforts to provide comprehensive cessation programs for smokers.
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Abstract

Background: Nowadays people are extensively encouraged to become more physically active. The Internet has been brought forward as an effective tool to change physical activity behavior. However, little is known about the evidence regarding such Internet-based interventions.

Objective: The aim of the study was to systematically assess the methodological quality and the effectiveness of interventions designed to promote physical activity by means of the Internet as evaluated by randomized controlled trials.

Methods: A literature search was conducted up to July 2006 using the databases PubMed, Web of Science, EMBASE, PsycINFO, and Cochrane Library. Only randomized controlled trials describing the effectiveness of an Internet-based intervention, with the promotion of physical activity among adults being one of its major goals, were included. Data extracted included source and year of publication, country of origin, targeted health behaviors, participants’ characteristics, characteristics of the intervention, and effectiveness data. In addition, the methodological quality was assessed.

Results: The literature search resulted in 10 eligible studies of which five met at least nine out of 13 general methodological criteria. The majority of the interventions were tailored to the characteristics of the participants and used interactive self-monitoring and feedback tools. Six studies used one or more theoretical models to compose the contents of the interventions. One study used an objective measure to assess the amount of physical activity (activity monitor), and six studies used multiple subjective measures of physical activity. Furthermore, half of the studies employed measures of physical fitness other than physical activity. In three studies, an Internet-based physical activity intervention was compared with a waiting list group. Of these three studies, two reported a significantly greater improvement in physical activity levels in the Internet-based intervention than in the control group. Seven studies compared two types of Internet-based physical activity interventions in which the main difference was either the intensity of contact between the participants and supervisors (4 studies) or the type of treatment procedures applied (3 studies). In one of these studies, a significant effect in favor of an intervention with more supervisor contact was seen.

Conclusions: There is indicative evidence that Internet-based physical activity interventions are more effective than a waiting list strategy. The added value of specific components of Internet-based physical activity interventions such as increased supervisor contact, tailored information, or theoretical fidelity remains to be established. Methodological quality as well as the type of physical activity outcome measure varied, stressing the need for standardization of these measures.

(J Med Internet Res 2007;9(3):e26) doi:10.2196/jmir.9.3.e26
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**Introduction**

Regular physical activity is associated with lower morbidity and mortality rates from cardiovascular disease [1-4], diabetes mellitus [5], cancer [6], and osteoporosis [7]. Despite these proven health benefits, the majority of the adult population in Western nations does not meet the public health recommendations for physical activity [8-12]. Therefore, there is a need for the delivery of effective interventions aimed at positively influencing physical activity behavior.

Traditionally, most physical activity interventions use face-to-face modes of delivery (eg, individual consultations or group meetings). Their mainly short-term effectiveness has been extensively documented in a number of systematic reviews [13-18]. In addition, these reviews demonstrated that many of the physical activity studies suffer from several methodological weaknesses. The main methodological shortcomings identified by these reviews included use of physical activity measures without validity/reliability data, exclusive reliance on self-report measures, inadequate control of confounding factors, small sample sizes, lack of data on follow-up, and low follow-up rates.

With the number of people having access to and using the Internet rapidly increasing [19], the Internet is more and more used as a mode of delivery for physical activity programs. The strength of Internet-based physical activity interventions lies in the fact that with this mode of delivery large numbers of individuals can be reached at lower costs than with face-to-face interventions [20]. Moreover, by using the Internet, participants can access large amounts of information, and they can choose the time when they would like to interact and receive information [21].

Previous reviews on the effectiveness of Web-based physical activity interventions have indicated that the Internet can indeed serve as a promising mode of delivering physical activity interventions [20-24]. However, most of these reviews need to be updated as they comprised studies that were conducted between 2000 and 2003. This is all the more important as previous reviews included mainly observational and anecdotal studies, whereas a number randomized controlled trials have been published over recent years. Moreover, specific methodological characteristics of studies on physical activity interventions, such as the measurement of physical activity, have not yet been addressed in reviews that were exclusively aimed at Internet-based interventions.

The aim of this review is therefore to systematically assess both the methodological quality and the effectiveness of interventions designed to promote physical activity by means of the Internet as evaluated by randomized controlled trials.

**Methods**

**Definitions**

Physical activity and exercise represent different concepts: physical activity is defined as any bodily movement resulting in energy expenditure; exercise is a subset of physical activity that is planned, structured, repetitive, and aimed at improving or maintaining physical fitness [25]. Since exercise falls under the broader concept of physical activity, in this paper we will use the term physical activity.

In addition, since email communication is based on Internet technology, both the use of websites and email will be designated as an Internet-based intervention.

**Search Strategy**

In cooperation with a trained librarian (JS), a search strategy was composed. The following databases were searched: PubMed (1949 to July 2006), Web of Science (1945 to July 2006), EMBASE (OVID-version, 1980 to July 2006), PsycINFO (1887 to July 2006), and Cochrane Library (1990 to July 2006). The search strategy consisted of the AND combination of three main concepts: Internet, physical activity, and intervention. For these three concepts, all relevant keyword variations were used, not only keyword variations in the controlled vocabularies of the various databases, but the free text word variations of these concepts as well. In general, the search consisted of the combination of the following terms: (1) internet or worldwideweb or world wide web or information technology or cyber* or web or website* or interactive or email or e-mail or e mail or emails or e-mails or e mails or emailing or e-mailing or electronic mail; (2) physical education and training or exercise therapy or physical fitness or exercise or motor activity or physical training or physical education or fitness or exercise* or physical activity or physical activities or physical inactivity; and (3) intervention or interventions or intervention* or treatment outcome or intervention studies or epidemiologic study characteristics or study characteristics or epidemiologic methods or program or programs or programme or programmes or programmed or program evaluation.

This search strategy was optimized for all consulted databases, taking into account the differences of the various controlled vocabularies as well as the differences of database-specific technical variations (eg, different truncation symbols). Details of the database searches can be obtained from the author.

**Selection of Articles**

To be included, articles had to describe an intervention in which one of the primary goals was the promotion of physical activity among adults (18 years or older). Furthermore, the intervention had to be delivered predominantly by means of the Internet in one of the following ways: (1) exchange of information via the World Wide Web between a health care setting and an individual (eg, between a clinic and a participant’s home or workplace), (2) use of email for communication between a therapist or health care professional and a patient (or patient group). Internet-based physical activity interventions that promoted physical activity in order to achieve a secondary goal, such as weight reduction, were also included.

Only randomized controlled trails with pretest and posttest outcome data for both the control and intervention groups were considered for inclusion in this review. No restrictions were defined regarding the type and contents of the control group: this could be assignment to a waiting list, a non-Internet-based intervention, or a different type of Internet-based intervention. At least one of the outcomes had to be described in terms of change in physical activity level (eg, change in amount or
quantity of physical activity). Furthermore, because of limited resources for translation, this review was restricted to publications in English, Dutch, and German.

The reference lists of the selected articles were checked for additional eligible articles, using the same inclusion criteria. Review articles could not be included in the review; however, the reference lists of relevant review articles were also checked for additional eligible articles. The articles were independently selected and assessed by two reviewers (MvdB and TVV).

Assessment of Methodological Quality
With respect to the guidelines for evaluating methodological quality of intervention studies, the literature does not provide a gold standard. We used a list of criteria recommended by Van Tulder et al [26], which has proven to be appropriate in other reviews evaluating physical activity or exercise interventions [27,28]. This list was based on the guidelines for systematic reviews as set by the editorial board of the Cochrane Collaboration Back Review Group, which address the main steps in conducting a systematic review: literature search, inclusion criteria, methodological quality, data extraction, and data analysis. The list of Van Tulder et al contains 19 methodological criteria. The criteria “care provider blinded,” “patient blinded,” “co-interventions avoided,” and “description of adverse effects” were not regarded as being suitable or relevant by the reviewers because of the character of the interventions and were removed from the list. The criteria “relevant outcome measures” and “short-term follow-up outcome” were already used as inclusion criteria for articles in this review; therefore, these criteria were not used for assessing methodological quality. Finally, the criterion “acceptable compliance” was reformulated as “description of compliance,” and “description of and acceptable dropout rate” was reformulated as “description of dropout rate plus comparison of dropouts with completers.” The final number of criteria used to assess methodological quality was 13 (see the Multimedia Appendix). All criteria were scored as “yes,” “no,” or “unclear.” Equal weight was applied to all criteria, resulting in a methodological summary score ranging from 0 to 13. The literature provides no guidelines for choosing cutoff points in order to rate the methodological quality [29]. In this review, we rated the studies as having good methodological quality if two thirds or more of the criteria were met (ie, a summary score of 9 or higher).

In addition, we evaluated the studies included in this review with respect to quality criteria that apply to physical activity interventions and Internet-based interventions in particular. These criteria were derived from previous literature on physical activity assessment in general [30] and on evaluation methods of Internet-based behavioral interventions [31,32] and comprised the following:

- Intervention-related: (1) tailoring of program to participants’ characteristics, (2) use of interactive self-monitoring and feedback, (3) theoretical fidelity (degree to which interventions follow their planned procedures or theoretical models)
- Process-related: (4) information on use of intervention tools or facilities
- Outcome-related: (5) use of a combination of physical activity measurements (rather than one measure), (6) use of objective methods of data collection, such as activity monitors, heart rate monitors, pedometers, direct observation, or doubly labelled water, (7) use of additional fitness-related outcomes

All quality criteria were scored as “yes,” “no,” or “unclear.”

Data Extraction
This review is a qualitative systematic review as the data extracted from the selected studies were summarized but not statistically combined. Aggregating findings across studies rather than pooling them was a more useful method of describing synthesis, as the outcome measures varied widely. The results of the selected studies were broken down, thoroughly analyzed, and then combined into a whole via a listing of themes. This has proven to be a suitable method for systematic reviews [33].

The following information was systematically extracted by the two reviewers: source and year of publication, country of origin, targeted health behaviors (physical activity, weight loss, nutrition behavior, or other), characteristics of the study population (number and type of participants, age, gender), characteristics of the intervention (duration, theoretical foundation, description of contents), and pretest and posttest physical activity outcomes of both intervention groups. With respect to the changes in physical activity level, only the posttest results measured directly after finishing the physical activity intervention were included.

In order to be able to make more valid comparisons, the selected studies are divided into three categories: section A contains studies in which Internet-based physical activity interventions were compared with a waiting list or an attention-control group; section B contains studies in which two types of Internet-based physical activity interventions were compared that mainly differed with respect to the amount or frequency of contact between the participants and supervisors; in section C, two types of Internet-based physical activity interventions were compared; however, in these studies, the two interventions varied with respect to the applied treatment procedures.

Reviewers were blinded to authorship, journal title, and other study-related information. Furthermore, screening for eligible articles as well as data extraction from the selected articles were done independently. Any discrepancies between the two reviewers were settled by consensus.

Results
Selection of Articles
Figure 1 illustrates the search and selection process. The initial database search yielded 1220 citations. After eliminating duplicates, this was reduced to 957 citations, of which 117 were review articles. Screening titles and abstracts of the 840 nonreview articles resulted in 66 citations potentially meeting eligibility criteria. After completely reviewing the corresponding full-text articles, the total number of articles was reduced to 10. Reasons for exclusion of the other 56 citations were not reporting pretest and posttest physical activity outcomes (n =
25), intervention not predominantly delivered by the Internet (n = 16), not being a randomized controlled trial (n = 13), and participants being younger than 18 years (n = 2). Screening the titles and abstracts of the 117 review articles resulted in 19 relevant reviews. Screening both the reference lists of these reviews, as well as the reference lists of the 10 selected articles, did not bring up any additional articles. As a result, 10 articles were included.

Figure 1. Article search and selection process
Assessment of Methodological Quality

Results of the methodological assessment are described in Table 1. Five studies met nine or more criteria [32,34-37], implying a good methodological quality. One study described the method of random assignment and stated that this assignment was performed by an independent person [37]. Information about the blinding of the outcome assessor was given in two studies [34,37]. None of the studies performed a full intention-to-treat analysis according to the definition of intention-to-treat given by Hollis and Campbell [38], stating that “a full application of intention-to-treat is possible only when complete outcome data are available for all randomised subjects.” All studies reported a dropout rate, with six of the 10 studies comparing the characteristics of these dropouts with the subjects that completed all outcome measurements [32,35,36,39-41]. In two studies [41,42], the study sample included only those participants who completed both the baseline as well as the follow-up measurements, excluding dropouts from the analysis.

Table 1. Methodological quality of the studies

<table>
<thead>
<tr>
<th>Specification of eligibility criteria</th>
<th>Description of randomization method</th>
<th>Random assignment performed by independent person</th>
<th>Groups similar at baseline</th>
<th>Sufficient description of interventions</th>
<th>Description of compliance with interventions</th>
<th>Blinding of outcome assessor</th>
<th>Description of dropout rate plus comparison of dropouts and completes</th>
<th>Outcome assessment ≥ 6 months after randomization</th>
<th>Timing of assessments comparable</th>
<th>Description of sample size calculation</th>
<th>Intention-to-treat analysis</th>
<th>Presentation of point estimates and variability measures</th>
<th>Total number of criteria fulfilled</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>yes</td>
<td>unclear</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>6</td>
</tr>
<tr>
<td>no</td>
<td>no</td>
<td>unclear</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>5</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>unclear</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>7</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>9</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>11</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>9</td>
</tr>
<tr>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>9</td>
</tr>
</tbody>
</table>

Concerning the quality criteria that apply to physical activity interventions and Internet-based interventions in particular, the results show that in the majority of the studies the interventions were tailored to the characteristics of the participants and used interactive self-monitoring and feedback tools (Table 2). Six studies used one or more theoretical models to compose the information delivered to the intervention group [39-42] or to both the intervention and control groups [32,34]. These models were the Transtheoretical Model [34,39,41,42], the Protection Motivation Theory [42], the Theory of Planned Behavior [42], the Social Cognitive Theory [32,39,42], and a social-ecological model [40].

With respect to outcome measurement, one study [37] used an objective measure to assess the amount of physical activity (activity monitor), and six studies used multiple subjective measures of physical activity [34,37,39,40,42,43]. Half of the studies employed measures of physical fitness other than physical activity [32,35-37,43].
Table 2. Characteristics of intervention, process, and outcome measures of the studies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program tailored to participants’ characteristics</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Use of interactive self-monitoring and feedback</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Intervention developed according to theoretical guidelines</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of intervention tools/facilities</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of combination of physical activity assessment measures</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Use of objective physical activity assessment methods</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Use of additional physical fitness–related outcomes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

Data Extraction

Characteristics of Selected Studies

Study characteristics are described in Table 3. Seven of the 10 selected studies were performed in the United States, one in Canada, one in Australia, and one in The Netherlands. All studies were published between 2001 and 2006. Three studies addressed interventions targeted at both physical activity and nutrition behavior; the other seven studies focused on interventions aimed at physical activity behavior only. The duration of the interventions varied from 1 to 12 months, with three studies describing interventions of 6 months or longer [35-37].
### Table 3. Characteristics of studies and participants*

<table>
<thead>
<tr>
<th>Study</th>
<th>Targeted Health Behavior</th>
<th>Duration of Intervention (months)</th>
<th>Sample Description</th>
<th>No. of Participants Randomized</th>
<th>No. of Participants With Complete Data</th>
<th>Type of Participants</th>
<th>Gender (% male)</th>
<th>Age (mean ± SD; years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kosma et al [41], 2005, USA</td>
<td>PA</td>
<td>1</td>
<td>Inactive adults with physical disabilities, with Internet access</td>
<td>151 (I: 101, C: 50)</td>
<td>75 (I: 46, C: 29)</td>
<td>Inactive adults with physical disabilities, with Internet access</td>
<td>21</td>
<td>38.7 ± 8.9</td>
</tr>
<tr>
<td>Plotnikoff et al [42], 2005, Canada</td>
<td>PA and nutrition behavior</td>
<td>3</td>
<td>Employees of large workplaces with Internet and email access</td>
<td>2598 (I: ?, C: ?)</td>
<td>2121 (I: 1566, C: 555)</td>
<td>Employees of large workplaces with Internet and email access</td>
<td>26</td>
<td>44.9 ± 6.3</td>
</tr>
<tr>
<td>Napolitano et al [39], 2003, USA</td>
<td>PA</td>
<td>3</td>
<td>Hospital employees participating in ≤ 120 min of moderate PA/week or ≤ 60 min of vigorous PA/week, with Internet and email access</td>
<td>65 (I: 30, C: 35)</td>
<td>52 (I: 21, C: 31)</td>
<td>Hospital employees participating in ≤ 120 min of moderate PA/week or ≤ 60 min of vigorous PA/week, with Internet and email access</td>
<td>14</td>
<td>42.8 ± 10.0</td>
</tr>
<tr>
<td>Marshall et al [34], 2003, Australia</td>
<td>PA</td>
<td>2</td>
<td>University employees with email access</td>
<td>655 (I: 327, C: 328)</td>
<td>512 (I: 250, C: 262)</td>
<td>University employees with email access</td>
<td>49</td>
<td>43 ± 11</td>
</tr>
<tr>
<td>Van den Berg et al [37], 2006, The Netherlands</td>
<td>PA</td>
<td>12</td>
<td>Patients with rheumatoid arthritis not participating in 30 min of moderate PA on ≥ 5 days/week, with Internet and email access</td>
<td>160 (I: 82, C: 78)</td>
<td>152 (I: 77, C: 75)</td>
<td>Patients with rheumatoid arthritis not participating in 30 min of moderate PA on ≥ 5 days/week, with Internet and email access</td>
<td>24</td>
<td>49.6 ± 10.3</td>
</tr>
<tr>
<td>Hageman et al [43], 2005, USA</td>
<td>PA</td>
<td>2</td>
<td>Healthy women not participating in 30 min of moderate PA on ≥ 5 days/week, with Internet access</td>
<td>31 (I: 15, C: 16)</td>
<td>30 (I: ?, C: ?)</td>
<td>Healthy women not participating in 30 min of moderate PA on ≥ 5 days/week, with Internet access</td>
<td>0</td>
<td>56.1 ± 4.9</td>
</tr>
<tr>
<td>Rovniak et al [32], 2005, USA</td>
<td>PA</td>
<td>3</td>
<td>Sedentary adult women participating in &lt; 90 min of PA/week, with email access</td>
<td>61 (I: 30, C: 31)</td>
<td>50 (I: 25, C: 25)</td>
<td>Sedentary adult women participating in &lt; 90 min of PA/week, with email access</td>
<td>0</td>
<td>40.2 ± 9.1</td>
</tr>
<tr>
<td>Tate et al [36], 2003, USA</td>
<td>Weight loss (PA and nutrition)</td>
<td>12</td>
<td>Overweight (BMI 27-40 kg/m²) adults at risk of type 2 diabetes, with Internet and email access</td>
<td>92 (I: 46, C: 46)</td>
<td>77 (I: 38, C: 39)</td>
<td>Overweight (BMI 27-40 kg/m²) adults at risk of type 2 diabetes, with Internet and email access</td>
<td>10</td>
<td>48.5 ± 9.4</td>
</tr>
<tr>
<td>McKay et al [40], 2001, USA</td>
<td>PA</td>
<td>2</td>
<td>Type 2 diabetic patients not participating in 30 min of moderate PA on ≥ 5 days/week, with Internet and email access</td>
<td>78 (I: 38, C: 40)</td>
<td>68 (I: 35, C: 33)</td>
<td>Type 2 diabetic patients not participating in 30 min of moderate PA on ≥ 5 days/week, with Internet and email access</td>
<td>47</td>
<td>52.3 ± ?</td>
</tr>
<tr>
<td>Tate et al [35], 2001, USA</td>
<td>Weight loss (PA and nutrition)</td>
<td>6</td>
<td>Overweight (BMI 25-36 kg/m²) adult hospital employees with Internet and email access</td>
<td>91 (I: 46, C: 45)</td>
<td>71 (I: 36, C: 35)</td>
<td>Overweight (BMI 25-36 kg/m²) adult hospital employees with Internet and email access</td>
<td>11</td>
<td>40.9 ± 10.6</td>
</tr>
</tbody>
</table>

*PA indicates physical activity; I, intervention group; C, control group; ?, unknown; BMI, body mass index.

### Characteristics of Study Populations

Table 3 shows that the total population size varied from 31 to 2598 participants. The study populations all consisted of healthy (overweight) adults, except for the studies of Kosma et al [41], McKay et al [40], and Van den Berg et al [37], which included physically disabled patients, diabetic patients, and patients with rheumatoid arthritis, respectively. Six of the 10 studies were specifically targeted at adults who were sedentary at baseline [32,37,39-41,43]; the other four studies did not employ any inclusion criteria regarding baseline physical activity level [34-36,42]. In two studies [34,40], the proportion of male and female participants was almost equal; in the other studies, the large majority of participants were female. Mean age varied from 39 to 56 years.

### Characteristics of the Interventions

Table 4 describes the characteristics of the Internet-based physical activity programs and control conditions.

Section A of Table 4 describes the three studies in which an Internet-based physical activity intervention was compared a waiting list group [39,41,42]. In two of these studies [39,41], the participants in the Internet-based intervention had access to a website and received emails; in the other study, the intervention group received only emails [42].

Section B of Table 4 describes the four studies that compared two types of Internet-based physical activity intervention with the main difference being the amount or frequency of contact between the participants and supervisors [35-37,40]. These studies investigated whether more intensive supervision would...
lead to a greater increase in physical activity level. In three studies, the difference in the amount of supervisor contact was, in fact, a difference in the degree of tailoring or personalization [35,37,40], in which participants from the intervention group had access to a website and received emails, whereas the control group had website access only. In the other study [36], website access and email communication was offered to participants in both the intervention and control groups.

Section C of Table 4 describes the three studies that compared two types of Internet-based physical activity intervention in which the main difference was the treatment procedures that were used, whereas the amount of contact between the participants and supervisors did not differ. One study [32] investigated whether precision in replicating theory-based recommendations influenced the effectiveness of an Internet-based physical activity intervention. In the second study [34], the means by which the physical activity interventions were delivered differed (print-based versus Web-based). The third study was designed to explore the net effect of tailored versus standard information.

Eight studies aimed to increase any type of physical activity, whereas two studies were specifically targeted at walking [32] or cycling on a bicycle ergometer [37].

**Effectiveness of Intervention**

The physical activity outcome measures of both the intervention and control groups are expressed as pretest and posttest results and are described in Table 4. Four studies included one physical activity outcome parameter [32,35,36,41], five studies included two physical activity parameters [34,39,40,42,43], and one study reported more than two physical activity parameters [37]. Five of the 10 selected studies reported additional physical fitness–related outcome measures such as cardiorespiratory fitness, flexibility, and body weight [32,35-37,43]. In three of these five studies [32,35,36], the reported changes in physical activity level were considered a secondary outcome; primary outcomes in these studies were changes in body weight and waist circumference [35,36], cardiorespiratory fitness, and walking speed [32].

Regarding the four studies described in Section A of Table 4, in which Internet-based interventions were compared with a waiting list, two studies reported significant differences between the intervention and control groups [39,42]. With respect to the four studies described in Section B of Table 4, in which the intensity of contact in two types of Internet-based physical activity intervention varied, one study reported significant differences between the intervention and control groups with respect to change in physical activity level [37]. Two of the four studies [35,36] in Section B were not primarily aimed at increasing physical activity level, but rather to decrease body weight and waist circumference.

The changes in physical activity level were all nonsignificant in the three studies in which the applied treatment procedures of two Internet-based physical activity interventions varied (Table 4, Section C). This section comprised one study in which physical activity was not the primary outcome measure [32].
Table 4. Characteristics and results of the Internet-based physical activity interventions*

<table>
<thead>
<tr>
<th>Study</th>
<th>Description of Intervention Group</th>
<th>Description of Control Group</th>
<th>Type of PA Outcome Variable</th>
<th>Additional Fitness-Related Outcomes</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section A: comparison of an Internet-based physical activity intervention with a waiting list or attention-control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kosma et al [41], 2005</td>
<td>Weekly emails containing a Web link to motivational PA lesson plans; opportunity to participate in Web-based discussion board, for half of intervention group</td>
<td>Weekly emails containing messages not related to PA</td>
<td>Leisure time PA (MET hours/day)</td>
<td>I: 6.1 ± 7.4 C: 9.3 ± 7.7</td>
<td>PA: I: 8.2 ± 6.8 C: 6.9 ± 7.8</td>
</tr>
<tr>
<td>Plotnikoff et al [42], 2005</td>
<td>Weekly emails containing PA information operationalizing social-cognitive items and beliefs predicting PA behavior and links to other websites about PA and healthy eating</td>
<td>No weekly emails (nothing)</td>
<td>Moderate and vigorous PA (MET min/week) Workplace activity status (1 = sedentary to 4 = very active)</td>
<td>I: 664.1 ± 726.1 C: 668.6 ± 752.6</td>
<td>PA: I: 683.7 ± 702.3 C: 592.7 ± 652.8</td>
</tr>
<tr>
<td>Napolitano et al [39], 2003</td>
<td>Access to stage-based PA website containing the following sections: activity quiz, safety tips, becoming active, PA and health, overcoming barriers, planning PA, and benefits of PA</td>
<td>Waiting list</td>
<td>Moderate intensity PA (min/week) Walking (min/week)</td>
<td>Moderate PA: I: 68.8 ± 58.1 C: 80.9 ± 77.8</td>
<td>Moderate PA: I: 112.0 ± 75.7 C: 82.0 ± 87.3</td>
</tr>
<tr>
<td>Section B: comparison of two types of Internet-based physical activity interventions that differ with respect to amount of contact between the participants and supervisors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van den Berg et al [37], 2006</td>
<td>Access to website containing a personalized PA program consisting of weekly personalized physical activity schedules with weekly personalized feedback provided by physical therapist</td>
<td>Access to website containing general PA information, which was updated once a month Opportunity to order free copy of PA-related CD-ROM</td>
<td>Moderate PA (% patients meeting moderate PA recommendations) Vigorous PA (% patients meeting vigorous PA recommendations)</td>
<td>Moderate proportions: I: 0 C: 0 Vigorous proportions: I: 6 C: 1</td>
<td>Moderate %: I: 26 C: 15 Vigorous %: I: 34 C: 10</td>
</tr>
</tbody>
</table>

*PA Outcome Measures † described in Section 2b. Conclusion: Leisure time PA (MET hours/day) PA Post-test Results (mean ± SD)
<table>
<thead>
<tr>
<th>Study</th>
<th>Description of Intervention Group</th>
<th>Description of Control Group</th>
<th>PA Outcome Measures†</th>
<th>Additional Fitness-Related Outcomes</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tate et al [36], 2003</td>
<td>One introductory face-to-face group weight loss session (1 hour) in which instructions regarding weight loss and increasing PA levels were given by clinical therapist. Access to educational website containing information about weight loss, including tips, links, and other Internet resources. Instructions to report dietary and PA self-monitoring information weekly by means of website diary. 5 emails per week sent by therapist in the first month, weekly emails for remaining 11 months; emails contained personalized feedback, recommendations, reinforcements, answers to participants’ questions, and general support.</td>
<td>One introductory face-to-face group weight loss session (1 hour) in which instructions regarding weight loss and increasing PA levels were given by clinical therapist. Access to educational website containing information about weight loss including tips, links and other Internet resources.</td>
<td>Exercise energy expenditure (kcal/week)‡</td>
<td>Body weight and waist circumference</td>
<td>No significant between-group differences for exercise energy expenditure.</td>
</tr>
<tr>
<td>McKay et al [40], 2001</td>
<td>Access to website containing a personalized PA program based on baseline online assessment of PA level; PA program consisted of personalized goal setting, activity selection, scheduling PA, overcoming barriers. Access to personal PA database containing additional PA-related information and PA logs with graphs of progress. Provision of personalized counseling and support provided by a personal coach by means of online messages. Access to peer-to-peer support groups.</td>
<td>Access to website containing diabetes specific articles plus real-time blood glucose tracking with graphic feedback.</td>
<td>Moderate-to-vigorous intensity exercise (min/day) Walking (min/day)</td>
<td>Exercise: Exercise: Exercise: Exercise: Walking: Walking: Walking: –</td>
<td>No significant between-group differences for moderate-to-vigorous intensity exercise or walking.</td>
</tr>
<tr>
<td>Study</td>
<td>Description of Intervention Group</td>
<td>Description of Control Group</td>
<td>PA Outcome Measures‡</td>
<td>Additional Fitness-Related Outcomes</td>
<td>Conclusion</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>----------------------</td>
<td>---------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td><em>Tate et al</em> [35], 2001</td>
<td>One introductory face-to-face group weight loss session (1 hour) in which instructions regarding weight loss and increasing PA levels were given by clinical therapist. Access to educational website containing information about weight loss, such as diet, exercise, self-monitoring, social support, stimulus control, and managing stress. A brief 15 min face-to-face check-in with therapist every 3 months. Instructions to report dietary and PA self-monitoring information weekly by means of website diary. Weekly emails sent by therapist containing a behavioral weight loss lesson, personalized feedback, recommendations, reinforcements, answers to participants’ questions, and general support. Access to electronic bulletin board.</td>
<td>One introductory face-to-face group weight loss session (1 hour) in which instructions regarding weight loss and increasing PA levels were given by clinical therapist. Access to educational website containing information about weight loss, such as diet, exercise, self-monitoring, social support, stimulus control, and managing stress.</td>
<td>Exercise energy expenditure (kcal/week)‡</td>
<td>Moderate or vigorous PA (min/week) PA: I: 937.6 ± 616.5 C: 1228.1 ± 119.7 Energy expenditure (kcal/kg/day) Expenditure: I: 28.7 ± 5.0 C: 28.9 ± 5.7 PA: I: 672.5 ± 643.9 C: 906.0 ± 775.8 Expenditure: I: 26.5 ± 5.0 C: 27.3 ± 4.6</td>
<td>No significant between-group differences for exercise energy expenditure.</td>
</tr>
<tr>
<td><em>Hageman et al</em> [43], 2005</td>
<td>One initial face-to-face assessment of behavioral markers and biomarkers. Three online newsletters containing individually tailored information about PA goals, benefits, and barriers to PA and self-efficacy delivered by Internet every month.</td>
<td>One initial face-to-face assessment of behavioral markers and biomarkers. Three online newsletters containing general information about PA goals, benefits, and barriers to PA and self-efficacy delivered by Internet every month.</td>
<td>PA: I: 1360 ± 1415 C: 1125 ± 1320</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Section C: comparison of two types of Internet-based physical activity interventions that differ with respect to the applied treatment procedures
## Conclusion

Additional Fitness-Related Outcomes

### PA Outcome Measures

#### Type of PA Outcome Variable

#### PA Pre-test Results (mean ± SD)

#### PA Post-test Results (mean ± SD)

#### Additional Fitness-Related Outcomes

<table>
<thead>
<tr>
<th>Study</th>
<th>Description of Intervention Group</th>
<th>Description of Control Group</th>
<th>PA Outcome Measures†</th>
<th>Additional Fitness-Related Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rovniak et al [32], 2005</td>
<td>One 30 min face-to-face session providing information about walking plus modeling of 3 walking skills</td>
<td>One 30 min face-to-face session only providing information about walking</td>
<td>Walking (min/week)‡</td>
<td>No significant between-group differences for walking time</td>
</tr>
<tr>
<td></td>
<td>Specific and tailored email-based walking prescription by supervisor</td>
<td>General email-based walking prescription by supervisor</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Immediate and precise self-monitoring of walking information by participants by means of online walking logs</td>
<td>General self-monitoring of walking information by participants by means of online walking logs</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weekly specific feedback by supervisor about walking performance relative to past accomplishments and normative standards sent by email</td>
<td>Weekly general feedback sent by supervisor about walking performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marshall et al [34], 2003</td>
<td>Access to a stage-targeted PA website containing stage-based quizzes with feedback, personalized sections on goal setting, activity planning, targeted heart rates, and a PA readiness questionnaire</td>
<td>Stage-targeted printed booklets sent by postal mail containing PA information based on Trans-theoretical Model of Behavior Change</td>
<td>Total amount of PA (MET min/week)</td>
<td>No significant between-group differences for PA and sitting time</td>
</tr>
<tr>
<td></td>
<td>Personalized reinforcement emails sent every 2 weeks containing stage-targeted PA information and links to study website</td>
<td>Additional printed reinforcement letters sent by postal mail every 2 weeks containing stage-targeted PA information</td>
<td>Total amount of sitting (MET min/week)</td>
<td></td>
</tr>
</tbody>
</table>

*PA indicates physical activity; I, intervention group; C, control group; MET, metabolic equivalent

†PA outcome measures are outcomes that measure (changes in) the amount of physical activity.

‡Physical activity outcome variable in this study was considered a secondary outcome.

§Values of posttest data represent change scores (mean ± SD).

¶Posttest data not measured directly after the intervention (1 month after sending last newsletter).

||Values of pre- and posttest data represent mean ± SE.

### Discussion

The number of randomized controlled trials on the effectiveness of Internet-based physical activity interventions is limited. This review represents the best available evidence so far. Two investigators independently assessed all articles and abstracts, and consensus was reached concerning both the inclusion of the studies and the data extraction.

Three studies were identified that investigated whether an Internet-based physical activity intervention was more effective than a waiting list. Two of these studies reported a significantly greater increase in physical activity in the Internet-based intervention than in the waiting list group. However, the effect sizes, which were reported in only one of these two studies, were small, indicating that the clinical relevance remains questionable.

In four studies, two types of Internet-based intervention were compared in which the most important difference between the intervention and control groups was the amount of contact with the supervisors. Of these studies, only one reported significant differences between the two interventions with respect to change in physical activity level. However, in this study, the amount of personalized supervision was not the only difference between the intervention and control groups. As opposed to the
participants from the control group, participants from the intervention group also received a bicycle ergometer and were offered peer-to-peer group contacts. Therefore, it could not be established if the increased amount of contact caused the increase in effectiveness. None of the three studies in which different types of treatment procedures of two Internet-based physical activity interventions were compared reported significant differences.

The methodological quality of the selected studies in this review varied. Only half of the 10 studies were rated as having a good methodological quality. Lack of information about blinding of the outcome assessor, no description of sample size calculation, and insufficient description of the randomization and concealment method were the most important reasons for low scores on methodological quality. This may have influenced the results of these studies since it has been shown that inadequate methodological approaches in controlled trials, particularly those representing poor allocation concealment, are associated with bias [44]. Furthermore, none of the studies applied an intention-to-treat analysis. However, a full application of the intent-to-treat model according to the definition given by Hollis and Campbell [38] may not be possible for most physical activity studies because, in most of these studies, there will be at least some subjects who drop out, refuse to complete final assessments, or change residence.

In addition, we evaluated the quality of the studies by assessing whether or not the interventions fulfilled criteria that apply to Internet-based physical activity interventions in particular, including intervention measures, process measures, and outcome measures. It was shown that in six studies the researchers used one or more theoretical models to compose the interventions. The Transtheoretical Model and the Social Cognitive Theory were the two most frequently used theories. This review could not demonstrate that theory-based physical activity interventions conducted through the Internet are more effective than non-theory-based interventions. Although there is some evidence that interventions in which these models are incorporated are effective in increasing physical activity level [45-47], other researchers still question this effectiveness [48]. Further research on the surplus value of these models in promoting complex health behavior such as physical activity is needed.

Furthermore, the results show that most of the studies used a single physical activity outcome measure, and objective measures such as activity monitors or pedometers were rarely used. In order to be able to better establish the effect of Internet-based physical activity interventions, future studies should incorporate multiple physical activity outcomes, preferably accompanied by one or two objective measures. Moreover, there is a need for more uniform physical activity outcome measures; in our review, studies reported their outcomes in time, energy expenditure, or categorical variables such as proportions of persons meeting physical activity recommendations.

On the basis of the above-mentioned results of this review, we conclude that there is indicative evidence that Internet-based physical activity interventions are more effective than a waiting list group. With respect to which components serve as the key components (ie, amount of contact or type of treatment procedure), the evidence is scanty.

Several factors may have contributed to the limited evidence of effectiveness. First, the number of eligible studies was limited. The Internet is a relatively new tool for delivering physical activity interventions. Moreover, many of the interventions that did use the Internet for program delivery did not report their outcomes in terms of changes in physical activity level, but used indirect measures such as stages of motivational readiness, weight change, heart rate, or maximal oxygen uptake. Our review included three studies in which the changes in physical activity level were considered secondary outcomes; these interventions were not primarily aimed at changing physical activity behavior. These three studies all compared two different types of Internet-based intervention.

Second, this review comprised mainly short-term physical activity interventions. Only three studies incorporated interventions of 6 months or longer. The literature suggests that long-term changes in physical activity behavior can only be accomplished by studies with long-term follow-up [18]. However, no guidelines exist regarding the optimal duration of interventions. Therefore, more research should be done to evaluate the minimal duration of physical activity interventions in order to produce long-term physical activity behavior change.

Third, the baseline physical activity levels of the participants differed, making it difficult to report on the overall effectiveness of these interventions. Moreover, four studies in this review did not report any baseline physical activity levels. Since physically active persons in general are better able to comply with physical activity interventions and maintain a healthy lifestyle than sedentary persons [49-51], incomplete or inconsistent information about baseline physical activity levels may have influenced our results.

A final limitation is the fact that the contents of the control intervention differed widely. In some studies, participants from the control group received more general or standard versions of the Internet-based physical activity intervention; in other studies, these participants received a print-based version of the intervention or were assigned to a waiting list. The exact surplus value of adding personalized supervision to an Internet-based physical activity intervention could not be established because, in most studies, in addition to this supervision, other components were added as well. The two trials that compared the Internet-based physical activity intervention with a waiting list both reported significant differences between the intervention and control groups. This may indicate that, when trying to increase people’s physical activity level, providing an Internet-based physical activity intervention is more effective than doing little or nothing. However, more studies are needed to establish this conclusion. With respect to determining the effectiveness of different components of an Internet-based physical activity intervention, more studies are needed that use appropriate research designs (ie, designs in which the only difference between the intervention and control groups is the addition of a specific component, such as providing personalized supervision).
In conclusion, the methodological quality as well as the type of physical activity outcome measure of Internet-based physical activity interventions varied. However, Internet-based physical activity interventions appear to be more effective when compared to a waiting list strategy. Whether or not adding specific components to Internet-based physical activity interventions will result in greater effectiveness compared to Internet-based interventions in which these components are missing or offered less intensely remains to be established. An important advantage of Internet-based interventions is that they can reach large numbers of people at relatively low cost. However, more cost-effectiveness studies should be done in order to establish the exact surplus value of this delivery method when compared with more traditional methods such as face-to-face sessions. Moreover, future research should properly define the control groups and incorporate both long-term as well uniform and objective physical activity outcome measures.
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Multimedia Appendix

Criteria of Methodological Quality
1. Were the eligibility criteria specified?
2. Was the method of randomization described?
3. Was the random allocation concealed? (ie, Was the assignment generated by an independent person not responsible for determining the eligibility of the patients?)
4. Were the groups similar at baseline regarding important prognostic indicators?
5. Were both the index and the control interventions explicitly described?
6. Was the compliance or adherence with the interventions described?
7. Was the outcome assessor blinded to the interventions?
8. Was the dropout rate described and were the characteristics of the dropouts compared with the completers of the study?
9. Was a long-term follow-up measurement performed (outcomes measured ≥ 6 months after randomization)?
10. Was the timing of the outcome measurements in both groups comparable?
11. Was the sample size for each group described by means of a power calculation?
12. Did the analysis include an intention-to-treat analysis?
13. Were point estimates and measures of variability presented for the primary outcome measures?
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Abstract

Recently there has been a proliferation of interactive tailored patient assessment (ITPA) tools. However, evidence of the reliability and validity of these instruments is often missing, which makes their value in research studies questionable. Because several of the common methods to evaluate instrument reliability and validity are not applicable to interactive tailored patient assessments, informatics researchers may benefit from some guidance on which methods of reliability and validity assessment they can appropriately use. This paper describes the main differences between interactive tailored patient assessments and assessment instruments based on psychometric, or classical test, theory; it summarizes the measurement techniques normally used to ascertain the validity and reliability of assessment instruments based on psychometric theory; it discusses which methods are appropriate for interactive tailored patient assessments and which are not; and finally, it illustrates the application of some of the feasible techniques with a case study that describes how the reliability and validity of the tailored symptom assessment instrument called Choice were evaluated.
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Introduction

Recent years have seen a proliferation of interactive health communication tools, together with a growing trend toward empowering patients to take a more active role in their own health care. A prerequisite to effectively helping patients in need of care is to elicit their symptoms and health problems from their perspective. Interactive tailored patient assessments (ITPAs) have become increasingly important as a means of eliciting patients’ illness experiences and tailoring patient care or self-care recommendations to each patient’s individual needs. The ease of deployment of Web-based surveys has made the use of interactive tailored questionnaires more common, and software that allows researchers to rapidly develop custom-tailored questionnaires has started to emerge. Interactive tailored patient assessments have a number of advantages compared with standardized assessments, in which respondents are required to complete all questions. In interactive tailored patient assessments, the questions can be tailored to each patient individually based on his or her initial responses. Superfluous questions are eliminated, and the questions that remain are more relevant to the patient. For example, the Dialogix system developed at Columbia University implements structured interviews on a series of Web pages. It supports complex branching and conditional tailoring so that questions and summary reports can be tailored to the subject’s responses.
The system has been used for surveys on children in the community, the diagnosis of sleep disorders, and depression. Another example is the Composite International Diagnostic Interview (CIDI) used for assessment of mental health disorders, in which positive responses to symptom questions are followed up by other questions, while negative responses often lead to subsequent questions being skipped [2].

One might argue that there do exist traditional assessments that behave somewhat like interactive tailored patient assessments; for example, “if you answered ‘yes’ to question 4, skip questions 5 through 8,” and so on. However, in assessments of this type, most questions are answered by all respondents, with additional information gathered for selected subgroups. In interactive tailored patient assessments, however, anything goes; responding, or not, to any item can be totally up to the respondent, effectively resulting in each patient completing a “different” assessment. For example, patients can branch into sections that focus on their specific symptoms and problems without being bothered by other questions that are not relevant to them. Because patients complete only a subset of the total number of items available, the response burden is decreased. Consequently, interactive tailored patient assessments allow for an expansion in the breadth and depth of the assessment that helps patients find a closer match between symptom or problem descriptions and their actual illness experiences.

The credibility of interactive tailored patient assessments depends on their ability to adequately capture patients’ experienced symptoms and problems. Validity and reliability are, therefore, crucial issues. Despite an increasing number of studies that use interactive tailored patient assessments as research tools, even in randomized controlled trials, information about reliability and validity is often missing. Consequently, those wishing to implement a specific interactive tailored patient assessment in practice have little assurance about the instrument’s reliability and validity. Also, without such evidence, it is difficult to disseminate study results outside the informatics community and into the clinical literature where a minimum standard for reporting reliability and validity is required for publication. A minimal standard for research instruments should at least include test results of one type of reliability for the group being tested, one type of content validity, and at least one type of criterion-related or construct validity [3].

Psychometric theory offers a number of techniques to examine the reliability and validity of research instruments. However, many of these techniques only apply to instances in which individuals respond to the same set of items, in contrast to interactive tailored patient assessments, in which each informant responds to a different subset of individually selected items. Thus, informatics researchers who are interested in developing an interactive tailored patient assessment are left with the question of which methods they can appropriately use to establish its reliability and validity.

The purpose of this paper is to provide some guidance on evaluating reliability and validity of interactive tailored patient assessments. In it, we (1) describe the main differences between interactive tailored patient assessments and assessment instruments based on classical test theory, using a tailored symptom assessment instrument called Choice as an example, (2) summarize the psychometric techniques normally used to ascertain the validity and reliability of instruments for self-reported assessments, (3) discuss which methods are appropriate for interactive tailored patient assessments and which are not, and finally, (4) illustrate the application of some of the feasible techniques with a case study that describes measurement of the reliability and validity of the Choice instrument. This may serve as a model for other researchers for evaluating reliability and validity of interactive tailored patient assessments.

**Example of an Interactive Tailored Patient Assessment: The Choice Assessment**

Choice is the name of a suite of tailored symptom assessment tools designed to help patients report their experienced symptoms and health problems so that their care providers can tailor patient care to each patient’s individual symptoms, problems, and needs. The Choice application used here as an example targets patients with chronic and serious long-term illnesses such as cancer. However, interactive tailored patient assessments are also applicable to other patient populations.

The application is contained and administered via a tablet computer with a touch-sensitive screen or is administered via an Internet application. It supports complex branching, so only relevant questions are asked, and conditional tailoring, so questions are tailored to a subject’s previous responses. For example, in the Choice cancer module, patients first identify among 19 problem categories those that apply to themselves. This triggers a subset of related symptoms from which patients again only select those that apply. For example, if patients initially select the “Problems with eating and drinking” category, they are presented with a more detailed list that helps them specify their eating and drinking problems (eg, taste changes, lack of appetite). The patients then rate the degree of bother and their priorities for care for the selected symptoms. When they are done, the system creates an assessment summary that displays patients’ selected symptoms ranked by their priorities for care. This summary can be used by patients and clinicians for subsequent shared care planning. The Choice instrument has consistently been demonstrated to significantly increase congruence between patients’ reported symptoms and patient care in both rehabilitation and cancer patients [4-6].

**Main Differences Between Interactive Tailored Patient Assessments and Traditional Instruments**

**Traditional Instruments**

Interactive tailored patient assessments such as the Choice instrument are different in several respects from other standardized measurement approaches that rely on patient self-report. The primary goal of traditional instruments is to support research, that is, to describe, contrast, or compare populations and to arrive at more generalizable conclusions.
based on specific observations [7]. Instruments can be scales or subscales that are composed of theoretically homogeneous items and that measure an internally consistent construct (e.g., depression). Scales meet the criteria of classical test theory, and reliability and validity assessments that are based on measures of internal consistency are appropriate. Another type of instrument is an index, which consists of items that are not necessarily correlated and that together compose the index (e.g., a measure of quality of life). Rather than being indicators of the underlying theoretical construct, as in scales, items of an index themselves define the construct. Indexes do not meet assumptions of classical test theory, and internal consistency is, therefore, not a good estimate of reliability or validity [8]. Interactive tailored patient assessments are similar to indexes and, therefore, the same statistical limitations apply.

In the application of either scales or indexes, all respondents complete a given set or subset of items [8,9]. This naturally limits the total number of items that can be, or preferably, should be, contained in an instrument. An indicator of a “good” instrument is parsimony—the instrument’s ability to explain the greatest amount of variance in the concept being measured with the fewest number of items [7]. Given that there is evidence of the reliability and validity of the instrument, higher and lower scores represent higher and lower presence, respectively, of the concept being measured.

**Interactive Tailored Patient Assessments**

Interactive tailored patient assessments are primarily designed for clinical application. Thus, the main focus of interest is to elicit characteristics that are unique to a particular person. The purpose is to provide the person with individually tailored care, information, or behavioral change strategies [10]. This is different from the “one size fits all” approach of traditional measurement instruments, in which the focus of interest is the characteristics of populations rather than the individual.

Another difference from traditional assessment instruments is that an interactive tailored patient assessment may be purposely designed to capture each patient’s personal experience. For example, in the Choice instrument, the goal is to help patients find descriptions of their symptoms and health problems that reflect their personal experiences as closely as possible. Thus, patients may choose between relatively similar symptoms that are expressed with synonymous terms, selecting those that they feel are closest to their experience. Such comprehensiveness of symptom descriptions would be difficult in traditional measurement instruments with a parsimonious set of items and would be considered redundant.

There may also be differences in how questions in the instrument are organized and structured. For example, scales combine items into internally consistent scales, or subscales, which tap the same underlying concept. An example is the Center for Epidemiological Studies Depression Scale (CES-D), described later in the case study, which consists of four subscales for which indicators of depression include “problems concentrating” and “sleeping problems” [11]. However, laypersons may not necessarily understand the associations between these two symptoms and depression. To ensure that patients can branch into their symptoms and health problems without difficulty, items in an interactive tailored patient assessment may be grouped according to laypersons’ knowledge structure rather than according to a theoretical concept such as depression. For example, in the Choice instrument, items are organized based on insights gained from systematic investigations of how laypersons organize and label problems and symptoms into meaningful groups [12]. While such a structure supports patient comprehension and recognition, it does not necessarily fit the structure of an internally consistent scale.

Table 1 summarizes differences between traditional measurement instruments and interactive tailored patient assessments.

<table>
<thead>
<tr>
<th>Focus of Interest</th>
<th>Traditional Measurement Instruments</th>
<th>ITPA Example: Choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Purpose</td>
<td>Understanding characteristics of populations; generalizability</td>
<td>Clinical practice; to tailor patient care / advice to each individual</td>
</tr>
<tr>
<td>Scale</td>
<td>Research</td>
<td>May capture patients’ symptom and problem experiences on different dimensions</td>
</tr>
<tr>
<td>1. Each subscale measures one latent concept at a time. Different concepts are contained in internally consistent subscales.</td>
<td>Concepts are not necessarily structured into internally consistent subscales, but are organized to fit the patients’ “lay” knowledge structures.</td>
<td></td>
</tr>
<tr>
<td>2. Items of an index serve as causal indicators that define the concept being measured.</td>
<td>Every respondent completes more or less the same set of questions.</td>
<td>Every respondent completes a different set of questions, based on initial item selection.</td>
</tr>
<tr>
<td>Set of Questions</td>
<td>Every respondent completes a different set of questions, based on initial item selection.</td>
<td>Comprehensiveness: to help patients find a close match between the item description and their actual experience.</td>
</tr>
<tr>
<td>Goal</td>
<td>Parsimony: to explain the greatest amount of variance in the concept measured with the fewest numbers of items.</td>
<td></td>
</tr>
</tbody>
</table>
Techniques to Measure Reliability and Validity and Their Applicability to Interactive Tailored Patient Assessments

Measurement is the process of linking abstract concepts to empirical indicators. This can happen in two ways. The first is by focusing on the crucial relationship between the observable response and the underlying unobservable theoretical concept. This is the case with concepts such as “intelligence,” which we cannot observe directly, but implications of it, such as peoples’ vocabulary, mathematical ability, and knowledge about the world, stem from this quality. Instruments constructed to capture such concepts have come to be called scales [8,9]. The other possibility is that the unobservable theoretical concept under study is the response to observable explanatory factors. This is the case with, for example, socioeconomic status, which is a function of, say, income and level of education, not the other way around. Instruments constructed to capture such concepts are called indexes, as described earlier [8,9]. The choice of the specific items is much more important in the construction of indexes than of scales.

Reliability and validity are the two basic properties of empirical measurements. Reliability concerns the extent to which an experiment, test, or any measuring procedure yields the same results on repeated trials. Validity is the degree to which an instrument measures what it purports to measure. Reliability is a necessary but not a sufficient condition for validity [13,14]. While reliability and validity are equally important for interactive tailored patient assessments as for other standardized assessments, not all common techniques for measuring reliability and validity are appropriate for interactive tailored patient assessments (Table 2).

Table 2. Psychometric concepts, definitions, and methods

<table>
<thead>
<tr>
<th>Psychometric Concept</th>
<th>Definition</th>
<th>Methods</th>
<th>Appropriateness for ITPAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal consistency</td>
<td>Average intercorrelation among items</td>
<td>Cronbach alpha, split-half</td>
<td>Inappropriate due to highly variable number of assessment items among respondents</td>
</tr>
<tr>
<td>Test-retest</td>
<td>Association between measurements on the same respondents at multiple points in time using the same version of the measurement instrument; coefficient of stability</td>
<td>Correlation between two measurements</td>
<td>Inappropriate if concept being measured changes over time; otherwise appropriate. Even small changes over time might fundamentally change the patient’s response to the interactive tailored patient assessment.</td>
</tr>
<tr>
<td>Alternate forms</td>
<td>Association between measurements on the same respondents at multiple points in time using two forms of the “same” measurement instrument; coefficient of equivalence</td>
<td>Correlation between two measurements</td>
<td>Inappropriate if concept being measured changes over time; otherwise appropriate. Due to the nature of the interactive tailored patient assessment, with possibly detailed items, coming up with an alternate form might be difficult.</td>
</tr>
<tr>
<td>Validity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content</td>
<td>Extent to which a specific measure depicts a domain of content</td>
<td>Literature review, expert review</td>
<td>Appropriate</td>
</tr>
<tr>
<td>Criterion-related</td>
<td>Extent of correlation between the test and the criterion</td>
<td>Concurrent validity (test and criterion at same point in time); predictive (test and criterion at a future point in time)</td>
<td>Appropriate. Be aware that it might be difficult to find a sensible criterion when many issues are addressed simultaneously, as often is the case.</td>
</tr>
<tr>
<td>Construct</td>
<td>Extent to which a particular measure performs in accordance with theoretically derived hypotheses concerning the concepts (or constructs) being measured</td>
<td>Factor analysis, convergent validation, discriminant validation, known group differences, multitrait-multimethod matrix</td>
<td>Factor analysis is often inappropriate due to variable number of assessment items among respondents, or the large sample size that otherwise would be required. Other methods are usually appropriate.</td>
</tr>
</tbody>
</table>

Measures of Reliability

Common approaches to examine reliability include test-retest, alternate forms, split-half, and tests of internal consistency [13,15].

In the test-retest method, the same test is given to the same people after a period of time [13]. The correlations between the scores in the two administrations of the same test are calculated, and the correlation between two parallel measures equals the reliability coefficient. A prerequisite for test-retest reliability is that the second administration be conducted within a small enough time frame so that the concept being measured (eg, pain) does not change. This is, however, often a problem. Test-retest reliability is appropriate for traditional assessments as well as for interactive tailored patient assessments that measure stable traits, but it is inappropriate for assessments of volatile concepts.
that change rapidly over time (eg, how bothersome a symptom is).

The alternate form method requires two testing situations with the same people, but an alternate form of the same test is administered [13]. The two forms are intended to measure the same concept. The correlation between the alternative forms provides the estimate of reliability. Similar to the test-retest method, the alternate form of the instrument must be given within a small enough time frame so that the concept being measured has not changed. Under these conditions, the alternate form approach can be appropriate for interactive tailored patient assessments.

In the split-half technique, items of the scale are split in two. To obtain a measure of reliability, the scores of the halves are correlated. This follows the same logic as in the test-retest technique, where the correlation between two parallel measures equals the reliability coefficient. The issue of how to split the items in half, however, is not clear cut.

By far the most popular approach is the internal consistency reliability coefficient Cronbach alpha [16]. Among the reasons for its popularity is the fact that it, like the split-half technique, requires only a single test administration. It does, however, expand on that methodology of the split-half technique, and the calculation of alpha is based on the inter-item correlations among all the items of the scale. The higher the alpha, the higher the reliability [13].

A problem with all the above measures is that they indirectly depend on all respondents completing more or less the same consistent set of items, making the measures difficult to apply to interactive tailored patient assessments. A scale’s reliability is mainly addressed by looking at correlations — mathematical expressions of association. The calculations are done by pairing data and comparing whether variable values behave in a similar manner, if the value of one variable goes up, and the value of another tends to do so as well, the two variables will be more correlated than if this was not so. Problems arise, however, in the presence of missing data (ie, there is no value for a given variable to compare with another). Usually, the issue of missing values in a data set constitutes no major problem when calculating correlations. For example, for 100 patients measured on weight and shoe size, with two persons missing out on the weighting because they were in the gym, this still leaves 98 people for the calculation of the correlation between weight and shoe size for that group of patients. Generally, the amount of missing data in reviewing scales is negligible. There will most likely be some patients that have not answered one item or another, but the amount of pairs left for correlation calculations is rarely affected to such an extent that these calculations suffer severely.

In interactive tailored patient assessments, however, the amount of missing data could be devastatingly high, effectively making well-known techniques useless. Take the Choice instrument. It has a total of 141 symptoms that the patients can choose from. In the testing of the system, the average number of symptoms the patients reported was 10 [17]. That is, for every patient, the average amount of “missing data” after an assessment was more than 90%. Note that these non-answers are actual missing data in the definition of the term: if a patient has not chosen to say something about symptom A, it is not the same as having reported “no bother with symptom A,” which would give a zero value (or similar measure of “nothing”) to use in calculations. But here we do not have any information about how the patient felt about symptom A at the time. Maybe the patient actually had something to say about symptom A but prioritized other items which were more important or simply forgot to respond to that item.

This lack of a fixed system of items to perform calculations on in order to verify the reliability of an interactive tailored patient assessment constitutes a major statistical challenge. All correlation calculations are deemed to be suffering from this fact, and all correlations will be calculated less precisely since the unanswered questions will contribute a “missing,” erasing that piece of information totally, rather than a zero or similar value, as in more traditional assessments. For example, a patient answering items 1 through 5 in one administration of an interactive tailored patient assessment and items 2 through 10 in another administration of the same interactive tailored patient assessment, would, in a test-retest, only have four items in common for the two administrations, even though five items were answered the first time and nine the second time, for a total of 10 different items.

The calculation of Cronbach alpha [16] depends on the number of items and the mean inter-item correlation. For interactive tailored patient assessments, however, one needs an adjustment for the fact that each patient only responds to a small subdomain of N, which will differ from patient to patient. Further, the inter-item correlation is then based on an extremely sparsely filled scale. Finally, the shared size of the interactive tailored patient assessment instrument is a possible problem in itself; with 100 items, an average inter-item correlation of only 0.04 is enough to ensure an alpha of .80.

Factor analysis is closely linked to reliability measures, but makes less stringent assumptions than alpha-type methods. Such methods are, however, also deemed to be unreliable in the setting described above. Factor analysis does nothing more than redefine and simplify the correlation matrix, a matrix that may be calculated on the basis of a huge amount of missing data and very sparse real information. The number of assessments needed in order to have a trustworthy correlation matrix would then have to be extremely high. There are several guidelines for sample size. Among others, Tinsley and Tinsley [18] suggest a ratio of 5-10 subjects per item, up to about 300 subjects. Thereafter, the ratio can be somewhat relaxed. Comrey [19], on the other hand, stated that a sample size of 200 is adequate in most cases of ordinary factor analysis that involve no more than 40 items. However, this calculation breaks down for a 141-item assessment in which each individual selects approximately 10 items; the exact sample size needed in these instances thus becomes very difficult to calculate. Cronbach alpha and other similar measures, as well as factor analysis methodologies, are indirectly based on the fact that all patients fill out the same fixed set of items or close thereto. To our knowledge, nobody has refined these statistical measures to cope with the problems described above. Validating interactive tailored patient assessments thus relies on carefully reviewing
the options at hand to see whether they will be applicable for a given instrument. For the Choice instrument, a hybrid of test-retest and alternate forms was used for reliability assessment. It is described in more detail below in the case study.

**Measures of Validity**

The main methods to assess the validity of a test for a group of people under certain circumstances are content validity, criterion-related validity, and construct validity. Fundamentally, content validity depends on the extent to which an empirical measurement reflects a specific domain of content and whether the items reflect the meaning associated with each dimension or subdimension [13] of that measure. Content validity is crucial for all measurements, including interactive tailored patient assessments, but unfortunately there is no rigorous way to assess it [13].

Criterion-related validity refers to the correlation of a measure with a criterion variable that is external to the measuring instrument itself [15]. The higher the correlation, the more valid is the measure for the particular criterion. The measurements may be collected at the same point in time (concurrent validity), or the measurement under study may be used to predict a future measurement (predictive validity). For example, the degree to which a test for college admission can predict later academic achievement reflects criterion-related validity of the test. The availability of a criterion measurement (ie, a gold standard) is a prerequisite to examining criterion-related validity of any assessment, tailored or untailored. Because such a gold standard is often missing, measuring criterion-related validity is difficult.

In contrast to content validity and criterion-related validity, construct validity has a more generalized applicability and lends itself easier to empirical investigation. Constructs concern domains of variables [15]. Construct validity is concerned with the extent to which a particular measure relates to other measurements consistent with theoretically derived hypotheses concerning the construct being measured [13]. There are three major aspects of construct validation: (1) specifying the domain of observables related to the construct, (2) determining the extent to which observables measure the same thing, and (3) performing subsequent experiments to determine the extent to which supposed measures of the construct are consistent with “best guesses” about the construct [7,15].

A number of techniques for examining construct validity are applicable to interactive tailored patient assessments. For example, convergent and discriminant approaches, including known group differences, are based on hypothesized relationships between the measurement of concern and another variable. Convergent validity is demonstrated when two independent methods that measure the same variable or attribute are highly correlated. Divergent validity is demonstrated when measures of different attributes do not highly correlate.

In their seminal paper on construct validation, Campbell and Fiske [20] proposed the multitrait-multimethod matrix as an approach to examining convergent and discriminant validity. The multitrait-multimethod matrix includes two traits (one of primary interest) and two methods that are applied to both traits. The basic premise is that the measurements of a trait will converge across methods and diverge between traits. For example, measurements related to dyspnea severity should converge across paper-based and computer-based assessment methods, but the measurement of dyspnea severity should be less highly correlated with the measurement of nausea severity using the same method.

Other techniques to establish construct validity that examine the internal structure of a measurement instrument, such as factor analysis, are, however, often inappropriate for interactive tailored patient assessments because of their dependence on a reliable correlation matrix. The share size of the population needed to verify the instrument, coping with both the possible three-digit number of items and the possible close-to-100% missing data, could approach numbers way out of practical reach. Table 2 summarizes psychometric concepts, measurement methods, and their appropriateness for interactive tailored patient assessments.

**A Case Study: Examining Reliability and Validity of the Choice Instrument**

**Reliability Assessment**

When testing the reliability of Choice, it was evident that we needed a way of being able to pair observations on the different items without encountering an overwhelming amount of missing data. Because questions in the Choice instrument are tailored to each respondent based on initial response, reliability measures that are built on internal consistency could not be appropriately used for the evaluation of reliability.

A first thought was to perform a test-retest, as it would be natural to assume that an individual would correlate higher with himself or herself (ie, having the same bothersome symptoms and same priorities for treatment if the time frame between the tests was sufficiently short), reducing the amount of missing data in the correlation pairing. A complete test-retest using the Choice instrument felt inappropriate, however, because of the risk that patients’ symptom reports could change to such an extent that the discrepancy between items chosen in the test and the retest would make the correlation calculations unreliable. This concern was strengthened by the fact that several of the items address issues that change fairly quickly with time.

The alternate form approach seemed a logical second option, but as the Choice instrument contains 141 symptoms with several nuances in the wording to capture the specific disease pattern of the particular patient, as described earlier, an alternate form could run the risk of being different in such a way that patients would choose other symptoms merely due to the wording of the items. It seemed difficult to come up with an acceptable, completely alternative form of the instrument. There did, however, exist a somewhat alternative format of the instrument felt inappropriate, however, because of the risk that patients’ symptom reports could change to such an extent that the discrepancy between items chosen in the test and the retest would make the correlation calculations unreliable. This concern was strengthened by the fact that several of the items address issues that change fairly quickly with time.

The alternate form approach seemed a logical second option, but as the Choice instrument contains 141 symptoms with several nuances in the wording to capture the specific disease pattern of the particular patient, as described earlier, an alternate form could run the risk of being different in such a way that patients would choose other symptoms merely due to the wording of the items. It seemed difficult to come up with an acceptable, completely alternative form of the instrument. There did, however, exist a somewhat alternative format of the Choice instrument that would at the same time minimize the amount of missing data: the full list of the 141 symptoms. We used this to assess the reliability of the Choice instrument.

To collect the reliability data, we conducted a separate study independent from our clinical trial. Because reliability is
sample-specific, patients in this new study were recruited from
the same population and setting and had to meet the same
inclusion criteria as patients in the clinical trial. After
Institutional Review Board approval was obtained, 100 patients
undergoing cancer treatment were recruited. First, patients were
asked to complete the tailored Choice assessment similar to
patients in the clinical trial. Immediately after and in the same
data collection session, they were asked to complete a
questionnaire, the alternate form that included the full set of
141 symptom descriptions contained in Choice. The correlation
between Choice and questionnaire data was 0.74 for all
symptoms, and 0.85 for moderately or very bothersome symptoms [17]. According to Nunnally and Bernstein,
correlations greater than 0.70 provide evidence of the
satisfactory reliability of a measurement instrument [15].

It may at first be surprising that the correlation coefficients
between the two formats were not higher. The main reason was
that in the Choice instrument it is possible to choose different
terms to express almost the same symptom. For example, a
patient who chose “lack of energy” in the interactive tailored
patient assessment version, chose instead “fatigued” in the
paper-based form. While the patient may not have been aware
of this distinction, this weakened the correlations between the
two forms, making them somewhat lower than one might expect.

Validity Assessment

Content Validity

As above mentioned, content validity depends greatly on the
adequacy with which a specific domain of content is sampled
[15]. While this is difficult to measure directly, thorough and
appropriate procedures used during the development of a new
instrument are a prerequisite of content validity. It is impossible
to specify exactly how many items need to be developed for a
particular domain of content. However, it is always preferable
to initially create too many items rather than too few as
inadequate items can always be eliminated [13]. This is
particularly true for interactive tailored patient assessments, in
which patients complete only those subsets of items relevant to
them, and the total number of items thus matters less. Here we
describe the process for developing and ensuring content validity
of the Choice module for cancer patients.

The goal when constructing the tailored Choice instrument was
to assist patients in communicating their illness experience along
physical, psychosocial, and functional dimensions as close as
possible to their actual experiences. It was, therefore, important
to include a comprehensive set of items that reflected all
dimensions of patients’ illness experiences in sufficient level
of detail and that were expressed in lay language to support
patient recognition and communication.

To identify items to be included, we conducted a thorough
review of the scientific literature to identify problems, specific
symptoms, and functional limitations encountered by cancer
patients. This search and review included the health care
bibliographic databases as well as the World Wide Web and
resulted in a preliminary list of symptoms and functional
problems for potential inclusion. Expert groups of specialists
in cancer care (physicians, nurses, social workers) then critically
reviewed this list for relevance, comprehensibility,
completeness, and level of detail and supplemented it with expert
opinion [6]. Particular attention was paid to expressing
symptoms and problems in simple, understandable, nonmedical
lay language. Next, the revised symptom list was presented to
15 cancer inpatients and outpatients (9 women, 6 men; age 40-74
years) who were asked to complete and evaluate a paper-based
version of the symptom assessment for clarity of meaning,
appropriateness, wording, completeness, redundancy, and
format, and to add comments. This resulted in further
suggestions for revisions, which were discussed in the cancer
expert groups. The subsequently refined symptom list was then
implemented in the tailored computer application and pilot tested
with 56 outpatients with varying cancer diagnoses [6]. Based
on this pilot study, a few item descriptions were revised to better
describe symptoms from the perspective of the patients. The
final version was used for the reliability testing described above
and in the clinical trial that provided data for the validity testing
described below.

Construct Validity

To evaluate construct validity of the Choice instrument, we used
known group differences techniques as well as assessments of
convergent and discriminant validity. We performed three
evaluations of known group differences based on data collected
in a clinical trial of 148 patients who received active cancer
treatment for leukemia and lymphoma.

The first test was based on the hypothesis that patients
undergoing a stem cell transplant would report more symptoms
with the Choice instrument than patients treated with
chemotherapy only. This hypothesis is consistent with empirical
evidence on treatment side effects and was supported by the
data. Patients undergoing a stem cell transplant reported
significantly more symptoms than patients in the chemotherapy
group (14.6 vs 9.2, \( P < .001 \)).

In the second test, we examined gender differences in
self-reported symptoms. Because the literature has provided
some evidence that women report more symptoms than men
[21], we expected that this difference would also be found with
the Choice instrument. This was again supported. In our clinical
trial, women reported significantly more symptoms than men
(13.7 vs 10.0, \( P < .001 \)).

Finally, we examined whether the most reported symptoms
during patients’ illness trajectories were consistent with expected
symptom patterns during different phases of treatment and
rehabilitation. This was again supported. The most frequently
selected symptoms 1 to 2 months into treatment were side effects
related to chemotherapy and stem cell transplant, including
nausea, vomiting, and mouth sores. During the third and fourth
months of treatment, long-term side effects such as neurological
problems, memory problems, and weight loss started to occur
more frequently. During rehabilitation, the number of physical
symptoms decreased and the focus of self-reported symptoms
shifted to issues regarding resuming a normal life and worries
about the future. Thus, all three known group difference tests
performed as expected and provided support for the validity of
the Choice instrument.
To measure convergent and discriminant validity, we compared the performance of the Choice instrument in our clinical trial data set with two other measures taken at the same time point: the CES-D [11] and the SF-36, a multidimensional measure of health-related quality of life [22]. Ideally, measures of a similar trait should correlate higher with each other than they do with measures of different traits. To estimate convergent validity, we computed the correlations between the psychosocial subscales of the Choice instrument and both the CES-D depression subscale and the SF-36 mental health index subscale. A correlation of 0.57 was found with the CES-D depression subscale and −0.64 with the SF-36 mental health index. Similar evidence of convergent validity was found for physical symptoms. The physical symptom subscales of the Choice instrument strongly correlated with the SF-36 bodily pain scale ($r = −0.61$), the SF-36 physical health component subscale ($r = −0.54$), and the SF-36 physical functioning subscale ($r = −0.44$).

To assess discriminant validity, we performed correlations between Choice subscales and CES-D and SF-36 subscales that measured different attributes, hypothesizing that they would not correlate to a very high degree. This was supported by our data. The physical symptom subscales of the Choice instrument correlated only weakly with the CES-D depression subscale ($r = 0.25$) and the SF-36 mental health index ($r = −0.28$). Similarly, psychosocial symptoms in the Choice instrument correlated weakly with the SF-36 physical functioning subscale ($r = −0.18$) and the physical health component subscale ($r = −0.13$).

**Conclusion**

In this paper, we strongly advocate evaluating and reporting reliability and validity of interactive tailored patient assessments, which is crucial for the credibility of interactive tailored patient assessments as research instruments. However, several of the common measurement techniques available to assess these psychometric properties are not applicable to interactive tailored patient assessments. The advantage of computerized tailored assessments is that patients can skip unimportant items and hone in on problems that matter to them and that reflect their actual experience. However, this advantage makes reliability and validity assessments of interactive tailored patient assessments a challenge for informatics researchers. To assist in this task, we have discussed which techniques might be feasible for establishing reliability and validity of interactive tailored patient assessments and demonstrated their application in a case study of the Choice instrument.

Although assessment of reliability of an interactive tailored patient assessment may require collection of a separate data set in addition to the clinical trial data, this is well worth the effort. A basic core of evidence of reliability and validity is needed for any instrument. Reliability is a prerequisite for validity, and an unreliable instrument cannot be valid. Unreliable and invalid instruments are not worth further investigation [3]. Reporting of interactive tailored patient assessment reliability and validity should become a requirement for publishable informatics research, so researchers can trust the data. Evidence of reliability and validity has long been a requirement for publication of research instruments in the clinical literature, and is, therefore, a prerequisite for the dissemination of informatics tools outside the informatics community. The adoption of a similar requirement in scientific informatics journals would greatly enhance the state of science in the field of tailored assessments and health interventions.
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