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Abstract

Background: The Internet has potential as a medium for health behavior change programs, but no controlled studies have yet evaluated the impact of a fully automated physical activity intervention over several months with real-time objective feedback from a monitor.

Objective: The aim was to evaluate the impact of a physical activity program based on the Internet and mobile phone technology provided to individuals for 9 weeks.

Methods: A single-center, randomized, stratified controlled trial was conducted from September to December 2005 in Bedfordshire, United Kingdom, with 77 healthy adults whose mean age was 40.4 years (SD = 7.6) and mean body mass index was 26.3 (SD = 3.4). Participants were randomized to a test group that had access to an Internet and mobile phone–based physical activity program (n = 47) or to a control group (n = 30) that received no support. The test group received tailored solutions for perceived barriers, a schedule to plan weekly exercise sessions with mobile phone and email reminders, a message board to share their experiences with others, and feedback on their level of physical activity. Both groups were issued a wrist-worn accelerometer to monitor their level of physical activity; only the test group received real-time feedback via the Internet. The main outcome measures were accelerometer data and self-report of physical activity.

Results: At the end of the study period, the test group reported a significantly greater increase over baseline than did the control group for perceived control (P < .001) and intention/expectation to exercise (P < .001). Intent-to-treat analyses of both the accelerometer data (P = .02) and leisure time self-report data (P = .03) found a higher level of moderate physical activity in the test group. The average increase (over the control group) in accelerometer-measured moderate physical activity was 2 h 18 min per week. The test group also lost more percent body fat than the control group (test group: −2.18, SD = 0.59; control group: −0.17, SD = 0.81; P = .04).

Conclusions: A fully automated Internet and mobile phone–based motivation and action support system can significantly increase and maintain the level of physical activity in healthy adults.

(J Med Internet Res 2007;9(2):e7) doi:10.2196/jmir.9.2.e7
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Introduction

Physical inactivity is a major concern for developed societies. It accounts for about 12% of all deaths [1] and is associated with debilitating conditions [2]. In contrast, physical activity has been linked to positive health outcomes [3] and general well-being [4].

Government organizations recognize physical activity, along with a healthy diet, as playing an important role in the prevention of obesity [5], with a recommended level of moderate physical activity for adults of at least 30 min on most days of the week [6,7], with high-risk individuals benefiting from tailored interventions [8]. Unfortunately, infrequent exercise participation is common [9], starting even within late adolescence [10].

Internet-based behavioral change interventions minimize face-to-face interaction, thereby increasing cost-effectiveness through greater accessibility [11]. Partially automated programs, in which advice from therapists is delivered via email, can help people change health behaviors [12,13], and fully automated telephone counseling systems have also increased self-reported physical activity [14]. However, no research has evaluated the effect of a fully automated Internet-based system, with real-time objective feedback, on physical activity over several months [15]. Longer term studies using pedometers often rely on self-report [16].

Internet-based physical activity websites differ in their level of interaction, from individually tailored assistance to general guidelines or advice [17]. While more interactive elements (such as emailing weekly lessons) improve the number of people achieving health-related behavior change goals [13], it is still the case that Internet- and email-based systems can fail to hold participant interest [18]. A comparison of similar systems with different levels of interactivity found that the more interactive system was better able to retain participants [19].

We have developed a fully automated Internet, email, and mobile phone system [19] based on a range of social psychological theories (Social Comparison [20], Decisional Balance [21], Elaboration Likelihood [22], and Goal [23]). We used a Bluetooth [24] connected wrist-worn accelerometer to measure physical activity and provide feedback to participants.

Our primary hypothesis was that a group provided with access to the Internet and a mobile phone–based physical activity program would maintain a higher level of physical activity over 9 weeks than a control group who wore physical activity monitors but received no feedback and had no access.

Methods

Participants

A total of 140 people were initially recruited via a market research recruitment agency and passed the telephone screening (Figure 1) with self-report eligibility criteria as follows: age 30 to 55 years; body mass index (BMI) 19 to 30 (calculated from reported height and weight); not vigorously active; not taking regular prescription medication; Internet and email access; mobile phone user; and not employed by Unilever. All participants agreed not to take part in any other studies, were briefed on the study aims, and signed an informed consent form in accordance with the Declaration of Helsinki [25]. Participants scoring one or more items on the Physical Activity Readiness Questionnaire (PAR-Q) [26] or the Rose Angina Questionnaire [27] were not accepted into the study and were provided with a letter to seek medical advice from their general practice doctor. For example, exclusion criteria from these questionnaires included the following: a heart condition, pain in the chest when exercising, and a joint problem that might be aggravated by exercise. In total, 77 healthy adults (51 women, 26 men) between 30 and 55 years (mean = 40.4 years; SD = 7.6) with a mean BMI of 26.3 (SD = 3.4) took part in the study, all living within 50 km of the study center in Sharnbrook, Bedfordshire, United Kingdom.
Design
The 77 participants came to the center and were issued a wrist-worn accelerometer and Bluetooth-compatible mobile phone (Nokia 6230, with their SIM card inserted). After 3 weeks of monitoring baseline physical activity, participants returned and were stratified by age, gender, and BMI and were randomly allocated to either the control (n = 30) or test group (n = 47). More participants were allocated to the test group in order to maximize information on use of the system. All participants received £30 for attending the initial screening at the center, £140 to cover mobile phone costs, and £290 at closeout.

Physical Activity Monitor
Although pedometers are low cost, they are typically attached to a waist band and therefore primarily record walking, making 24-hour monitoring more difficult. In contrast, accelerometry tools record a wider range of movement and have greater flexibility for body positioning, allowing for sustained monitoring even during sleep. Accelerometers have been widely used to monitor physical activity [28-30], both for school-age children [31] and adults [32].

Together with a technology company [33], we developed a Bluetooth wrist-worn device (Bluetooth Actiwatch) containing a miniature uniaxial accelerometer unit recording all movement over 0.05 g, excluding readings outside 3 to 11 Hz to eliminate gravitational artifacts. The signal was measured 32 times per second and digitally processed to integrate both the amount and duration of movement. Data were recorded with an epoch resolution of 2 min. The typical battery life was 6 months.

Behavior Change System
The Internet, email, and mobile phone behavior change system (Figure 2) was similar to that used in previous studies [19]. An introductory series of screens (Multimedia Appendix) helped test participants identify their perceived barriers to physical activity, offered solutions, and advised on appropriate wording for a commitment [34]. A weekly series of screens (see the Multimedia Appendix) asked the participants to report their exercise level during the last week, before providing constructive feedback on performance relative to their own target and the test group. The system included a weekly schedule (or diary) for planning physical activity sessions over the next 7 days (see the Multimedia Appendix), for which participants could choose to receive email and/or mobile phone reminders, an approach that has been effective in combination with implementation intentions [35]. The schedule included an automated “assessor” that provided feedback on the amount and type of physical activity being planned, advising a reduction in the case of participants planning to make very large increases compared with previous weeks.
A text-based automated dialogue module helped participants identify their perceived barriers and offered tailored solutions (see the Multimedia Appendix). For example, for the barrier “You can’t exercise because there’s something else on at the same time,” one of the solutions offered could be “Form a habit: If you always exercise on the same days at the same time, your routine will become a fixture in your life, not a whim. Not exercising will feel unnatural. Choose some days of the week where you’ll always reserve a slot for exercise, starting now!” Solutions were tailored to the individual via an underlying matrix that contained a strength of association between each barrier and solution. The strength of association between solutions and barriers increased in line with the increase in the level of physical activity of participants who had previously selected them.

Participants were also encouraged to select three motivating benefits, for which email and/or mobile phone text messages were optional. There was a library of information on a range of different physical activities, from household duties to team sports, and a chat-room style message board. Charts displayed real-time output from their physical activity monitor in three bands, moderate, high, and very high, with summaries for that day, the week (Figure 3), and the total study period, including the test group average. Low-level activity was excluded from the charts to reduce background noise. The system provided motivational tips matched to each participant’s current physical activity level. An automated dialogue therapy module helped people transform their rigid beliefs about exercise into more flexible, helpful beliefs [34,36]. The automated dialogue therapy module guided the participants through a series of steps, identifying a situation when a planned exercise was not carried out, identifying a “reason” the exercise was not carried out, explaining that this reason is actually a belief, and describing the difference between flexible and rigid (inflexible) beliefs, helping the participant create a more flexible belief to use next time he or she is in the same situation.
Procedures
At the study center, participants received a full explanation about all procedures and were given an opportunity to ask questions. They were instructed to wear the Bluetooth Actiwatch on the wrist of their nondominant arm continuously for the following 12 weeks (3 weeks baseline and 9 weeks intervention). As the accelerometer was not fully waterproof, participants were asked to remove it when washing, bathing, or swimming. Following collection of 3 weeks of baseline data, the test group participants received a short demonstration of the Internet-based behavior change system; the control group also came to the center but only received verbal advice on recommended physical activity levels. The test group then had access to the Internet-based behavior change system for 9 weeks, whereas the control group had no access and received no feedback.

Dependent Measures
The primary dependent measure was change in moderate physical activity recorded by the longer version of the International Physical Activity Questionnaire (IPAQ) [37] and the wrist-worn accelerometer. Changes in weight, percent body fat (as measured by bioelectrical impedance scales [38]), height [39], and resting blood pressure [40,41] were secondary measures. All measures were taken before and after the 9-week intervention period in September and December 2005, respectively.

A set of cognitive items was developed specifically for the study, each scored against a 7-point numbered scale ranging from “Strongly Disagree” to “Strongly Agree.” The items to measure motivation were as follows: “I am very satisfied with my level of fitness,” “I am very satisfied with my current level of motivation to exercise,” “I consider myself to be very healthy,” and “I am very happy about my general level of well-being” (Cronbach alpha = .89). The items to measure perceived control were “Exercise is too much effort” and “I feel in control of how much exercise I get” (Cronbach alpha = .63), and those measuring intention/expectation to exercise were “I intend to exercise for 30 minutes at least 3 times in the next week” and “I realistically expect that I will actually exercise for 30 minutes at least 3 times in the next week” (Cronbach alpha = .92). One item measured participant interest in using an Internet-based behavior change system: “I think an Internet-based motivation program could help people to take more exercise.”

Participants also completed an exercise Skills and Knowledge Questionnaire that asked about skills used to increase physical activity [42]. Factor analysis indicated that participant responses fell into those related to their external environment (an external factor) and those related to internal motivation and confidence (an internal factor) [43]. The external factor items were “How confident are you that you know how to use prompts (reminders) to increase your physical activity,” “How confident are you that you know how to use rewards to increase your physical activity,” “How confident are you that you know how to get support from your family to increase your physical activity,” and “How confident are you that you know how to get support from your
friends or colleagues to increase your physical activity” (Cronbach alpha = .89). The internal factor items were “How confident are you that you know how to set yourself achievable goals to increase your physical activity” and “How confident are you that you know how to make an action plan to increase your physical activity” (Cronbach alpha = .91).

**Statistical Analyses**

Three participants were found to have faulty Actiwatches and so were removed from all statistical analyses. IPAQ data were processed according to the Guidelines for Data Processing and Analysis of the International Physical Activity Questionnaire [44]. We used an analysis of covariance model for the posttreatment data with pretreatment as a baseline covariate. A square-root transformation was applied to the data to protect against non-normality.

Actiwatch data for contiguous periods of zero extending longer than 30 min were omitted, as were data for periods with > 5000 counts for longer than 10 min since both these conditions indicated temporary malfunctioning of the accelerometer. Only days that had at least 10 h of recorded data following these corrections were retained for analysis [45]; of the 6634 eligible days of data, 177 were dropped (less than 3%).

A Generalized Estimating Equation Model with log link and Poisson distribution was used to calculate the number of 2-min epochs spent within three metabolic equivalent (MET) ranges [46], corresponding to moderate intensity (MET level over 3 and up to 6), high intensity (MET level over 6 and up to 9), and very high intensity (MET level over 9) (personal communication, S Brage, MRC Epidemiology Unit, Strangeways Research Laboratories, Cambridge, UK, 2005), during each individual’s waking day (identified from the 24-h Actiwatch data). Data points were only counted if they were part of a continuous bout of exercise of at least 10 min within the MET range. We corrected for baseline activity levels and week of study, but not for the length of day, as we were encouraging people to be more active, irrespective of the length of time they were awake. In order to represent the underlying signal, the data were smoothed using a moving average filter of width ± 1 point. Modifying the width of the filter had little effect on the results of the analysis.

We focused on the difference in total time of non-sedentary physical activity between the two groups rather than the absolute amount of physical activity within each group, as estimates of the latter can vary by a factor of 10 depending on the threshold point used [47].

Participants were instructed to remove the accelerometer for swimming—an activity selected by 36% of the test group who logged on. Therefore, our accelerometer-based estimate of physical activity did not fully account for all exercise undertaken, potentially attenuating any differences observed between the test and control groups. Anthropometric measures at the end of the study were analyzed using normal analysis of covariance models with baseline prestudy values as covariate. All analysis was carried out using SAS, version 9.1.3 [48].

**Results**

A preliminary analysis showed that there were no differences between groups for baseline measures of age, weight, BMI, percent body fat, blood pressure, or initial level of physical activity, whether measured by the Actiwatch or IPAQ (Table 1).

### Table 1. Baseline characteristics of participants

<table>
<thead>
<tr>
<th>Variable</th>
<th>Test Group* (n = 47)</th>
<th>Control Group* (n = 30)</th>
<th>P value†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women (%)</td>
<td>64</td>
<td>70</td>
<td>.63</td>
</tr>
<tr>
<td>White ethnicity (%)</td>
<td>100</td>
<td>97</td>
<td>.39</td>
</tr>
<tr>
<td>Household broadband access (%)</td>
<td>29</td>
<td>22</td>
<td>.43</td>
</tr>
<tr>
<td>Age (years)</td>
<td>40.5 (7.1)</td>
<td>40.1 (7.7)</td>
<td>.97</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>75.1 (11.7)</td>
<td>73.9 (10.2)</td>
<td>.60</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>166.3 (6.6)</td>
<td>165.2 (7.7)</td>
<td>.38</td>
</tr>
<tr>
<td>BMI</td>
<td>26.2 (2.8)</td>
<td>26.5 (4.1)</td>
<td>.68</td>
</tr>
<tr>
<td>Percent body fat (%)</td>
<td>30.2 (6.5)</td>
<td>31.0 (10.1)</td>
<td>.52</td>
</tr>
<tr>
<td>Blood pressure (mmHg) Systolic</td>
<td>119.8 (7.7)</td>
<td>118.2 (8.4)</td>
<td>.40</td>
</tr>
<tr>
<td>Blood pressure (mmHg) Diastolic</td>
<td>78.3 (5.7)</td>
<td>77.9 (6.1)</td>
<td>.82</td>
</tr>
<tr>
<td>Actiwatch accelerometer-measured time (epochs) spent above 3 and up to 6 METs during 3-week initiation period</td>
<td>228.0 (52.1)</td>
<td>214.2 (53.1)</td>
<td>.11</td>
</tr>
<tr>
<td>Initial IPAQ self-report level of physical activity (MET mins)</td>
<td>4350 (3200)</td>
<td>3868 (2257)</td>
<td>.44</td>
</tr>
</tbody>
</table>

*Values are expressed as mean (SD) except for the first three variables.
†P value is the probability that the two groups differ.
Website Usage (Test Group Only)

More than 85% (mean = 86.4%, SD = 2.1) of test participants logged on each week during the first 4 weeks, decreasing to a plateau around 75% (mean = 76.1%, SD = 5.1) for the last 5 weeks. This level is lower than for partially automated behavior change systems [12] but higher than for other minimal-contact interventions [49,50].

The average number of log-ons per week was 2.9 (SD = 0.5), with short average duration of 7.5 min (SD = 0.9). The most frequently used components of the system were the activity charts (showing the accelerometer feedback data), the schedule (weekly exercise planner), and chat-room style message board. All components of the system were accessed by at least 33% of the participants during the intervention period. Typically, participants quickly formed an idiosyncratic preference for a few components of the system and then repeatedly used these throughout the intervention.

Comments on the message board indicated that participants found the system both educational and motivational, for example, “I am amazed looking at the graphs sometimes — I took my little fella to Bezerks in Northampton on Thursday morning and the graph went crazy with all the running around I did!”

The most popular (frequent) benefits of exercise were “Exercise will help me with weight loss” (n = 19), “I will have more energy” (n = 13), and “I will improve my muscle tone” (n = 11). The most commonly selected barriers to physical activity were time conflicts (n = 27), low motivation (n = 11), and procrastinating (n = 6).

Self-Reported Changes in Physical Activity

As shown in Table 2, an intent-to-treat analysis of (the square-root transformed) MET minutes per week found no significant difference, after adjusting for the baseline covariate, between the test group (mean = 12.0, SE = 3.1) and the control (mean = 4.0, SE = 4.1), with \( P = .12 \) (95% CI for the difference = −2.3-18.3). When considering only MET minutes per week within leisure time, the increase in the test group was significantly higher than the control. The reduction in weekly hours spent sitting in the test group was significantly different from the control. There was a similar trend when breaking the data down into weekday sitting and weekend sitting (Table 2).

Table 2. Self-reported physical activity in test and control groups

<table>
<thead>
<tr>
<th>Self-Reported Physical Activity Variable</th>
<th>Test Group* (n = 47)</th>
<th>Control Group* (n = 30)</th>
<th>P value†</th>
<th>95% CI for Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MET min/week</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>12.0 (3.1)</td>
<td>4.0 (4.1)</td>
<td>.12</td>
<td>−2.3 to 18.3</td>
</tr>
<tr>
<td>Leisure time</td>
<td>4.1 (2.6)</td>
<td>−5.5 (3.5)</td>
<td>.03</td>
<td>0.8 to 18.3</td>
</tr>
<tr>
<td>Change in weekly hours spent sitting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>−5.9 (2.0)</td>
<td>1.4 (2.7)</td>
<td>.03</td>
<td>−14.0 to −0.5</td>
</tr>
<tr>
<td>Weekday</td>
<td>−5.2 (1.7)</td>
<td>−0.2 (2.3)</td>
<td>.08</td>
<td>−10.8 to 0.7</td>
</tr>
<tr>
<td>Weekend</td>
<td>−0.9 (0.6)</td>
<td>1.2 (0.8)</td>
<td>.04</td>
<td>−4.2 to −0.1</td>
</tr>
</tbody>
</table>

*Values expressed as mean (SD).
†P value is the probability that the two groups differ.

Accelerometer Data

We collected 481124 data points from study participants, which represented 94.1% of the total expected based on the first and last recorded points for each individual (5114431).

Average sleep times for the two groups were not significantly different (test group: 467 min, SD = 40; control group: 468 min, SD = 38; \( P = .92 \)). There was a significant trend over the whole study period indicating more time spent in the 3 to 6 MET range (moderate physical activity, eg, brisk walking) for the test group (log scale mean = 5.39, SE = 0.01) versus the control group (log scale mean = 5.34, SE = 0.01) with \( P = .02 \) (95% CI for the difference = 0.01-0.08). In the original units, this represents 218.5 epochs for the test group and 208.7 epochs for the control group, a difference of 19.7 min/day on average. The test group was consistently higher than the control group (in the moderate activity range) across all weeks of the study (Figure 4). Hence, the accelerometer data corroborated the significantly greater increase in physical activity self-reported by the test group. There was no significant difference between the groups in the ranges above 6 METs (log scale mean test group = 3.87, SE = 0.05; log scale mean control = 3.86, SE = 0.06; \( P = .94 \)).
Cognitive Measures

At the end of the study period, the test group reported a significantly greater increase over baseline than did the control group for the perceived control factor (mean change test group = +0.57; mean change control = −0.37; P < .001) and intention/expectation to exercise factor (mean change test group = +0.45; mean change control = −0.01; P < .001), but there was no significant difference in the motivational change factor (mean change test group = +0.11; mean change control = −0.02; P = .56). However, there were differences at the level of individual items within the factor. The test group rated themselves as more satisfied with their fitness (test mean = 3.94; control mean = 3.25; P = .047; final ratings corrected for baseline) and well-being (test mean = 5.04; control mean = 4.01; P = .007), a noteworthy result as changes in self-related measures of health have been related to objective health outcomes [51].

The Skills and Knowledge Questionnaire indicated that, after adjusting for baseline, the test group had a significantly higher sense of internal control (test mean = 7.24; control mean = 5.85; P = .003) and external control (test mean = 6.38; control mean = 5.33; P = .01) over exercise than did the control group at the end of the study period.

After the study period, the test group had a significantly greater interest in using an Internet-based behavior change system than the control group (test group = 4.92; control = 3.85; P < .001), indicating that test group participants had a positive experience.

Anthropometry

The difference between the change in the test group’s BMI (mean change = −0.24, SE = 0.11) over the study period and that for the control group (mean change = 0.10, SE = 0.14) approached significance (P = .06; 95% CI = −0.02-0.70). The difference between the change in the test group’s percent body fat (mean change = −2.18%, SE = 0.59) over the study period and that for the control group (mean change = −0.17%, SE = 0.81) was statistically significant (P = .04; 95% CI = 0.06-3.94). There was no significant change in either diastolic (mean change test = 0.69, SE = 1.49; control = 0.41, SE = 1.71; P = .90) or systolic (mean change test = 0.13, SE = 1.33; control = 0.41, SE = 1.71; P = .90) blood pressure.

Discussion

Increasing physical activity in the general population has an important role in the prevention of obesity and associated health problems [15,52]. We have shown that physical activity can be increased via a fully automated Internet-based behavior change system. The capture of real-time accelerometer data over 9 weeks while participants went about their everyday lives is in itself advancement for the field. Due to the use of Bluetooth technology, we were able to promptly detect and resolve most malfunctions in the accelerometers, resulting in extremely low data loss (< 10%). Access to the system was encouraging, with more than 70% of participants continuing to log on at least twice a week for all 9 weeks of the study. We attribute this to the interactive nature of the system we have developed [19]. It is
essential that automated systems engage people in order for the behavior change program to have an impact [53]. As we only compared our system with a control group who received verbal advice, we cannot conclude that it would be superior to other interventions [54].

Although we observed an increase in accelerometer-measured physical activity for the test group over the control group, our analysis was limited by its uniaxial nature; future studies could employ a triaxial accelerometer so that greater differentiation of physical activity types can be achieved [55]. Also, since our accelerometers were only splash-proof, we were not able to capture physical activity for water sports.

The difference between the test and control group accelerometer-measured physical activity was apparent for most of the 9-week intervention (see Figure 4). The control group began at the same level as the test group but then decreased to a greater extent. It is likely that both test and control groups had initially higher levels of physical activity than their norm, due to awareness of being monitored and/or completing the questionnaires [56]. This suggests that the Internet-based behavior change system enabled the test group to maintain their elevated level of physical activity. The size of the difference in physical activity between the two groups is considerable; an increase of 2 h 18 min per week represents 92% of the recommended [6] 2 h 30 min, although further work is required to clarify how absolute continuous accelerometer measurements relate to the 30 min/day government recommendation.

In line with the Theory of Planned Behavior [57], which has been widely applied to a range of health behaviors [58], we found that the more physically active test group also reported a greater perceived control over their exercise behavior and greater intention/expectation to exercise. The test group level of motivation was not significantly different from the control, whereas the test group level of subjective norm (social pressure), as described within the Theory of Planned Behavior [57]. However, popularity (in terms of frequency of use) does not necessarily imply greater efficacy for behavior change. It is also notable that all parts of the system were used by at least one third of participants; it may be the case that each individual requires an idiosyncratic selection of support tools to achieve behavior change such that no one tool can be universally considered the most influential. Further work is required to explore how other groups of potential users react to the system and whether greater personalization is required [68].

Based on a range of behavior change principles taken from the literature [20,23,69], we included many different processes within our system, and so it is hard to determine which where the most effective in helping participants to change their behavior. The most popular parts of the system were the activity charts (showing the accelerometer feedback), schedule (weekly exercise planner), and chat-room style message board. The activity charts provided participants with feedback on their performance, which may have increased awareness and acted as a motivational spur for change, in line with Goal Theory [23]. The schedule can be considered a tool for making highly specific implementation intentions, which other research has shown to be an effective intervention for behavior change [59]. The message board could be considered a modern day representation of subjective norm (social pressure), as described within the Theory of Planned Behavior [57]. However, popularity (in terms of frequency of use) does not necessarily imply greater efficacy for behavior change. It is also notable that all parts of the system were used by at least one third of participants; it may be the case that each individual requires an idiosyncratic selection of support tools to achieve behavior change such that no one tool can be universally considered the most influential. Further work is required to determine how parts of the system interact to impact individual behavior change and how to optimize the exposure period; 9 weeks may not be necessary [70].

In summary, we found that participants with access to a fully automated behavior change system engaged in, on average, 2 h 18 min more physical activity per week than those with no access.
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Abstract

Background: Research increasingly supports the conclusion that well-designed programs delivered over the Internet can produce significant weight loss compared to randomized controlled conditions. Much less is known about four important issues addressed in this study: (1) which recruitment methods produce higher eHealth participation rates, (2) which patient characteristics are related to enrollment, (3) which characteristics are related to level of user engagement in the program, and (4) which characteristics are related to continued participation in project assessments.

Methods: We recruited overweight members of three health maintenance organizations (HMOs) to participate in an entirely Internet-mediated weight loss program developed by HealthMedia, Inc. Two different recruitment methods were used: personal letters from prevention directors in each HMO, and general notices in member newsletters. The personal letters were sent to members diagnosed with diabetes or heart disease and, in one HMO, to a general membership sample in a particular geographic location. Data were collected in the context of a 2×2 randomized controlled trial, with participants assigned to receive or not receive a goal setting intervention and a nutrition education intervention in addition to the basic program.

Results: A total of 2311 members enrolled. Bivariate analyses on aggregate data revealed that personalized mailings produced higher enrollment rates than member newsletters and that members with diabetes or heart disease were more likely to enroll than those without these diagnoses. In addition, males, those over age 60, smokers, and those estimated to have higher medical expenses were less likely to enroll (all \( P < .001 \)). Males and those in the combined intervention were less likely to engage initially, or to continue to be engaged with their Web program, than other participants. In terms of retention, multiple logistic regressions revealed that enrollees under age 60 (\( P < .001 \)) and those with higher baseline self-efficacy were less likely to participate in the 12-month follow-up (\( P = .03 \)), but with these exceptions, those participating were very similar to those not participating in the follow-up.

Conclusions: A single personalized mailing increases enrollment in Internet-based weight loss. eHealth programs offer great potential for recruiting large numbers of participants, but they may not reach those at highest risk. Patient characteristics related to each of these important factors may be different, and more comprehensive analyses of determinants of enrollment, engagement, and retention in eHealth programs are needed.


KEYWORDS

Internet; weight loss; recruitment; representativeness; retention; attrition; adherence; behavior change; randomized controlled trial; consumer health informatics
**Introduction**

There have been recent encouraging reports about the efficacy of Internet-based weight loss interventions [1-3], but many questions remain about the appeal and applicability of eHealth programs in real-world settings [4-6]. Specifically, it appears that computer-assisted and Internet programs may be effective for reducing fat intake [7] and increasing weight loss when supplemented by electronic health coaches [2,8,9].

One of the issues in need of greater understanding is recruitment to and participation in Internet-based health promotion programs [10]. We need to understand both the characteristics and motivation of those who participate versus those who decline, as well as the effects of different types of recruitment strategies. There has been considerable work on recruitment methods for clinical trials with in-person visits, especially on recruiting minority participants [11,12], but there is little controlled research on recruitment to Internet-based programs [13]. The ability to efficiently recruit and serve large numbers of consumers in remote locations is one of the key potential advantages of Internet-based programs, but better documentation and detailed understanding of this issue are needed.

An emerging issue of concern for Internet-based health behavior change interventions is high levels of attrition [1,14-16]. Participants use Internet-based resources differently than they do other modalities such as group and in-person programs, and for Internet programs serving large numbers of participants that do not heavily screen users or conduct studies under efficacy conditions, it has proven difficult to obtain follow-up information on a high percentage of initial participants [1,14-16]. At present, it is unclear what patient characteristics are related to active engagement with Internet program content and to participation in follow-up assessments and whether these characteristics are similar or different.

Based on previous promising work, a tailored online behavioral weight loss program (HealthMedia’s Balance) was evaluated in a randomized controlled trial with and without the addition of extended goal setting and feedback and more intensive nutritional information. A prior multi-site randomized study of 2862 participants found the basic Balance program to produce significantly greater weight loss than the control condition [1]. The purposes of this paper are to (1) report on enrollment rates for an innovative, large-scale, Internet-based weight loss study, (2) analyze levels of program engagement and retention at 12-month follow-up, and (3) investigate recruitment method, setting, and patient characteristics associated with enrollment, program engagement, and retention in follow-up assessment.

**Methods**

**Settings and Recruitment**

The data reported here are part of a larger study assessing the impact of adding a nutrition component, a goal-setting component, or both to a tailored online weight management program (HealthMedia’s Balance). The study was conducted in three prepaid group practice HMOs—the Ohio and Colorado regions of Kaiser Permanente, and Group Health Cooperative with enrollees from Washington state and Idaho. Health plan members with and without chronic illnesses (diabetes and coronary artery disease) were invited to participate, either through personal letters from medical leaders or through notices in general member communications such as HMO newsletters, flyers, and posters. Recruitment began in March 2004 and continued through early December 2004. Approval was obtained from Institutional Review Boards in each health plan. Interested members were directed to a study website where they completed a baseline assessment, reported their height and weight, learned whether they met the study criteria, and gave informed consent. Potential participants were excluded from the study if they had a body mass index (BMI) below the study minimum (< 30 for general membership and < 25 for those with chronic illness), were using drugs or surgery for weight loss, were participating in another organized weight loss program, or were physically or medically unable to exercise. Members excluded for these reasons were offered the opportunity to receive the basic Balance program if they wished. Respondents were also told that the Balance program was not intended for pregnant women, for those with eating disorders, or for those who had been diagnosed with heart failure; members who indicated that any of these categories applied to them were excluded.

Participants who met the enrollment criteria and consented to the study were randomly assigned within HMO to one of four interventions composed of combinations of three HealthMedia programs: (1) the 6-week Balance weight loss program alone; (2) Balance plus the 8-week nutrition management module Nourish; (3) Balance plus a simultaneous goal-setting component called Achieve; or (4) Balance plus Nourish and Achieve. Emails asking participants to complete follow-up surveys were sent to all participants 3, 12, and 18 months after enrollment. Participants were informed at the outset of the study that they would receive a US $10 gift certificate from Amazon.com or a similar online vendor each time they completed a follow-up questionnaire. Although not the purpose of this paper, for context we note that participants in all interventions were successful at losing weight.

Because of the low participation rate in follow-up assessments, a sample of nonrespondents to the 12-month online survey who provided mailing addresses were sent a printed survey by mail, along with US $10 cash. Of the 1796 nonrespondents, 913 were sent a mail survey; of these, 586 returned the completed survey, for a 64% response rate to the mail follow-up. (This compares to 56% for a mailed follow-up and 59% for a telephone follow-up in the earlier evaluation of the Balance program [15].) This follow-up effort boosted the unweighted 12-month response rate from 22.3% to 47.6% and the weighted rate to 72.7%. The latter rate is estimated based on the assumption that if we sent the mail follow-up to all nonrespondents to the 12-month online survey, they would respond at the same rate as the randomly selected subsample. Results from this additional mail assessment are described in Couper et al [15] and did not differ from data collected via the Internet or alter the results reported below [15].

**Recruitment Methods**

Two target populations were included in the study, and different recruitment approaches were used for each. The populations of...
interest were (1) overweight health plan members generally and (2) overweight members with chronic illnesses for which weight management is a key part of treatment. The recruitment approaches were personal letters of invitation mailed to members’ homes, for those with diabetes or coronary artery disease (CAD), and announcements about the study in mailed member newsletters and flyers posted at HMO facilities, for general members. An exception to this, which allowed a direct experimental comparison, is that in one HMO a sample of general adult members in one geographic region and a sample of members with hyperlipidemia also received personalized letters.

**Personal Letters**

Personal letters of invitation were sent to randomly sampled members in diabetes registries at all three health plans and in CAD registries at two plans. Letters were also sent to randomly selected overweight members of HMO 1 in a hyperlipidemia registry with no known CAD and to a random sample of the HMO 1 general adult membership. Since only members with BMI ≥ 30 (≥ 25 for those with diabetes or CAD) were eligible to participate in the study, BMI values recorded in the electronic medical record were examined for the two years prior to the beginning of study recruitment. Members whose most recently recorded BMI during this period was lower than the appropriate cutoff point were excluded from the sample. Members who had no BMI recorded during the two-year period were retained in the sample. Only members aged 18 years and over were considered. Table 1 gives the numbers of letters sent, by population and health plan.

The three HMOs employ consistent criteria for registry membership, using both the International Classification of Diseases, Ninth Revision (ICD-9) codes and specific pharmaceutical dispenses to identify patients. Patients in the diabetes registries were identified using either ICD-9 codes, specific pharmaceutical dispenses, or laboratory data indicating diabetes (two fasting blood sugars over 126 mg/dL or two random blood sugars over 200 mg/dL in the prior 12 months). Patients in the hyperlipidemia registries were identified by pharmaceutical dispenses and laboratory criteria. The two HMOs using CAD registries used the following criteria to identify patients with CAD. Patients had to have at least one of the following: (1) a hospital discharge (alive) with a principal or secondary diagnosis of acute myocardial infarction (AMI), percutaneous transluminal coronary angioplasty (PTCA), or coronary artery bypass graft (CABG), (2) a hospital discharge (alive) with a principal diagnosis of other acute or subacute ischemic heart disease, or (3) three or more outpatient visits with a diagnosis (principal or secondary) of CAD within a 36-month period.

The letters sent to potential participants were signed by physician leaders from the appropriate health plan. The letters gave instructions and pass codes for accessing the study website and a telephone contact at their plan. The letters described the study as an evaluation of online programs for helping people to lose weight and invited the addressee to participate in the study “if you are one of the thousands of people who say they want to lose weight.” Members were told that to be eligible they must be overweight, a current member of the health plan, and have an email address and the ability to access the Internet at least once or twice a week.

**Newsletters and Flyers**

In HMOs 2 and 3, recruiting from the general membership was done primarily through general announcements in the quarterly member newsletters, although flyers describing the study were also posted and/or distributed at some local facilities. The newsletter announcements included a brief description of the study, gave plan-specific pass codes and instructions, and provided the name and telephone number of a local contact person. The newsletters were sent to all plan members in the region. Approximately 293000 and 121000 newsletters were distributed in the two regions, respectively. Based on state Behavioral Risk Factor Survey (BRFS) data on obesity rates, we estimate that 46827 and 30119 eligible adults received the newsletters, respectively, in HMO 2 and 3.

**Program Descriptions**

The HealthMedia Balance program has been described in detail elsewhere [1]. Briefly, it is a 6-week online self-help program that uses data from a baseline assessment to create an individually tailored weight management plan. Dimensions on which the program is tailored include health and medical history, prior weight loss efforts, intrinsic and extrinsic motivators for managing weight, perceived barriers to change, attitudes and stereotypes about overweight people and weight loss, social support systems, body image, nutritional habits, and physical activity. The program does not advocate a specific diet. Participants receive an initial program guide followed by newsletters containing tailored action plans 1 week, 3 weeks, and 6 weeks after enrollment.

While the Balance weight management program is the primary intervention in this study, we wanted to look at the potential impact of adding two additional Web-based, tailored interventions: Achieve and Nourish. Achieve is a goal-setting program delivered simultaneously with Balance that uses participant-reported performance data (ie, attributions for previous failure, motivation for continued performance, self-efficacy for continued performance) to determine follow-up questions and subsequent goals. The user may then adjust any goal according to his or her preference. Nourish is an online nutrition program that is very consistent with the Balance program. Nourish uses the same format for collecting information via an initial questionnaire to tailor nutrition advice to the specific needs and interests of the user. It consists of a guide, three sequential tailored newsletters, and email notifications delivered after an 8-week period. In this study, subjects received the Nourish program after first completing the Balance program.

**Measures**

This paper examines enrollment numbers and rates, engagement rates, and 12-month retention rates for the different recruitment approaches, target populations, and health plans. It also evaluates characteristics of members who did versus did not enroll in the study, those who did versus did not engage in the program at
different levels, and those who did versus did not complete the
12-month follow-up questionnaire.

**Enrollment Rate**

For members who received personal letters of invitation, the
numerator of the enrollment rate is the number who enrolled in
the study. The denominator is the total number of letters mailed
minus the number of undeliverable letters. For members
recruited through newsletters, the enrollment rate is the number
who enrolled divided by the estimated total number of adult
members estimated to be eligible, adjusted for the obesity rate
in that state using Behavioral Risk Factor Survey data.

**Levels of Program Engagement**

Two measures of program engagement were calculated. To
meet the criteria for initial engagement, participants needed to
have viewed the initial electronic guide(s) relevant to their
intervention. For example, participants in the Balance + Nourish
intervention needed to have viewed the guides for both Balance
and Nourish. The measure of ongoing engagement required, in
addition, that participants view at least the initial follow-up
electronic “newsletter” relevant to their intervention. These
definitions were used because it was not possible in this study,
given the data available, to examine engagement in more detail
using continuous measures of program use.

**12-month Retention Rate**

The numerator of the retention rate is the number of participants
who completed a 12-month follow-up survey, via either email
or regular mail. The denominator is the total number of
participants who enrolled.

**Characteristics of Enrollees Versus Nonenrollees**

Among the members who were sent letters of invitation,
information is available in health plan records about both those
who enrolled and those who did not. In order to protect the
confidentiality of those who did not enroll, we obtained
group-level de-identified aggregate data for enrollees and
nonenrollees; thus, individual-level or multivariate analyses are
not possible. Similar group data were also obtained for members
who attempted to enroll in the study but did not meet eligibility
criteria. Characteristics used to compare these groups included
age distribution (10-year age bands), gender, age × gender
distribution, smoking status (yes/no), BMI distribution, and
proportions with certain specific medical conditions, such as
diabetes.

To evaluate the potential influence of health status and
prevalence of chronic conditions that could influence

participation, we employed a pharmacy-based risk adjustment
system called RxRisk to identify comorbidities across the cohort
of members contacted. The RxRisk system is a revised and
expanded version of the original chronic disease score (CDS)
risk assessment instrument [17,18]. RxRisk is a clinically
validated algorithm that estimates expected medical care cost
for the patient for the next year based on chronic disease
categories and prescription drug fills. Both a continuous
variable, which we refer to as RxRisk, along with dichotomous
variables associated with various comorbidities were created
using pharmacy dispensings in the 12 months prior to the
recruitment period. Given the non-normal distribution of the
RxRisk score, we dichotomized the score at the median.

**Characteristics of Participants With Respect to Program
Engagement and Completion of the 12-Month Survey**

Baseline measures on which participants were compared
included demographic factors (age, gender, race/ethnicity),
medical characteristics (BMI, presence of diabetes or CAD),
and psychosocial factors (baseline motivation and self-efficacy
for coping with stress). Motivation was measured by an item
that asked respondents how motivated they currently were to
manage their weight (on a scale of 0 to 10, 10 = highest
motivation). Self-efficacy was measured with an item that asked
respondents to rate their confidence in being able to manage
their weight when stressed (1 = “not confident” and 5 =
“extremely confident”).

**Analyses**

The chi-square statistic was used to determine the significance
of differences on various characteristics between members who
participated in the study and those who chose not to
participate. Because the data for these enrollment analyses were
de-identified and aggregated, we used the chi-square statistic
rather than a multivariate statistic that would require
individual-level data. Among participants, multiple logistic
regression was used to identify predictors of the level of program
engagement and retention at 12 months. After examining
independent variables and adjusting for any non-normality,
associations between independent variables were examined to
avoid multicollinearity and compromising the stability of the
models. Due to strong associations between region and
race/ethnicity, separate analyses were conducted, one with each
of the associated independent variables. Additionally, diabetes
was strongly associated with region, so diabetes and region
were not used in the same regression model.
Results

A total of 2311 members enrolled, 909 of which had a chronic illness (see Figure 1, showing recruitment streams and attrition). Overall, 54% of participants were 60 years of age or older, 45% had a BMI of 35 or higher, over 40% had hypertension, 14% had diabetes, and 12% had CAD. Table 1 shows that outreach letters to members with a chronic illness elicited a higher enrollment rate (overall approximately 5%) than did similar letters to general members (2.4%). Among those in the general membership (without known disease), the direct experimental comparison revealed that those sent a personal letter participated at a higher rate (2.4%) than those receiving the newsletter announcement (1.7%).

Table 1. Participation rate among those sent personal letters

<table>
<thead>
<tr>
<th>Health Plan</th>
<th>HMO 1</th>
<th>HMO 2</th>
<th>HMO 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes registry members</td>
<td>6.6% (97/1477)*</td>
<td>4.8% (219/4606)</td>
<td>0.7% (15/2054)</td>
</tr>
<tr>
<td>CAD registry members</td>
<td>–</td>
<td>4.6% (194/4220)</td>
<td>2.6% (92/3496)</td>
</tr>
<tr>
<td>Hyperlipidemia registry members</td>
<td>10.0% (292/2926)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>General population in specific geographic region</td>
<td>2.4% (59/2432)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

* number of enrollees / number of personal letters of invitation sent.

We also found differences in enrollment rates across the three HMO settings. The HMO having the lowest enrollment rate also had participated in a similar, widely advertised, Internet-based weight loss project previously and had a higher prevalence of African Americans than did the other two HMOs. The other health plans had not participated in the prior study, so it is difficult to draw conclusions about why these differences occurred. Table 2 summarizes results from analyses on demographic and medical characteristics of those members who enrolled and those who declined. Those who enrolled were younger, were more likely to be nonsmokers and female, and were more likely to have lower RxRisk scores (less disease risk or burden, $P < .001$).
Table 2. Characteristics of enrollees and decliners

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Enrollees (%)</th>
<th>Decliners (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 60 years</td>
<td>53.5</td>
<td>40.0</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>&gt; 60 years</td>
<td>46.5</td>
<td>60.0</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>46.7</td>
<td>58.1</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Female</td>
<td>53.3</td>
<td>41.9</td>
<td></td>
</tr>
<tr>
<td>Smoking Status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>5.7</td>
<td>12.2</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>94.3</td>
<td>87.8</td>
<td></td>
</tr>
<tr>
<td>RxRisk (estimated medical costs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; US $3000</td>
<td>55.6</td>
<td>44.3</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>&gt; US $3000</td>
<td>44.4</td>
<td>55.7</td>
<td></td>
</tr>
</tbody>
</table>

Engagement

Program engagement varied widely by intervention (Table 3). The vast majority of participants viewed the initial Balance guide, and approximately half met the criteria for ongoing Balance engagement. As can be seen, substantially fewer participants met criteria for engagement in the other interventions. This might be expected since these criteria were more stringent and required more of participants (eg, those in the Balance + Achieve intervention had to meet requirements for both the Balance and Achieve programs). Both initial and ongoing engagement rates were especially low for the Nourish intervention, likely because this program was only initiated after the initial intervention period for Balance users.

Table 3. Percent of patients achieving different levels of program engagement, by intervention

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Initial Engagement † (%)</th>
<th>Ongoing Engagement ‡ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance only (n = 572)</td>
<td>90.9</td>
<td>49.0</td>
</tr>
<tr>
<td>Balance + Achieve (n = 584)</td>
<td>62.2</td>
<td>25.3</td>
</tr>
<tr>
<td>Balance + Nourish (n = 596)</td>
<td>19.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Balance + Achieve + Nourish (n = 559)</td>
<td>13.4</td>
<td>5.7</td>
</tr>
</tbody>
</table>

* Initial Engagement = Viewed initial electronic guides appropriate to that intervention
† Ongoing Engagement = Initial engagement plus viewed at least initial electronic follow-up newsletters appropriate to intervention (or for Achieve, set at least initial goal)

As can be seen in Table 4, the intervention was the primary factor associated with initial engagement (the reference category for treatment effects was participants not randomized to a given intervention). All of the significant treatment effects and interactions with treatment indicated that the basic Balance intervention produced substantially higher initial engagement rates than the others. The only other variable to reach significance was gender, with females being significantly more likely than males to view initial guides (P < .001).

Analyses of ongoing engagement revealed a number of significant associations (lower portion of Table 4). All of the factors significant for initial engagement were also significant predictors of ongoing engagement. In addition, older participants (P < .001) and those with higher baseline motivation levels (P = .04) were more likely to demonstrate ongoing engagement. In contrast, African Americans (P = .03) and those with higher baseline self-efficacy scores (P = .003) were less likely to be engaged with their program on an ongoing basis.
### Table 4. Results of logistic regression to predict engagement

<table>
<thead>
<tr>
<th>Factor</th>
<th>Odds Ratio (CI)</th>
<th>Beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predictors of Initial Engagement (N = 2276)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nourish (vs non)</td>
<td>0.02 (0.02-0.03)</td>
<td>-3.78</td>
<td>0.18</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Achieve (vs non)</td>
<td>0.17 (0.12-0.23)</td>
<td>-1.79</td>
<td>0.17</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Nourish × Achieve (Balance only)</td>
<td>3.97 (2.49-6.32)</td>
<td>1.38</td>
<td>0.24</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Baseline BMI</td>
<td>0.99 (0.97-1.00)</td>
<td>-0.02</td>
<td>0.01</td>
<td>.10</td>
</tr>
<tr>
<td>Age</td>
<td>1.01 (1.00-1.02)</td>
<td>0.01</td>
<td>0.01</td>
<td>.27</td>
</tr>
<tr>
<td>Female</td>
<td>1.68 (1.27-2.22)</td>
<td>0.52</td>
<td>0.14</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Ethnicity (see below)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes diagnosis (vs non)</td>
<td>0.94 (0.73-1.20)</td>
<td>-0.07</td>
<td>0.13</td>
<td>.60</td>
</tr>
<tr>
<td>CAD diagnosis (vs non)</td>
<td>1.16 (0.83-1.60)</td>
<td>0.14</td>
<td>0.17</td>
<td>.39</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.95 (0.85-1.06)</td>
<td>-0.06</td>
<td>0.06</td>
<td>.32</td>
</tr>
<tr>
<td>Motivation</td>
<td>1.03 (0.97-1.10)</td>
<td>0.03</td>
<td>0.03</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Predictors of Ongoing Engagement (N = 2276)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nourish (vs non)</td>
<td>0.09 (0.06-0.12)</td>
<td>-2.46</td>
<td>0.18</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Achieve (vs non)</td>
<td>0.34 (0.27-0.44)</td>
<td>-1.07</td>
<td>0.13</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Nourish × Achieve (Balance only)</td>
<td>2.04 (1.19-3.48)</td>
<td>0.71</td>
<td>0.27</td>
<td>.009</td>
</tr>
<tr>
<td>Baseline BMI</td>
<td>0.99 (0.97-1.01)</td>
<td>-0.01</td>
<td>0.01</td>
<td>.44</td>
</tr>
<tr>
<td>Age</td>
<td>1.02 (1.01-1.03)</td>
<td>0.02</td>
<td>0.01</td>
<td>.001</td>
</tr>
<tr>
<td>Female</td>
<td>1.50 (1.12-2.01)</td>
<td>0.41</td>
<td>0.15</td>
<td>.006</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (vs non)</td>
<td>1.18 (0.92-1.51)</td>
<td>0.16</td>
<td>0.13</td>
<td>.20</td>
</tr>
<tr>
<td>Black / African American (vs non)</td>
<td>0.68 (0.47-0.97)</td>
<td>-0.39</td>
<td>0.18</td>
<td>.03</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>0.88 (0.56-1.38)</td>
<td>-0.13</td>
<td>0.23</td>
<td>.57</td>
</tr>
<tr>
<td>Diabetes diagnosis (vs non)</td>
<td>0.97 (0.76-1.25)</td>
<td>-0.03</td>
<td>0.13</td>
<td>.81</td>
</tr>
<tr>
<td>CAD diagnosis (vs non)</td>
<td>1.01 (0.73-1.40)</td>
<td>0.01</td>
<td>0.17</td>
<td>.97</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.84 (0.75-0.95)</td>
<td>-0.17</td>
<td>0.06</td>
<td>.003</td>
</tr>
<tr>
<td>Motivation</td>
<td>1.07 (1.00-1.14)</td>
<td>0.07</td>
<td>0.03</td>
<td>.04</td>
</tr>
</tbody>
</table>

**Retention**

Approximately 48% of initial participants provided information at 12-month follow-up through either online or mailed surveys. Logistic regression analyses on characteristics of respondents and nonrespondents to this follow-up revealed a few significant factors (Table 5). Younger enrollees and those who had higher baseline levels of self-efficacy were less likely to participate in the follow-up. However, there were no significant effects of intervention type, BMI, gender, baseline motivation level, ethnicity, or presence or absence of either diabetes or CAD.
Discussion

Many HMO members are willing to participate in Internet-based weight management programs. Although the overall participation rate was not high in an absolute sense, eHealth programs may be an efficient way of delivering health promotion services to a large number of members. This would especially be so if these programs attract representative or high-risk participants. Representativeness analyses are essential to evaluate the public health impact of eHealth programs [5]. Our results were mixed on this issue: although we did attract many older patients with chronic illness, the enrollment analyses suggest that in general this program did not attract those at highest risk (smokers, older adults, etc) at the same rate as those at lower risk. However, among members in HMO 1 receiving letters of invitation, patients with CAD or diabetes were substantially more likely to participate than members without known chronic illness (10% and 7%, respectively, vs 2.4%).

Congruent with other computer-mediated programs, it appears that sending personal letters from health professionals is an effective method of enhancing enrollment rate [19-21]. Newsletter articles and flyers, in contrast, are a low-cost alternative but may recruit a considerably smaller proportion of the target audience. Although our evaluations of the type of recruitment and disease status were not randomized and were not orthogonal comparisons (with the exception of the comparisons within HMO 1), the results are fairly clear that personalized mailings increase enrollment rates, and members with a diagnosed chronic disease are more likely to participate than are other members.

Our engagement analyses revealed that adding components to a basic Internet-based intervention program can create adherence challenges. Although almost all participants viewed the initial Balance materials, far fewer viewed the other electronic guides in the Achieve and Nourish interventions. Intervention assignments were the factors most strongly associated with both initial and ongoing engagement; but, in addition, females were more likely to become and remain engaged than males.

Additional demographic and motivational factors also predicted ongoing engagement (but not initial engagement). From an adherence perspective, it also appeared more successful to introduce additional treatment components during initial weight management stages (as in Achieve) than to wait until later (as in Nourish). Future studies should evaluate the use of the dichotomous engagement criteria used in this study compared to more sophisticated, automated engagement measures, such as patterns of log-ins over time.

As in many eHealth studies, there was substantial attrition by the time of the 12-month follow-up. Our attrition analyses suggest that those who declined to participate in the follow-up were generally representative of those who continued participation, the primary exceptions being baseline level of self-efficacy and age. Other recent eHealth research has found that dropping out of assessment is different from dropping out of intervention, and that those who drop out of eHealth programs may benefit just as much as those who do not [15], in contrast to typical findings in clinician- or educator-delivered programs. In terms of health disparities and health impact, it was encouraging that those who were older, weighed more, had diagnosed disease, and were members of racial/ethnic minority groups were equally or more likely to participate in follow-up assessments.

This study had both strengths and limitations. Strengths include the study of an eHealth program that proved efficacious in prior research [1]; analyses of a large-scale implementation of this program in three different “real-world” health care settings; the relatively comprehensive analyses of characteristics and the representativeness of those who enrolled versus declined, made possible by the electronic health record systems of the participating organizations; the inclusion of reach, engagement, and retention analyses; and the study of different recruitment methods. Limitations include the inability to conduct multivariable analyses of reach due to the Health Insurance Portability and Accountability Act (HIPAA) and privacy issues, the absence of information on some important factors such as

Table 5. Results of the multiple regression to predict retention at 12 months

<table>
<thead>
<tr>
<th>Factor</th>
<th>Odds Ratio (CI)</th>
<th>Beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nourish (vs non)</td>
<td>1.11 (0.86-1.37)</td>
<td>0.08</td>
<td>0.12</td>
<td>.50</td>
</tr>
<tr>
<td>Achieve (vs non)</td>
<td>1.08 (0.83-1.33)</td>
<td>0.05</td>
<td>0.12</td>
<td>.67</td>
</tr>
<tr>
<td>Nourish x Achieve (vs non)</td>
<td>0.87 (0.59-1.15)</td>
<td>−0.19</td>
<td>0.17</td>
<td>.26</td>
</tr>
<tr>
<td>Baseline BMI</td>
<td>0.99 (0.98-1.01)</td>
<td>−0.01</td>
<td>0.01</td>
<td>.22</td>
</tr>
<tr>
<td>Age</td>
<td>1.01 (1.00-1.02)</td>
<td>0.01</td>
<td>0.004&lt; .001</td>
<td></td>
</tr>
<tr>
<td>Ethnicity*</td>
<td>1.00-1.19</td>
<td>−0.05 to 0.17</td>
<td>0.09-0.16</td>
<td>.32</td>
</tr>
<tr>
<td>Gender</td>
<td>0.94 (0.71-1.08)</td>
<td>−0.13</td>
<td>0.11</td>
<td>.23</td>
</tr>
<tr>
<td>Baseline self-efficacy</td>
<td>0.92 (0.84-0.99)</td>
<td>−0.10</td>
<td>0.04</td>
<td>.03</td>
</tr>
<tr>
<td>Baseline motivation</td>
<td>1.01 (0.96-1.06)</td>
<td>0.01</td>
<td>0.02</td>
<td>.75</td>
</tr>
<tr>
<td>Diabetes diagnosis (vs non)</td>
<td>0.99 (0.81-1.18)</td>
<td>−0.02</td>
<td>0.10</td>
<td>.82</td>
</tr>
<tr>
<td>CAD diagnosis (vs non)</td>
<td>0.87 (0.66-1.09)</td>
<td>−0.17</td>
<td>0.13</td>
<td>.19</td>
</tr>
</tbody>
</table>

*Ethnicity involved three separate contrasts: Hispanic vs Other, African American vs Other, and Non-Hispanic White vs Other.

health literacy, and the confounding of some issues such as diagnosed disease status and recruitment method. Future research should compare the reach of Internet-based and other modalities of health promotion and investigate methods to enhance ongoing engagement and retention, which may be particular challenges for eHealth programs.
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Abstract

Background: Attrition, or dropout, is a problem faced by many online health interventions, potentially threatening the inferential value of online randomized controlled trials.

Objective: In the context of a randomized controlled trial of an online weight management intervention, where 85% of the baseline participants were lost to follow-up at the 12-month measurement, the objective was to examine the effect of nonresponse on key outcomes and explore ways to reduce attrition in follow-up surveys.

Methods: A sample of 700 nonrespondents to the 12-month online follow-up survey was randomly assigned to a mail or telephone nonresponse follow-up survey. We examined response rates in the two groups, costs of follow-up, reasons for nonresponse, and mode effects. We ran several logistic regression models, predicting response or nonresponse to the 12-month online survey as well as predicting response or nonresponse to the follow-up survey.

Results: We analyzed 210 follow-up respondents in the mail and 170 in the telephone group. Response rates of 59% and 55% were obtained for the telephone and mail nonresponse follow-up surveys, respectively. A total of 197 respondents (51.8%) gave reasons related to technical issues or email as a means of communication, with older people more likely to give technical reasons for noncompletion; 144 (37.9%) gave reasons related to the intervention or the survey itself. Mail follow-up was substantially cheaper: We estimate that the telephone survey cost about US $34 per sampled case, compared to US $15 for the mail survey. The telephone responses were subject to possible social desirability effects, with the telephone respondents reporting significantly greater weight loss than the mail respondents. The respondents to the nonresponse follow-up did not differ significantly from the 12-month online respondents on key outcome variables.

Conclusions: Mail is an effective way to reduce attrition to online surveys, while telephone follow-up might lead to overestimating the weight loss for both the treatment and control groups. Nonresponse bias does not appear to be a significant factor in the conclusions drawn from the randomized controlled trial.

(J Med Internet Res 2007;9(2):e16) doi:10.2196/jmir.9.2.e16
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Online interventions are an increasingly attractive method of reaching large numbers of potential participants for a wide variety of health interventions [1]. However, a key challenge of online health interventions is that of retaining subjects, especially for follow-up surveys to measure outcomes [2]. High rates of attrition, or dropout, can seriously threaten the inference from evaluations of online interventions, both in terms of external validity (generalizability) and internal validity [2, 3]. Online interventions appear to be particularly susceptible to problems of attrition. For example, only 1% of participants completed all 12 weeks of a panic disorder program [4], 33% completed all five modules of a depression program [5], and 35% completed a follow-up questionnaire about 10 weeks after enrollment in a smoking-cessation trial [6]. In his review of the problem, Eysenbach [2] argues for a “science of attrition,” saying that “Nonusage data per se should be of great interest to researchers, and attrition curves may be underreported and underanalyzed.”

While mixed-mode designs are increasingly common in survey research (for a review, see [7]), both as a way to reduce costs and to increase response rates, such mode switches are less common in health interventions, especially those involving online methods. In one exception, Tomson et al [8] reported on a telephone interview with nonresponders to a mail follow-up survey in a smoking intervention. Of the 84 subjects they followed up, 46 responded (for a 55% response rate). They found that those who did not respond to the original survey were more likely to be smoke-free at 12 months (39%) than the original mail respondents (31%). When asked about reasons for not returning the mail questionnaire, 35% claimed that they had returned it and 20%, that they had not received it.

While there are several comparisons of mail versus email for health surveys (eg, [9-12]), we are aware of no studies that have followed up nonrespondents to an online survey using an alternative mode of data collection. Crawford and colleagues [13] used telephone follow-up for nonrespondents to a mail and Web survey to remind people to complete the survey and to ascertain reasons for nonresponse, but not to collect follow-up data. Clarke and colleagues [14] assigned participants to a telephone or mail reminder, but similarly did not use these modes to collect follow-up data.

This paper represents an attempt to better understand the attrition problem in a randomized controlled trial (RCT) of an online weight management intervention and to find ways to counter the potential negative effect of attrition on the conclusions that can be drawn from such studies. We describe a follow-up procedure to examine why people drop out and what can be done about it. We explore alternative modes (mail and telephone) for following up nonresponders to the online surveys. Finally, we discuss the implications of this work for online interventions and follow-up surveys.

Methods

Background on the Online Intervention

This nonresponse follow-up study is part of a broader project aimed at evaluating tailored versus nontailored Web-based weight management materials. Details of the study have been described elsewhere [15]. Kaiser Permanente (KP) members in four regions of the United States were recruited using a variety of methods (through clinicians, member newsletters, and letters to members of diabetes and cardiovascular disease registries). A total of 4041 eligible participants were enrolled over a 6-month period beginning in September 2002. Eligible participants were current members of KP who were age 18 and older, had regular access to the Web and a functioning email address, had a body mass index (BMI) of 25 or greater, and who expressed a willingness to complete follow-up questionnaires. The average age of participants was 45.4 years (SD = 12.1); 82.8% were female, 56.6% were white, and 35.6% were African American. Participants had an average weight of 92.3 kg (SD = 14.4) and an average BMI of 32.1 (SD = 3.9).

Participants completed the baseline questionnaire online, following which they were randomized to one of two treatment arms: Web-based tailored (“expert system”) weight management materials or Web-based nontailored (“user navigated”) weight management materials, with the latter serving as the control group. Following the 6-week weight management program, participants were assessed by an Internet-based survey 3, 6, and 12 months after baseline assessment.

Email notices of the availability of each follow-up questionnaire were sent to participants, who received as many as 21 email reminders over a 3-week period before being considered as a nonrespondent to each follow-up assessment. All participants originally enrolled at baseline were sent email prompts to complete the Web-based 6-month and 12-month surveys, regardless of response status at earlier follow-up waves. No incentive was offered for completion of the online follow-up surveys.

Of the participants enrolled at baseline, 31% responded to the Web-based 3-month follow-up survey, while 21% responded to the 6-month survey, and 15% responded to the 12-month survey. There were no significant differences in attrition by baseline assignment to treatment arm, baseline BMI, or a variety of other baseline measures. However, given that 85% of the baseline participants were lost to follow-up at the 12-month measurement, it is important to explore the effect that this may have had on the results of this study. The goal of the present paper is to examine the reasons for loss to follow-up in the online weight management intervention and examine possible differences between those who were lost and those who were retained in the study.

Design and Implementation of the Nonresponse Follow-Up Survey

Given that only 21% of the original participants responded to the online 6-month survey, a small pilot study was conducted among nonrespondents to explore possible reasons for dropout. A telephone survey was used to contact 104 participants, of
whom 44 agreed to be interviewed and provide relevant information, with 42 providing weight information. The results of the 6-month follow-up are reported elsewhere [15]. No significant differences were found between 6-month respondents and the 6-month nonrespondent sample interviewed by telephone in terms of weight loss, weight, motivation to manage weight, self-efficacy, or program rating. Of the 44 interviewed, 20 (45%) reported not receiving any email notification for either the 3- or 6-month follow-up survey. The success of this pilot study led us to design a larger follow-up after the 12-month online survey.

One of the four KP regions participating in the weight management intervention was dropped because of administrative delays in approving the follow-up studies. The Institutional Review Boards at the remaining three KP regions, as well as Group Health Cooperative and the University of Michigan, approved the study protocol. This left us with a total of 3260 baseline participants—1681 treatment and 1579 control participants. The pattern of response to the three online follow-up surveys is shown in Table 1.

### Table 1. Response pattern to three online follow-up surveys

<table>
<thead>
<tr>
<th>Response Pattern</th>
<th>Treatment</th>
<th>Control</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-month</td>
<td>6-month</td>
<td>12-month</td>
<td>No.</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>R</td>
<td>202</td>
</tr>
<tr>
<td>NR</td>
<td>R</td>
<td>R</td>
<td>21</td>
</tr>
<tr>
<td>R</td>
<td>NR</td>
<td>R</td>
<td>29</td>
</tr>
<tr>
<td>NR</td>
<td>NR</td>
<td>R</td>
<td>17</td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>NR</td>
<td>115</td>
</tr>
<tr>
<td>NR</td>
<td>NR</td>
<td>R</td>
<td>34</td>
</tr>
<tr>
<td>R</td>
<td>NR</td>
<td>NR</td>
<td>177</td>
</tr>
<tr>
<td>NR</td>
<td>NR</td>
<td>NR</td>
<td>1086</td>
</tr>
<tr>
<td>Total</td>
<td>1681</td>
<td>100.0</td>
<td>1579</td>
</tr>
</tbody>
</table>

R = respondent; NR = nonrespondent

As shown in Table 1, the majority of participants (64.4% overall) did not complete any of the follow-up surveys, while 499 (15.3%) completed the 12-month follow-up (whether or not they completed earlier follow-up surveys). The pattern of response across the three waves of follow-up is quite similar between the treatment and control groups.

The study reported here follows up on those who did not respond to the 12-month survey, regardless of their response to the 3- and 6-month surveys. This left us with 2761 participants eligible for the nonresponse follow-up study, 1412 from the treatment group and 1349 from the control group. Given that those who did not do any of the follow-up surveys comprised the largest group, we drew a systematic sample of cases from this group, but selected all those who did one or two of the follow-up surveys but not all three. In this way, we selected a total of 700 baseline participants, 350 from the treatment group and 350 from the control group. The sample size was determined largely by budget constraints.

We note that this is not an equal probability selection of nonrespondents. Those who did none of the follow-up surveys are under-represented in this sample relative to those who did one or more follow-ups. However, we used unweighted analyses because our focus was more on the differences between modes (see below) and differences between treatment arms than on the differences by pattern of nonresponse. However, we also conducted weighted analyses, and these led to similar conclusions as those presented here.

The rationale for the design of the 12-month nonresponse follow-up was based on several expectations:

- We hypothesized that much of the attrition may be due to reasons unrelated to a particular arm of the weight management intervention.
- We expected that a change in data collection mode may bring many of the nonrespondents back in.
- We wanted to evaluate the cost-effectiveness of alternative follow-up strategies.

In particular, while telephone follow-up is often an effective way of increasing response to other modes of data collection (especially mail), it is both more costly and raises concerns about social desirability and the effects of instrument design. The presence of an interviewer is known to affect reporting of socially sensitive information [16]. In addition, the visual versus aural presentation of survey questions may affect the answers obtained in the two modes [17]. For these reasons we were interested in the efficacy of a mail follow-up relative to a telephone follow-up. We expected the mail follow-up to be more similar to the Web in the measurement properties and to be cheaper than the telephone, but to take longer and be less effective than the telephone in gaining cooperation from nonrespondents to the online survey.

The use of the telephone for follow up is often predicated on the assumption that the online questionnaire was received, and that those who did not return it may need to be persuaded to participate. Switching from one self-administered mode (Web) to another (mail) is a largely untested approach. But if it works,
it has potential cost benefits as well as the advantage of greater comparability of measurement. For this reason, we embedded a mode experiment in the nonresponse follow-up study, with 300 of the nonrespondents being randomly assigned to telephone and 400, to mail. The disproportionate allocation reflects the cost differential between the two modes.

The mail follow-up survey involved a single mailing. Questionnaires were mailed with a KP return address and a cover letter signed by each of the three KP regional directors. Completed questionnaires were returned to Group Health Cooperative (GHC) for processing. Each mailed questionnaire included a US $5 bill as a token of appreciation for completing the questionnaire. The questionnaire was printed on a single 8-1/2” by 14” sheet folded in booklet form and contained a maximum of 13 questions to be answered. Two duplicates were discovered during the mailing process, leaving us with a sample of 398 mail cases.

The telephone survey was conducted by trained interviewers at GHC. No advance letter or incentive was used. Up to 15 call attempts were made on various days and at various times of day. The average interview length was 5.36 minutes. Figure 1 presents a flowchart of the nonresponse follow-up recruitment process, following the CONSORT model.

**Figure 1.** Nonresponse follow-up recruitment flowchart
Data from the mail and telephone survey were combined into a single data file and merged with the baseline and online follow-up responses for analysis. We first examine the results of the nonresponse follow-up survey before looking at correlates of attrition and nonresponse in both the 12-month online survey and the nonresponse follow-up survey.

**Results**

**The Nonresponse Follow-Up Survey**

**Response Rates**

Based on prior research, we anticipated a 40% response rate and expected the telephone mode to yield a higher response rate than mail. Overall, 400 out of 698 responded to the nonresponse follow-up, for a 57.3% response rate. Unfortunately, we learned after the fact that 26 cases in our sample (including 20 respondents) were not eligible for the intervention, so the final count was 380 respondents. Subsequent analyses are based on these 380 respondents.

Of the 290 cases in the telephone sample, 170 responded, for a 58.6% response rate; for those in mail sample, 210 out of 382 responded, for a 55.0% response rate. These rates did not differ significantly ($\chi^2 = 0.9, P = .34$). However, the mail survey took substantially longer to complete, and, if time were a factor, the telephone mode would yield a higher response rate within 2 weeks, or even a month, after the start of follow-up. The median response time for the mail survey was 10 days (mean = 16.2, SD = 13.9), while that for the telephone survey was 8 days (mean = 8.9, SD = 6.5). If we had cut off data collection at 14 days, we would have obtained 61.9% of the mail respondents and 78.8% of the telephone respondents. Similarly, cutting off data collection at 28 days would acquire 85.7% of mail respondents and all but one of the telephone respondents. The last completed mail questionnaire was received some 6 months after the initial mailing.

Overall, the number of online follow-up surveys that participants completed is predictive of whether they completed the nonresponse follow-up survey: 50.1% of those who did not respond to any of the three online surveys completed the nonresponse survey, compared with 59.8% of those who did not respond to 2 of the 3 online surveys, and 65.3% of those who did not respond to only 1 of the 3 online surveys ($\chi^2 = 9.0, P = .01$). This pattern is similar for both the mail and telephone samples. But, even so, about half of those who did not complete any measurements following baseline were still brought back into the study some 12 months later with the nonresponse follow-up study.

**Costs of Follow-Up**

What are the relative costs of conducting mail versus telephone follow-up surveys of nonrespondents? To produce crude estimates, we took the total cost of each operation and divided by the sample size and the number of completes, respectively. Costs for the telephone included the development of the short computer-assisted telephone interviewing (CATI) instrument and conduct of the survey. Costs for the mail survey included the cost of printing the questionnaires and assembling the mailing packets, the cost of incentives and postage, and the cost of keying the data from the returned questionnaires.

Based on these rough numbers, we estimate that the telephone survey cost about US $34 per sampled case, compared to US $15 for the mail survey. On the basis of completed questionnaires, the relative costs were approximately US $57 per completed case for the telephone survey and US $28 for the mail survey. Given this cost differential, the mail survey was not only almost as effective in terms of response rate as the telephone survey, but also substantially less expensive.

**Reasons for Nonresponse**

We included a few questions in the nonresponse follow-up survey to ascertain reasons for earlier nonresponse. Based on the results of the 6-month pilot follow-up, these questions primarily focused on technical barriers to completing the online surveys.

We first asked whether participants recalled receiving the email message for the 12-month online follow-up survey. If they had, we asked if they recalled reading the message. If they did so, we went on to ask if they clicked on the link to access the survey. For those who did not recall receiving an email message, we asked them to provide their current email address. The results from this series of questions are presented in Table 2.
Mail respondents reported higher rates of recall for both receiving and reading the email message than did telephone respondents. One reason may be that the mail mode gives respondents more time to consider the question and retrieve information from memory, or even check their email inbox.

An additional 13.8% (36.4% of mail respondents and 16.7% of phone respondents) who answered “no” to the question on recalling receiving the email message still answered that they clicked on the link to the survey. Thus, 26.1% of respondents overall (29.5% of mail and 21.8% of phone) reported clicking on the link for the survey, regardless of whether they recalled receiving or reading the email message.

All respondents to the nonresponse follow-up who said they still had access to email, whether or not they recalled receiving or reading the email invitations, were asked in an open-ended question the main reason for not accessing the website or completing the survey. The responses were classified into several themes, summarized in Table 3. The responses did not appear to differ by mode, so the combined distribution of responses is presented.

### Table 2. Responses to nonresponse follow-up questions about the email invitations

<table>
<thead>
<tr>
<th>Question</th>
<th>Mail (n=210)</th>
<th>Telephone (n=170)</th>
<th>Total (n=380)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall receiving email message</td>
<td>53.8% (113/210)</td>
<td>43.5% (74/170)</td>
<td>49.2% (187/380)</td>
</tr>
<tr>
<td>Recall reading email message</td>
<td>44.3% (93/210)</td>
<td>28.8% (49/170)</td>
<td>37.4% (142/380)</td>
</tr>
<tr>
<td>Among those not recalling receiving the email message:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you still have access to email? (%) yes</td>
<td>87.6% (85/97)</td>
<td>96.9% (93/96)</td>
<td>92.2% (178/193)</td>
</tr>
<tr>
<td>Among those not recalling reading the email message:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How often do you typically check email? (%) at least 1-2 times per week</td>
<td>73.5% (86/117)</td>
<td>71.9% (87/121)</td>
<td>72.7% (173/238)</td>
</tr>
<tr>
<td>How often do you delete email without opening? (%) at least sometimes</td>
<td>65.0% (76/117)</td>
<td>65.3% (79/121)</td>
<td>65.1% (155/238)</td>
</tr>
<tr>
<td>Among those recalling receiving the email message:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did you click on the link to access the survey? (%) yes</td>
<td>47.8% (54/113)</td>
<td>31.1% (23/74)</td>
<td>41.2% (77/187)</td>
</tr>
</tbody>
</table>

All respondents to the nonresponse follow-up who said they still had access to email, whether or not they recalled receiving or reading the email invitations, were asked in an open-ended question the main reason for not accessing the website or completing the survey. The responses were classified into several themes, summarized in Table 3. The responses did not appear to differ by mode, so the combined distribution of responses is presented.
Table 3. Classification of reasons for noncompletion of the online survey into major themes

<table>
<thead>
<tr>
<th>Theme</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No response to question</td>
<td>21</td>
<td>5.5</td>
</tr>
<tr>
<td>Problems accessing or submitting the survey</td>
<td>59</td>
<td>15.5</td>
</tr>
<tr>
<td>Email or computer problems (including those with no access to email)</td>
<td>35</td>
<td>9.2</td>
</tr>
<tr>
<td>Did not receive or remember message, or treated it as SPAM</td>
<td>103</td>
<td>27.1</td>
</tr>
<tr>
<td>Lack of interest in or lack of effectiveness of intervention</td>
<td>67</td>
<td>17.6</td>
</tr>
<tr>
<td>Survey was boring or too long</td>
<td>8</td>
<td>2.1</td>
</tr>
<tr>
<td>Medical or personal reasons</td>
<td>8</td>
<td>2.1</td>
</tr>
<tr>
<td>Refused to do survey</td>
<td>8</td>
<td>2.1</td>
</tr>
<tr>
<td>No time or bad timing</td>
<td>53</td>
<td>13.9</td>
</tr>
<tr>
<td>Don’t remember</td>
<td>5</td>
<td>1.3</td>
</tr>
<tr>
<td>Did complete the survey</td>
<td>13</td>
<td>3.4</td>
</tr>
<tr>
<td>Total</td>
<td>380</td>
<td>100.0</td>
</tr>
</tbody>
</table>

By far the largest number of nonresponse follow-up respondents (103) gave reasons related to not recalling receipt of the email message. If we treat this as a technical problem, we see that a total of 197 respondents (51.8%) gave reasons related to technical issues or email as a means of communication. In contrast, 144 (37.9%) gave reasons related to the intervention or the survey itself (see Table 3). This suggests that the medium of communication (email) may be as much if not more of a factor in attrition as the intervention. This is one of the reasons we believe that the mail and telephone follow-up surveys were successful. Of course, these are post hoc justifications of why participants did not do the online survey, and we don’t know the reasons for noncompletion for those participants who did not respond to the nonresponse follow-up survey.

To explore whether some types of participants may be more likely to report technical problems than others, we collapsed the reasons in Table 3 into three broad groups (technical, substantive, and other) and ran a multinomial logistic regression using baseline demographic and design variables as predictors. Only age was significantly (P = .03) associated with the type of reason given, with older people more likely to give technical reasons for noncompletion of the 12-month online survey: 43% of those 45 years and younger cited technical problems, compared to 55% of those 46-60 and 67% of those 61 or older.

Mode Effects

Several rating scales were included in the follow-up questionnaires. Based on the literature (eg, [18]), we expected two types of response effects. First, response options presented early in a list are more likely to be selected in visual presentation modes (mail and Web), while those presented later in a list are more likely to be selected in aural modes (telephone). In others words, primacy effects are likely in the mail mode, while recency effects are more likely in the telephone mode [19]. The second effect is that of socially desirable responding, with more positive (ie, socially desirable) responses expected on the telephone given the presence of an interviewer.

Four of the ratings were presented with the most negative response (eg, not at all confident, not at all satisfied, not at all motivated) listed first. The responses were read in the same order on the telephone. The response order effect (primacy in mail, recency in telephone) is expected to produce lower means (more negative) for the mail respondents, as would the social desirability effect. In other words, the two effects are expected to reinforce each other. The means and standard deviations for these items are presented in Table 4. For three of the four items, we find significantly lower means for mail than telephone: confidence in managing one’s own weight (t341 = 2.64, P = .009), confidence in maintaining recommended levels of physical activity (t352 = 3.54, P < .001), and motivation to manage one’s own weight (t371 = 2.66, P = .008).
item of this type, a rating of satisfaction with care at KP, no differences were found ($t_{366} = 0.34, P = .73$).

One item, a rating of the online weight management information, was ordered from the most positive (excellent) to the least positive response (poor). Here, the response order and social desirability effects are expected to cancel each other out. First, nonresponse to this item was higher than all other items (20% of mail respondents and 25% of phone respondents did not answer), perhaps reflecting the fact that some participants may not have spent much time with the online materials. This is borne out when we look at the treatment group only: of those who did not look at any of the online newsletters, 27.7% did not answer this question, compared to 8.1% for those who looked at one or more newsletters. Among those who did answer the question, we find no significant differences in the mean ratings on this item by mode ($t_{364} = 0.33, P = .74$).

Table 4. Mean responses (SD) to nonresponse follow-up measures, by mode

<table>
<thead>
<tr>
<th>Question</th>
<th>Mail</th>
<th>Telephone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q4. Overall, how would you rate the online weight management information that you received?</td>
<td>2.97 (1.02)</td>
<td>2.93 (1.08)</td>
</tr>
<tr>
<td>(1 = Excellent to 5 = Poor)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q5. Currently, how confident are you that you can manage your weight?</td>
<td>2.05 (0.97)</td>
<td>2.34* (1.09)</td>
</tr>
<tr>
<td>(1 = Not at all to 5 = Extremely)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6. Using a scale from 0 to 10, where 0 means not at all motivated and 10 means extremely motivated, how motivated are you to manage your weight?</td>
<td>6.05 (2.57)</td>
<td>6.72* (2.35)</td>
</tr>
<tr>
<td>Q7. How confident are you that you can maintain recommended levels of physical activity?</td>
<td>2.36 (1.09)</td>
<td>2.76* (1.14)</td>
</tr>
<tr>
<td>(1 = Not at all to 5 = Extremely)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q8. How much do you currently weigh? (pounds)</td>
<td>209.6 (46.61)</td>
<td>208.6 (46.06)</td>
</tr>
<tr>
<td>Q9. Finally, how satisfied are you overall with your care at Kaiser Permanente?</td>
<td>3.60 (1.00)</td>
<td>3.56 (0.94)</td>
</tr>
</tbody>
</table>

* $P < .05$, comparing mail versus telephone (t-test, see text for P-values)

Nonresponse to the most critical question (“How much do you currently weigh?”) did not differ by mode, with 8.1% of mail and 8.8% of telephone respondents not providing an answer to this question. Among those who did answer, the telephone respondents reported a lower weight on average than the mail respondents; however, this did not reach statistical significance ($t_{332} = 0.19, P = .85$; see Table 4). If we examine reported weight loss from baseline to the 12-month nonresponse follow-up survey (the key dependent variable), we find significant effects, with the telephone respondents reporting greater weight loss than the mail respondents, whether reported in kilograms (an average weight loss of 3.30 kg for telephone respondents and 1.19 kg for mail respondents; $t_{320} = 3.1, P = .002$) or BMI (an average BMI reduction of 1.20 for telephone respondents and 0.45 for mail respondents; $t_{315} = 2.96, P = .003$). Given the known social desirability effects associated with the telephone, we believe that the mail responses are more “honest” than those provided over the telephone. This is consistent with the view in the mode effects literature (eg, [17,18]) that higher reports of socially undesirable behaviors or attributes (and lower reports of socially desirable ones) reflect greater accuracy of reporting. Our findings suggest that if we had done a telephone follow-up only, we would have overestimated the weight loss for both the treatment and control groups (the mode difference does not interact with experimental condition). Given that the mail mode is more similar to the online measurement used for both baseline and follow-up surveys, we believe that the smaller weight loss estimated for the mail respondents more closely reflects the truth.

The evidence for social desirability bias in the telephone responses echoes findings from other studies. For example, Eicheldinger et al [20] conducted a follow-up of nonrespondents to the Consumer Assessment of Health Plans Study (CAHPS), randomly assigning participants to telephone or mail (using overnight delivery) follow-up. While their response rates were lower than ours (23.7% for mail and 27.1% for phone), they found that those who responded by telephone were more likely to report the most positive response to 13 of the 20 performance measures. Similarly, in a study of employees at a large company who were randomly assigned to Web or telephone modes of data collection [21], significant differences were obtained for mean satisfaction with the health insurance plan (6.88 for Web and 7.32 for telephone, $P < .05$) and for mean self-rated health (3.51 for Web and 3.79 for telephone, $P < .01$). Similar effects are found in comparisons of mail versus telephone [22] and Web versus telephone [23]. However, our results suggest that it may not just be social desirability effects at work; differences in format or layout of the items may also produce mode effects [24].

Modeling Nonresponse

In addition to data from the nonresponse follow-up survey, we also have information on all participants from the baseline survey. In this section, we use these data to examine correlates of nonresponse to the 12-month online survey and also to the mail and telephone nonresponse follow-up surveys.

In contrast to cross-sectional sample surveys in which little is known about sample members who do not participate, one of the advantages of an (online) intervention such as this is that a
lot of information may be collected at baseline, and these data can be used to examine who drops out and who does not, among those who enrolled. The data can be used not only to examine patterns of differential attrition among subgroups, but also to statistically adjust for such patterns at the time of analysis.

We ran several logistic regression models, first predicting response or nonresponse to the 12-month online survey, then, predicting response or nonresponse to the follow-up survey (among those included in the eligible for nonresponse follow-up sample). We briefly summarize these models below.

**Response to the 12-Month Online Survey**

The first model included the following baseline demographic and design variables: age, gender, race, education, KP region, BMI, study assignment (treatment or control). The coefficient of determination, $R^2$, [25] for this model was 0.030, while the Nagelkerke [26] max-rescaled $R^2$ measure was 0.052 (see [27] for a discussion of alternative pseudo $R^2$ indices). This suggests that these baseline variables do not do a very good job of predicting whether a participant will be a respondent or nonrespondent to the 12-month online survey. This is reassuring in that the attrition does not appear to vary much by these baseline characteristics. Specifically, the dropout rates for the treatment and control groups did not differ significantly. There were no significant differences in 12-month completion by baseline BMI or by gender. The KP regions differed significantly in their 12-month completion rates, ranging from 10.2% to 18.8% across the three regions in the study, but there was no significant interaction with treatment group. Age was associated with a significant ($P = .01$) positive effect on completion. Minorities (African Americans and those of other races) were significantly ($P = .008$) less likely to complete the 12-month survey, as were those with lower levels of education ($P = .009$). Both of these variables are correlated with lower levels of Internet access and may be associated with greater risk of losing such access over the life of the study [28,29].

To this model, we added a set of behavioral and attitudinal measures related to the online intervention from the baseline survey. These included whether the participant had received medical advice to lose weight, how successful they were at losing weight in the past, their weight loss goals for the program, their motivation for losing weight, frequency of exercise and physical activity, self-rated health, and satisfaction with KP. The addition of these variables did not significantly improve the fit of the model ($\chi^2_{14} = 30.7$ [for $\Delta$ in $-2 \log L$]), producing a max-rescaled $R^2$ of 0.068. Among the added variables, only level of physical activity ($P = .03$), with those doing light exercise being more likely to complete the survey than those doing moderate to heavy activity, and self-rated health ($P = .009$), with better health associated with higher rates of completion, were statistically significant under the model. In other words, baseline measures of motivation to lose weight, weight loss target, satisfaction with KP, assignment to treatment or control group, and the like, were not significantly associated with completion of the 12-month online survey. This provides some reassurance that nonresponse bias may not be large—at least in terms of variables measured at baseline.

A final model added a set of process measures from the intervention, namely whether the participant completed the 3- and 6-month online surveys. As expected, nonresponse to one of the early follow-up surveys was highly predictive of nonresponse to the 12-month follow-up survey, with conditional odds ratios of 4.0 (95% CI, 2.90-5.53) and 13.1 (95% CI, 9.78-17.62) for completion of the 3- and 6-month survey, respectively. In addition, those in the treatment group were given access to three online newsletters as part of the intervention. Among this group, the number of newsletters they accessed on the website was predictive of 12-month survey completion. The odds ratio of being a respondent at 12 months for those who opened no newsletters was 0.14 (95% CI, 0.07-0.26) relative to those who accessed all three, while for those who accessed one newsletter, it was 0.49 (95% CI, 0.29-0.83), and for those who accessed two newsletters, it was 0.52 (95% CI, 0.32-0.86). These limited process indicators suggest two conclusions: (1) those who are actively engaged in the intervention (ie, who show evidence of visiting the website and accessing material) have higher completion rates, and (2) those who responded to earlier follow-up surveys are more likely to respond to the final (12-month) follow-up survey.

These conclusions, in turn, have two implications. First, online interventions can provide researchers with a wide variety of measures of active engagement in the program [30]. These indicators can include number of sessions logged in, time spent online, number of pages viewed, and so on. Such process data or paradata [31] can be routinely captured as part of such online interventions and can be useful not only for understanding how much time and attention is spent on different parts of the website (with a view to identifying areas for improvement), but also as a measure of how much participants are being exposed to the stimulus material. This could serve as an important mediator variable in analyses of various outcome measures. Second, when multiple follow-ups are part of the design, nonresponse to earlier follow-up surveys can identify participants at risk for dropout, permitting researchers to target intervention strategies aimed at retaining such participants in the study. The responsive design strategies being developed to reduce nonresponse in surveys (eg, [32]) can similarly be deployed to counter nonresponse in online interventions. Online studies not only permit targeted or tailored interventions, but also tailoring of data collection and follow-up strategies.

**Response to the Nonresponse Follow-Up Survey**

The second set of models parallels the first, but focuses on completion of the mail or telephone follow-up survey, among those included in the nonresponse follow-up study. These models are based on 672 eligible participants included in the nonresponse follow-up, 380 of whom completed either the mail or telephone survey. The max-rescaled $R^2$ measure for the demographic and design variables was 0.067. Only age remained a significant ($P < .001$) predictor of response to the nonresponse follow-up survey, with older people more likely to complete the survey. Interestingly, while African Americans were less likely than whites to complete the 12-month online survey, they appeared slightly but not significantly ($P = .36$) more likely (OR = 1.25, 95% CI, 0.85-1.85) to complete the mail or
telephone follow-up survey. Similar effects are found for those with high school or lower education relative to those with a college degree ($P = .59$, OR = 1.3, 95% CI, 0.75-2.26). This may provide some support for the observation that those at greatest risk of losing access to the Internet (older persons, minorities, those with lower education) may be brought back into the analytic sample with alternative modes of data collection.

As before, adding the baseline behavioral and attitudinal measures to this model did not improve the fit, relative to the base model. Only one of the added predictors was statistically significant ($P < .05$), with those who spend 2 hours or more a day in front of the TV or computer outside of work being less likely to respond to the follow-up survey ($P = .02$). This suggests that the decision to complete the nonresponse follow-up survey is made largely independent of the original decisions regarding participation in the online intervention.

### Adjusting for Nonresponse

One of the goals of conducting the nonresponse follow-up survey among a sample of nonrespondents, in addition to exploring reasons for nonresponse, was to obtain data to inform statistical adjustment for nonresponse. In his review of the attrition problem, Eysenbach [2] argues that an intent-to-treat analysis, in which all dropouts are assumed to have negative or neutral outcomes, is the only way to avoid selection bias. We argue rather that weighting or imputation based on informed models of attrition or dropout requires fewer assumptions about the missing cases. As Hollis and Campbell [33, p. 673-674] note, “…no imputation method can give an unbiased estimate of the treatment effect unless the assumptions made about the missing data are valid.” A nonresponse follow-up study allows one not only to reduce the amount of missing data, but also to evaluate the missing data assumptions. To quote Hollis and Campbell [33, p. 674] again, “To fully appreciate the potential influence of missing responses, some form of sensitivity analysis is recommended, examining the effect of different strategies on the conclusions.”

In work described elsewhere [34], we used the data from the nonresponse follow-up to multiply-impute data for the remaining 12-month online nonrespondents [35]. This method utilizes all available data, while accounting for the uncertainty due to imputation. Using a complete case analysis from the 12-month online respondents only, we would reach a conclusion that the differences between treatment had a statistically significant effect on weight loss at 12 months relative to the control. However, using the data from the nonresponse follow-up to impute the missing 12-month cases, we would conclude that the differences between treatment and control, although still in the expected direction, do not reach statistical significance. These models are limited by the small number of cases included in the nonresponse follow-up relative to the number of nonrespondent cases and by the differences we found between the two modes of follow-up. Therefore, these results can only be viewed as suggestive. However, they allow us to explore the sensitivity of the substantive models to different assumptions about the missing data at the 12-month follow-up.

### Discussion

Our study has several potential limitations. First, the nonresponse follow-up was conducted within the context of a weight management intervention, which was restricted to overweight and obese members of a health maintenance organization (HMO) with regular Internet access. This may limit generalizability to other populations and settings. Second, this study did not test different ways to enhance the response rate to the 12-month online survey (eg, by using incentives). The success of the follow-up effort may be conditional on the initial response obtained. Third, this was a small-scale exploratory study embedded in a larger study. The small sample size may limit our ability to draw statistically reliable conclusions.

Nonetheless, we have learned a number of things from this exploratory study. First, a significant proportion of those who drop out of an online RCT or intervention can be brought back by switching modes of data collection. A variety of technical reasons, unrelated to the online intervention, can account for a substantial proportion of such dropout, and modes switches are an effective counter to the uncertainties of using email as a communication medium.

Second, we learned that mail is almost as effective as the telephone for such follow-up. Further, it is significantly cheaper, and it is more similar to the original online mode in terms of visual design and response styles and shares the absence of social desirability effects associated with interviewers. For these reasons, we believe that the mail survey produced responses that are more comparable to the online responses than did the telephone survey. Telephone calls can be a useful tool for prompting or reminding respondents to return their questionnaires, but we believe that mail is a cost-effective method of following up online nonrespondents, if time is not a critical factor. On the basis of this work, we implemented a mail-only nonresponse follow-up study in a second controlled trial of a weight loss program [30].

Third, nonresponse follow-up studies such as this not only increase the number of cases for analysis but also help us understand the differences between those who drop out and those who complete all follow-up surveys. In other words, our analyses of treatment effects are not forced to rely on the often-heroic assumptions required by complete-case analysis. Nonresponse, or attrition, bias can be reduced in two ways: one is to reduce the rate of attrition, and the other is to reduce or measure the differences between those who drop out and those who don’t [36]. We believe that following up nonrespondents—whether a sample of them as we did here, or all nonrespondents—using a different mode is a cost-effective way of increasing the analytic power and reducing the potential bias that may result from the relatively high rates of dropout experienced in online interventions and follow-up surveys.
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Abstract

Background: Most work sites engage in some form of health promotion programming designed to improve worker health and reduce health care costs. Although these programs have typically been delivered through combinations of seminars and print materials, workplace health promotion programs are increasingly being delivered through the Internet.

Objective: The purpose of this research was to evaluate the effectiveness of a Web-based multimedia health promotion program for the workplace, designed to improve dietary practices, reduce stress, and increase physical activity.

Methods: Using a randomized controlled trial design with pretest-posttest comparisons within each group, 419 employees of a human resources company were randomly assigned to the Web-based condition or to a condition that provided print materials on the same topics. All subjects were assessed at pretest and posttest through an online questionnaire containing multiple measures of health behavior and attitudes. The test period was 3 months. Questionnaire data were analyzed mainly by analysis of covariance and t tests.

Results: Retention rates were good for both groups—85% for the Web-based group and 87% for the print group. Subjects using the Web-based program performed significantly better than the print group on Attitudes Toward a Healthful Diet (F₁,415 = 7.104, P = .008) and Dietary Stage of Change (F₁,408 = 6.487, P = .01), but there were no significant group differences on the five other dietary measures. Both groups also showed improvement from pretest to posttest on most dietary measures, as indicated by significant t tests. Within the Web-based group, dosage analyses showed significant effects of the number of times the subject accessed the program on measures of Dietary Self-Efficacy (F₂,203 = 5.270, P = .003), Attitudes Toward a Healthful Diet (F₂,204 = 2.585, P = .045), and Dietary Stage of Change (F₂,200 = 4.627, P = .005). No significant differences were found between the two groups on measures of stress or physical activity, although t tests of pretest-posttest changes indicated that both groups improved on several of these measures. The Web-based group gave significantly higher ratings to the program materials than the print group on all health topics and in their overall evaluation (F₁,410 = 9.808, P = .002).

Conclusions: The Web-based program was more effective than print materials in producing improvements in the areas of diet and nutrition but was not more effective in reducing stress or increasing physical activity. The higher ratings given to the Web-based program suggest that workers preferred it to the print materials. Both groups showed numerous pretest-posttest improvements in all health topics, although such improvements might be attributable in part to a Hawthorne effect. Results suggest that a multimedia Web-based program can be a promising means of delivering health promotion material to the workforce, particularly in the area of diet and nutrition.

(J Med Internet Res 2007;9(2):e17) doi:10.2196/jmir.9.2.e17
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Introduction

Workplace health promotion activities and modes of delivery vary widely, from ad hoc events, such as health fairs and provision of print materials, to comprehensive programs involving health risk appraisals, preventive interventions addressing fitness and dietary practices, and intensive disease management programs. A recent comprehensive review of the clinical efficacy and cost-effectiveness of work site comprehensive health promotion and disease management programs concluded that “studies to date indicate positive clinical and cost outcomes” [1]. Although this assessment specifically refers to comprehensive programs that focus on risk reduction (particularly for high-risk employees), the generally positive conclusion is congruent with other studies demonstrating effectiveness and cost savings from health promotion and disease management programs at work sites [2,3].

Most of the research conducted to date on work site health has focused on traditional approaches involving in-person (group or individual) interventions, often supplemented with video and print materials. However, computer-based interventions are beginning to emerge, in the workplace as well as in the home, spurred by the tremendous growth in access to the Internet and in the creation of health improvement programs available on the Web. In a review article, Evers points out that The Pew Internet & American Life Project now splits Internet access in the United States into three tiers: those who are truly offline (22% of adults), those with modest connections such as dial-up (40%), and those who are the highly wired broadband elite (33%) [4]. Workplaces are rapidly joining this “elite” group, and the Internet has become increasingly used as a channel for health interventions. Evers notes that despite the familiar caveats about the emerging nature of the data on the effectiveness of Web-based interventions, there is increasing excitement about the potential for Internet technology to facilitate the development of interactive, tailored, multimedia behavior change programs [4]. Of particular note are the results of a study by Wantland and associates, whose meta-analysis of 22 studies found that Web-based health interventions demonstrated improved outcomes over non-Web-based interventions [5]. And in a recent evaluation of a Web-based training program for health promotion practitioners, our research team found the program to be more effective than print materials [6]. Yet, despite the proliferation of Web-based health improvement programs in the workplace, in comparison to traditional modes of delivery there has been relatively little evaluation of Web-based workplace interventions, particularly preventive interventions targeting multiple health behaviors.

The purpose of this study was to test the efficacy of a Web-based health promotion program for the workplace designed to improve participants’ dietary practices, increase their level of physical activity, and reduce their stress. The research sought to (1) compare the program’s effectiveness with a print-based intervention; (2) assess the program’s effectiveness in achieving positive changes in multiple self-report measures of health status, attitudes, and practices; and (3) assess participants’ reactions to the Web-based program compared to the print materials.

It should be understood that the purpose of the research was not to compare material presented in the Web-based format with the exactly same material presented in print. Instead, the purpose was to test the efficacy of a multimedia Web-based program (created in Macromedia Flash) compared to high-quality commercially available print materials on the same topics (but not necessarily the same content) as a control. This research represents a continuation of our group’s research on the development and testing of video-centered programs designed to improve workforce health and reduce substance abuse [7-11]. As with the video-centered programs, the present program was shaped by a social-cognitive conceptual model based mainly on the work of Bandura [12,13] and emphasizing observational learning, boosting of self-efficacy, and self-regulation. This model was first adapted to workforce health by the authors of a 1990 monograph [14] and was further refined as suggested by the data from subsequent studies (see [9] for the most recent discussion of the model). In addition to social-cognitive theory, the model also draws on the transtheoretical model of Prochaska and associates [15], recognizing that individuals are typically at one of several stages in their readiness to change health behaviors, that interventions must be appropriate to their stage of change, and that moving individuals from one stage to another can be as important as effecting behavior change.

The central hypotheses of the study were as follows:
1. The Web-based program group will show significantly greater improvement in the outcome measures of diet, stress, and physical activity than the print group.
2. The Web-based program group will show significant improvement in the outcome measures from pretest to posttest.
3. The Web-based program will be rated as more informative and appealing than the print materials.

Methods

Design

The study was a randomized controlled trial with pretest-posttest comparisons in each group. Employees in three offices of a human resources company were recruited and randomly assigned to the Web-based program condition or the print condition (receiving print materials covering the same health topics as the Web-based program). It was recognized that the print materials could also be effective instruments of health behavior improvement (unlike a no-treatment control group) and could be a challenge as a control group. Indeed, studies have found print materials to be effective in improving behaviors and outcomes related to walking and other physical activities [16,17], alcohol problems [18], and emotional disorders [19].
However, we believed that the distribution of print materials would be a likely workplace alternative to an online program; therefore, the print group was thought to be an appropriate control group for the study.

The field test was conducted at a major human resources provider with a workforce of approximately 5000 employees. The test was conducted at three of the company’s offices located in Atlanta, GA, Minneapolis, MN, and Fountain Valley, CA. The study took place from August 1, 2004 until July 31st, 2005, with recruitment starting in January 2005 and data collection ending in June 2005. Recruitment procedures included an email letter from management describing the purpose and nature of the field test and the program, as well as the incentives for participating (US $50/survey and a US $500 raffle prize). An online flyer was attached to the email, presenting the basic information in a more graphic, colorful fashion. In addition, posters describing the program and the field test were placed throughout the participating offices at the start of participant recruitment. The recruitment period lasted 3 weeks, followed by the pretest of all participants.

The pretest and posttest surveys were online survey assessments containing multiple self-reports of health practice and attitudes (described below). The pretest period lasted 2 weeks. Following this, the Web-based group was provided with codes to access the online program, and the print group was provided with a packet of print materials. The test period lasted 3 months, followed by the posttest survey of all participants.

The study methods and procedures were approved and periodically reviewed by the Institutional Review Board of ISA Associates, which has a Federal Wide Assurance from the Office of Human Research Protections of the National Institutes of Health.

Sample
A total of 480 employees participated in the pretest assessment, and 419 completed the full posttest surveys. 209 were in the Web group, and 210 were in the print group. The characteristics of the participants are presented in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Web Group (N = 209)</th>
<th>Print Group (N = 210)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>163</td>
<td>78.0</td>
</tr>
<tr>
<td>African American</td>
<td>18</td>
<td>8.6</td>
</tr>
<tr>
<td>Asian</td>
<td>12</td>
<td>5.7</td>
</tr>
<tr>
<td>Native Alaskan / Pacific Islander</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td>3.3</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>10</td>
<td>4.8</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>184</td>
<td>88.0</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>53</td>
<td>25.4</td>
</tr>
<tr>
<td>Female</td>
<td>155</td>
<td>74.2</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>High school</td>
<td>7</td>
<td>3.3</td>
</tr>
<tr>
<td>Some college</td>
<td>70</td>
<td>33.5</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>79</td>
<td>37.8</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>50</td>
<td>23.9</td>
</tr>
<tr>
<td>Marital Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>66</td>
<td>31.6</td>
</tr>
<tr>
<td>Married</td>
<td>125</td>
<td>59.8</td>
</tr>
<tr>
<td>Domestic partnership</td>
<td>10</td>
<td>4.8</td>
</tr>
<tr>
<td>Divorced</td>
<td>3</td>
<td>1.4</td>
</tr>
<tr>
<td>Widowed</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Annual Income (US $)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20000-29999</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>30000-39999</td>
<td>13</td>
<td>6.2</td>
</tr>
<tr>
<td>40000-49999</td>
<td>32</td>
<td>15.3</td>
</tr>
<tr>
<td>Over 50000</td>
<td>143</td>
<td>68.4</td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>41.99</td>
<td>(24-64)</td>
</tr>
</tbody>
</table>

Measures
The measures contained in the online health surveys are listed below. The majority of these measures have been used in previously published studies by this research team and have shown evidence of reliability and validity in a variety of workplace settings and populations [7-11].

- Attitudes Toward a Healthful Diet: An 18-item scale assessing one’s attitudes toward healthful eating practices (alpha = .70). Higher score is better.
Eating Practices: A 10-item scale assessing the frequency with which one engages in healthful eating practices (alpha = .63). Higher score is better.

Motivation to Improve Diet: One item asking how important a healthy diet is to the respondent. Higher score is better.

Dietary Behavioral Intentions: A 5-item scale assessing one’s intentions to eat a healthful diet (alpha = .86). Higher score is better.

Dietary Self-Efficacy: A 6-item scale assessing one’s confidence in being able to eat a healthful diet (alpha = .89). Higher score is better.

Dietary Stage of Change: A 4-item scale assessing one’s stage of change in adopting a healthful diet (alpha = .74). Lower score is better.

Weight Stage of Change: A 4-item algorithm designed to classify one’s stage of change in losing weight or avoiding gaining weight [20]. Higher score is better.

Perceived Stress: A 5-item scale assessing one’s level of perceived stress (alpha = .89). Lower score is better.

Symptoms of Distress: A 15-item scale assessing one’s level of physical (alpha = .71) and emotional (alpha = .88) symptoms of stress. Lower score is better.

Stress Stage of Change: One item assessing one’s stage of change in attempting to reduce stress. Lower score is better.

Brief COPE: A 26-item measure, consisting of 13 two-item subscales, assessing one’s skills in coping with stress (alpha range: .47-.88) [21].

Godin Leisure-Time Exercise Questionnaire: A 3-item scale assessing the frequency of physical activity in the past week (alpha = .78) [22]. Higher score is better.

Godin Sweat Score: One item assessing one’s frequency of engaging in strenuous activity. Lower score is better.

Exercise Stage of Change: One item assessing one’s stage of change in adhering to regular physical activity. Lower score is better

Exercise Motivation: One item asking how important physical activity is to the respondent. Higher score is better.

Exercise Behavioral Intentions: One item assessing one’s intentions to engage in regular physical activity. Higher score is better.

Exercise Self-Efficacy: One item assessing one’s confidence in engaging in regular physical activity. Higher score is better.

Weight: One item asking the respondent’s current weight.

User Evaluations of Program (posttest-only): Five items in each of four health topics (stress, weight, diet/nutrition, and substance use) assessing the extent to which the materials (Web-based or print) provided information, helpful tips, motivation, good examples, and encouragement to examine practices. Lower score is better.

Time and Frequency of Access (posttest Web group only): Respondent was asked to estimate frequency of and length of time (in minutes) spent accessing specific segments of the Web-based program.

Ratings of Program Functions (posttest Web group only): A 10-item scale asking the respondent to rate the functionality (eg, ease of navigation, clarity of layout) of the program. Lower score is better.

A copy of all health outcome measures is available upon request.

Equivalence of Groups

To determine the degree to which the randomization produced like samples, the experimental and control groups were compared on demographics and selected pretest dependent measures. To assess whether the experimental and control groups of the main study sample (those who completed both pretest and posttest) differed on selected dependent measures at pretest, analysis of variance (ANOVA) contrasted the two groups at pretest on five key dependent measures—Attitudes Toward a Healthful Diet, Eating Practices, Symptoms of Distress, Godin Sweat Score [22], and Weight. All comparisons were nonsignificant, indicating that the two groups were equivalent at pretest on the central outcomes of interest. Chi-square analyses contrasted the two groups on demographics at pretest—race, ethnicity, gender, education, marital status, and income—and found no significant differences, indicating that the two groups were demographically equivalent. The results of these analyses indicate that the randomization process was successful in producing equivalent groups.

ANOVA contrasting the pretest scores of the dropouts with those who completed both pretest and posttest on the same five dependent measures (Attitudes Toward a Healthful Diet, Eating Practices, Symptoms of Distress, Godin Sweat Score, and Weight) found no significant differences between the two groups, indicating that there was not differential attrition as a function of pretest position on key outcomes. Chi-square analyses contrasted the demographics (race, ethnicity, gender, education, marital status, and income) of the dropouts with those who completed both surveys and found no differences between the two groups, indicating that the demographic composition of the dropouts did not differ significantly from that of the participants who completed both surveys.

Interventions

The Web-based program, Health Connection, is a comprehensive multimedia health promotion program offering substantial information and guidance on the major health promotion and wellness topics of stress management, nutrition/weight management, and fitness/physical activity. Conceptually rooted in accepted models of health behavior change as described above [12-13,15], the program was intended to be more than an information resource: it was designed to improve the health practices and attitudes of working adults in the three health topic areas. Many of the concepts and much of the content of the program were drawn from previous video-centered programs developed and tested by our group in a series of workplace-based studies [7-11].

The program was developed by the ISA Associates team over a 2-year period through multiple cycles of development and testing, beginning with focus group assessments of prototype content and culminating in the workplace-based field test. From the outset, the program was designed specifically for the broadband environment, anticipating that most workplaces would have DSL or higher Internet connections by 2005. Accordingly, the program, constructed in Macromedia Flash, is highly interactive with ample graphics, audio, and video (the entire program is audio-narrated). Many of these main elements are congruent with health behavior change theory and principles.
(eg, providing opportunities for observational learning, building self-efficacy, and self-tailoring of content and sequence). Sample screenshots are displayed in Figures 1a and 1b and Multimedia Appendix 1, and an outline of the program content is available in Multimedia Appendix 2.

The print materials consisted of five commercially available booklets:

1. “Low-Fat Eating” (15 pages)
2. “Getting Started with Weight Management” (15 pages)
3. “Stress Management: A Personal Action Guide” (15 pages)
4. “Fitness: The High Performance Lifestyle” (17 pages)
5. “Alcohol, Drugs, and a Healthy Lifestyle: What’s the Connection” (11 pages)

All booklets were colorful and included graphics and various tracking forms and logs. Outlines of the content of each booklet are presented in Multimedia Appendix 3.

Figure 1a. Health Connection screenshots
Four major types of analyses were conducted on the health outcomes survey data: (1) analysis of covariance (ANCOVA), contrasting posttest measures of the Web and print groups with pretest measures as the covariate; (2) t tests of pretest-posttest changes within group; (3) dosage analyses using ANOVA to test for Web program exposure effects on dependent measures; and (4) ANOVA to compare user evaluations of the program (ratings of Web program vs print materials).

Results

Participation and Retention

There were approximately 5000 employees in the company, virtually all of whom were eligible to participate in the program. A total of 480 employees signed up for the program and participated in the pretest survey, roughly a 10% participation rate.

There was a moderate amount of attrition from pretest to posttest, as 61 subjects — 38 from the Web group (85% retention rate) and 23 from the print group (87% retention rate) — who completed the pretest were not included in the final analysis, either because they did not complete the posttest or because they did not meet the criteria for inclusion. In the Web group, 27 subjects did not complete the posttest, and 11 subjects were excluded because they reported that they did not access the program. In the print group, 20 subjects did not complete the posttest, and 3 subjects claimed never to have received the print materials. The flow of participants through the study is shown in Figure 2.

For a more detailed analysis and discussion of the rates of participation and retention (along with frequency of Web program access), see Multimedia Appendix 4 for a PowerPoint presentation by Cook and associates.
Eating Practices and Attitudes

Table 2 presents the results of the ANCOVA to test differential improvement on several measures of eating practices and attitudes. The Web group showed significantly greater improvement than the print group on measures of Attitudes Toward a Healthful Diet and Dietary Stage of Change. There were no other differences in the ANCOVA results between the two groups on these measures.
Table 2. Eating practices and attitudes

<table>
<thead>
<tr>
<th>Measure</th>
<th>Web Posttest Mean (SD)</th>
<th>Print Posttest Mean (SD)</th>
<th>F (Degrees of Freedom)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes Toward a Healthful Diet*</td>
<td>3.835 (0.395)</td>
<td>3.711 (0.434)</td>
<td>7.104 (1,415)</td>
<td>.008</td>
</tr>
<tr>
<td>Eating Patterns*</td>
<td>2.695 (0.488)</td>
<td>2.641 (0.474)</td>
<td>0.004 (1,416)</td>
<td>.95</td>
</tr>
<tr>
<td>Dietary Motivation*</td>
<td>4.24 (0.786)</td>
<td>4.18 (0.850)</td>
<td>0.012 (1,416)</td>
<td>.91</td>
</tr>
<tr>
<td>Dietary Intentions*</td>
<td>4.126 (0.774)</td>
<td>4.189 (0.731)</td>
<td>0.198 (1,414)</td>
<td>.66</td>
</tr>
<tr>
<td>Dietary Self-Efficacy*</td>
<td>3.840 (0.759)</td>
<td>3.771 (0.784)</td>
<td>0.092 (1,414)</td>
<td>.76</td>
</tr>
<tr>
<td>Dietary Stage of Change†</td>
<td>1.902 (0.902)</td>
<td>2.149 (0.921)</td>
<td>6.487 (1,408)</td>
<td>.01</td>
</tr>
<tr>
<td>Weight Stage of Change*</td>
<td>3.00 (0.909)</td>
<td>3.00 (0.712)</td>
<td>0.286 (1,403)</td>
<td>.59</td>
</tr>
</tbody>
</table>

*Higher score is better.
†Lower score is better.

Table 3 shows the results of tests of pretest-posttest changes in dietary outcomes for the Web group, showing that the Web group produced significant pretest-posttest improvements on all seven outcome measures. However, the print group showed similar significant improvements, with the exception of a nonsignificant change in Weight Stage of Change.

Table 3. Pretest-posttest changes: eating practices and attitudes

<table>
<thead>
<tr>
<th>Measure</th>
<th>Pretest Mean (SD)</th>
<th>Posttest Mean (SD)</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes Toward a Healthful Diet*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>3.6358 (0.4309)</td>
<td>3.8354 (0.3950)</td>
<td>−7.673</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Print</td>
<td>3.5698 (0.4586)</td>
<td>3.7113 (0.4344)</td>
<td>−5.051</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Eating Patterns*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>2.5929 (0.50295)</td>
<td>2.6949 (0.4884)</td>
<td>−4.717</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Print</td>
<td>2.5256 (0.4669)</td>
<td>2.6408 (0.4743)</td>
<td>−5.174</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Dietary Motivation*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>4.24 (0.786)</td>
<td>4.13 (0.783)</td>
<td>2.506</td>
<td>.01</td>
</tr>
<tr>
<td>Print</td>
<td>4.18 (0.850)</td>
<td>4.04 (0.797)</td>
<td>2.771</td>
<td>.01</td>
</tr>
<tr>
<td>Dietary Intentions*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>3.9116 (0.8713)</td>
<td>4.1256 (0.7736)</td>
<td>−4.147</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Print</td>
<td>3.984 (0.7979)</td>
<td>4.1895 (0.7313)</td>
<td>−3.972</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Dietary Self-Efficacy*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>3.5533 (0.8207)</td>
<td>3.8403 (0.7587)</td>
<td>−5.494</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Print</td>
<td>3.4562 (0.8503)</td>
<td>3.7711 (0.7844)</td>
<td>−5.978</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Dietary Stage of Change†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>2.306 (1.061)</td>
<td>1.902 (0.902)</td>
<td>6.167</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Print</td>
<td>2.4199 (0.9989)</td>
<td>2.1486 (0.9214)</td>
<td>4.385</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Weight Stage of Change*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>2.84 (0.880)</td>
<td>3.00 (0.909)</td>
<td>−2.747</td>
<td>.01</td>
</tr>
<tr>
<td>Print</td>
<td>2.92 (0.735)</td>
<td>3.00 (0.712)</td>
<td>−1.694</td>
<td>.09</td>
</tr>
</tbody>
</table>

*Higher score is better.
†Lower score is better.
Weight
The ANCOVA analyses for reported weight indicated that there was no significant differential change in weight between the two groups. However, both groups achieved a significant, though small, reduction in reported weight from pretest to posttest. The Web group lost an average of 0.57 kg ($t = 2.09$, $P = .04$), and the print group lost an average of 0.96 kg ($t = 2.33$, $P = .02$).

Stress Management
The ANCOVA to test differential change between the Web group and the print group detected no differences between the two groups on the three measures of stress. In addition, none of the 13 subscales of Coping Skills (2-item subscales, scored individually, equaling 26 items) yielded differences between the groups.

Table 4 displays the results of tests of pretest-posttest change in stress outcomes, showing significant improvement by the Web group on Symptoms of Distress; however, the print group showed significant pretest-posttest improvement on all three stress outcome measures.

<table>
<thead>
<tr>
<th>Measure*</th>
<th>Pretest Mean (SD)</th>
<th>Posttest Mean (SD)</th>
<th>$t$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived Stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>14.21 (4.936)</td>
<td>13.6746 (4.8773)</td>
<td>1.780</td>
<td>.08</td>
</tr>
<tr>
<td>Print</td>
<td>15.05 (4.645)</td>
<td>14.2714 (4.545)</td>
<td>2.862</td>
<td>.01</td>
</tr>
<tr>
<td>Stress Stage of Change</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>2.40 (1.555)</td>
<td>2.30 (1.504)</td>
<td>0.915</td>
<td>.36</td>
</tr>
<tr>
<td>Print</td>
<td>2.53 (1.555)</td>
<td>2.15 (1.417)</td>
<td>3.716</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Symptoms of Distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>30.29 (8.22)</td>
<td>29.14 (8.386)</td>
<td>2.474</td>
<td>.01</td>
</tr>
<tr>
<td>Print</td>
<td>31.62 (7.922)</td>
<td>30.03 (7.659)</td>
<td>3.813</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*Lower score is better.

Physical Activity
The ANCOVA to test differential change between the Web group and the print group detected no differences between the two groups on the five measures of physical activity. As shown in Table 5, the tests of pretest-posttest changes within groups showed that both groups achieved significant improvement on the Godin Sweat Score [22] and the Activity Stage of Change measure, while the print group also showed significant improvement on the Activity Confidence measure (although Web group came close).
Table 5. Pretest-posttest changes: physical activity

<table>
<thead>
<tr>
<th>Measure</th>
<th>Pretest Mean (SD)</th>
<th>Posttest Mean (SD)</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Godin Leisure Score *</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>46.55 (55.866)</td>
<td>57.35 (121.588)</td>
<td>−1.688</td>
<td>.09</td>
</tr>
<tr>
<td>Print</td>
<td>42.81 (62.115)</td>
<td>46.53 (35.916)</td>
<td>−0.802</td>
<td>.42</td>
</tr>
<tr>
<td>Godin Sweat Score †</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>2.08 (0.751)</td>
<td>1.91 (0.646)</td>
<td>3.454</td>
<td>.001</td>
</tr>
<tr>
<td>Print</td>
<td>2.17 (0.784)</td>
<td>1.94 (0.705)</td>
<td>4.546</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Activity Stage of Change †</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>2.26 (1.286)</td>
<td>1.97 (1.191)</td>
<td>3.682</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Print</td>
<td>2.50 (1.279)</td>
<td>2.13 (1.192)</td>
<td>4.556</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Activity Motivation *</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>4.12 (0.953)</td>
<td>4.06 (1.052)</td>
<td>1.051</td>
<td>.29</td>
</tr>
<tr>
<td>Print</td>
<td>4.14 (0.898)</td>
<td>4.11 (1.098)</td>
<td>0.573</td>
<td>.57</td>
</tr>
<tr>
<td>Activity Intentions *</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>4.53 (0.791)</td>
<td>4.60 (0.694)</td>
<td>−1.414</td>
<td>.16</td>
</tr>
<tr>
<td>Print</td>
<td>4.48 (0.816)</td>
<td>4.56 (0.778)</td>
<td>−1.490</td>
<td>.14</td>
</tr>
<tr>
<td>Activity Confidence *</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web</td>
<td>3.80 (1.194)</td>
<td>3.94 (1.020)</td>
<td>−1.896</td>
<td>.06</td>
</tr>
<tr>
<td>Print</td>
<td>3.51 (1.217)</td>
<td>3.81 (1.131)</td>
<td>−4.068</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*Higher score is better.
†Lower score is better.

Dosage Analysis

In order to assess the extent to which the Web program effects were a function of the number of times the user accessed a particular program module (stress management, physical activity, and nutrition/weight control), a series of dosage analyses were conducted on the outcome measures. The Web group participants were classified into three groups: those who reported that they never accessed the particular module, those who reported accessing it once, and those who reported accessing it more than once. The analyses tested for (1) linear trends by group and (2) multiple contrasts by group for all outcome measures. The multiple contrasts also included the print group as a fourth group.

The results of the trend analysis on dietary measures, shown in Table 6, indicate that there were significant linear effects of the Web-based nutrition/weight control module on three of the seven dietary measures: Self-Efficacy, Attitudes Toward a Healthful Diet, and Dietary Stage of Change.

Table 6. Nutrition/weight control module effects by dosage: trend analyses

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean Score by Number of Times Accessed (No.)</th>
<th>Overall F (Degrees of Freedom)</th>
<th>P</th>
<th>Linear F (Degrees of Freedom)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Never</td>
<td>Once</td>
<td>More Than Once</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dietary Self-Efficacy</td>
<td>3.579</td>
<td>3.781</td>
<td>3.989</td>
<td>(86)</td>
<td>5.270</td>
</tr>
<tr>
<td>Attitudes Towards a Healthful Diet</td>
<td>3.751</td>
<td>3.809</td>
<td>3.890</td>
<td>(87)</td>
<td>2.585</td>
</tr>
<tr>
<td>Eating Patterns</td>
<td>2.678</td>
<td>2.695</td>
<td>2.700</td>
<td>(87)</td>
<td>.059</td>
</tr>
<tr>
<td>Dietary Motivation</td>
<td>4.090</td>
<td>4.229</td>
<td>4.310</td>
<td>(87)</td>
<td>1.473</td>
</tr>
<tr>
<td>Dietary Intentions</td>
<td>4.110</td>
<td>4.075</td>
<td>4.184</td>
<td>(87)</td>
<td>.694</td>
</tr>
<tr>
<td>Dietary Stage of Change</td>
<td>2.199</td>
<td>1.961</td>
<td>1.738</td>
<td>(84)</td>
<td>4.627</td>
</tr>
<tr>
<td>Weight Stage of Change</td>
<td>3.118</td>
<td>2.894</td>
<td>3.079</td>
<td>(83)</td>
<td>1.682</td>
</tr>
</tbody>
</table>
The analysis of contrasts of the print group (who never accessed the nutrition/weight control module) with the three different levels of access of the nutrition/weight control module in the Web group also produced significant dosage effects for the same three dietary measures. On all three measures, the significant contrast occurred in the print group versus the Web group that accessed the module more than once (Table 7).

### Table 7. Nutrition/weight control module effects by dosage: multiple contrasts

<table>
<thead>
<tr>
<th>Measure</th>
<th>Contrasts of the Print Group vs Levels of Web Access, ( P ) values</th>
<th>Overall Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Never</td>
<td>Once</td>
</tr>
<tr>
<td>Diet Self-Efficacy</td>
<td>.06</td>
<td>.61</td>
</tr>
<tr>
<td>Attitudes Towards a Healthful Diet</td>
<td>.96</td>
<td>.14</td>
</tr>
<tr>
<td>Eating Patterns</td>
<td>.80</td>
<td>.95</td>
</tr>
<tr>
<td>Dietary Motivation</td>
<td>.25</td>
<td>.92</td>
</tr>
<tr>
<td>Dietary Intentions</td>
<td>.74</td>
<td>.31</td>
</tr>
<tr>
<td>Dietary Stage of Change</td>
<td>.48</td>
<td>.17</td>
</tr>
<tr>
<td>Weight Stage of Change</td>
<td>.31</td>
<td>.42</td>
</tr>
</tbody>
</table>

The findings from the dosage analysis are similar to those for the two-group Web versus print ANCOVA, except that the dosage analysis—both trend and multiple contrasts—revealed significant effects of the Web program on the measure of Dietary Self-Efficacy as well as Attitudes Toward a Healthful Diet, and Dietary Stage of Change.

The dosage analyses conducted for the other two modules (physical activity and stress management) found no significant dosage effects for either.

### Program Evaluations

At posttest, all subjects rated the program materials, either the Web-based program or the print materials, using a 5-point scale. In each of three topic areas—stress, diet, and weight management—subjects rated the materials on the degree to which they (1) “provided a wealth of information,” (2) “gave me helpful tips,” (3) “motivated me,” (4) provided good examples,” and (5) “encouraged me to examine [the topic].” Within each topic area, the ratings were averaged and ANOVA was used to test differences between groups on these average ratings. As shown in the first three rows of Table 8, the Web group ratings significantly exceeded the print group in all three topic areas.

Subjects also rated the extent which the materials (Web-based or print) were “engaging and appealing,” and “easy to access and understand.” The last three rows of Table 8 show that the ratings for the Web-based program significantly exceeded the print materials for the first measure and in the average of the two ratings (overall). Although the Web-based program received higher ratings for the second measure, the difference was not statistically significant.

### Table 8. Program evaluations

<table>
<thead>
<tr>
<th>Segment/Topic*</th>
<th>Web Posttest Mean (SD)</th>
<th>Print Posttest Mean (SD)</th>
<th>F (Degrees of Freedom)</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress management</td>
<td>2.00 (0.73)</td>
<td>2.15 (0.61)</td>
<td>4.748 (1,395)</td>
<td>.03</td>
</tr>
<tr>
<td>Diet/nutrition</td>
<td>1.86 (0.67)</td>
<td>2.08 (0.67)</td>
<td>11.380 (1,398)</td>
<td>.001</td>
</tr>
<tr>
<td>Weight management</td>
<td>1.99 (0.73)</td>
<td>2.16 (0.69)</td>
<td>5.721 (1,392)</td>
<td>.02</td>
</tr>
<tr>
<td>Engaging/appealing</td>
<td>1.79 (0.86)</td>
<td>2.09 (0.87)</td>
<td>12.156 (1,410)</td>
<td>.001</td>
</tr>
<tr>
<td>Accessible/ understandable</td>
<td>1.50 (0.55)</td>
<td>1.60 (0.50)</td>
<td>3.233 (1,409)</td>
<td>.07</td>
</tr>
<tr>
<td>Overall evaluation</td>
<td>1.65 (0.64)</td>
<td>1.84 (0.60)</td>
<td>9.808 (1,410)</td>
<td>.002</td>
</tr>
</tbody>
</table>

* Lower score is better.

### Discussion

#### Review and Interpretation of Findings

The direct comparisons of the Web group and print group showed that the Web-based program performed significantly better than the print materials on measures of Attitudes Toward a Healthful Diet and Dietary Stage of Change, and the dosage analysis indicated significant effects of the Web-based nutrition/weight management segment on Dietary Self-Efficacy as well. In addition, the Web-based program performed significantly better than the print materials on virtually all dimensions of program evaluation. However, on outcome measures of stress and physical activity, there were no significant differences between those who received the Web-based program and those who received the print materials.
Of particular interest was the finding that both the Web group and the print group showed significant improvements on multiple measures in each topic area (diet, stress, etc) from pretest to posttest, suggesting that either (1) both interventions were effective in improving health practices and attitudes or (2) the improvements were the spurious result of some other force or event, perhaps an overall social desirability effect, a Hawthorne effect, or a function of most subjects in both groups coming to the field test with substantial motivations to improve their health. Because it was originally thought that the print materials would form a relatively weak intervention compared to the Web program, a no-treatment control was not included in the design; thus, it is difficult to determine which interpretation is the correct one. It is possible that the improvements occurred as a result of a secular or environmental change affecting both groups, such as an easing of the workload across the workforce (unlikely) or the implementation of another health promotion program in all three offices (this was not the case). It is also possible that both groups exhibited a quasi-placebo effect: wanting to improve their health practices and given some impetus to do so (the surveys and programs), they reported improvements across most of the measures, but the improvements were not a function of the interventions. However, the fact that the improvements occurred consistently in the predicted direction across the majority of these measures, including reductions in reported weight from pretest to posttest, argues against this interpretation.

Perhaps the most plausible explanation is that most of the participants in both groups entered the study with considerable motivation to make improvements in their health practices and attitudes, and both the Web-based program and the print materials contained sufficient information and guidance to help participants make the desired improvements. Indeed, for both groups, the pretest motivation items for improving dietary practices and for increasing activity exceeded 4.0 on a 5-point scale, indicating that both groups were indeed motivated to make positive changes in diet and activity upon entering the field test. Although the print group was originally conceived as a control group, it seems likely that the scope and quality of the print materials—five colorful booklets that included tracking forms and logs, totaling 73 pages—were such that the print materials were effective interventions in themselves and constituted a substantial rival to the Web program. As noted earlier, the effectiveness of print materials for changing health behaviors and outcomes is supported in the literature [16-19]. In comparison to the print materials, the Web program contained more total content and was presented in a multimedia format; hence, the Web program received higher ratings for being appealing and motivating, providing a wealth of information, and for other evaluation measures than the print materials. Indeed, the superiority of the Web program over the print materials in the participant ratings was striking: across all topic areas, the Web group ratings significantly exceeded the print ratings on 15 items; the print group ratings exceeded the Web group on none. The Web group program consistently garnered higher ratings for “wealth of information,” “helpful tips,” “motivated me,” “provided good examples,” and “encouraged me to examine [the topic].”

On the other hand, the print materials offered other advantages: users had all the material in hand from the start, with no need to access the Web or navigate the program, and they could carry one or more of the booklets virtually anywhere they went. The apparent efficacy of the print materials suggests that increasing the number of printable downloads in the Web program would improve its effectiveness.

The findings from the dosage analysis further support the view that the effects of the Web program were real and not a result of social desirability or other nonprogram effects, at least in the dietary topic area. On multiple measures, the Web program effects were a positive linear function of the number of times users accessed the program; as exposure to the program increased, so did the size of the improvements. As noted in the presentation by Cook et al (see Multimedia Appendix 4), the frequency with which users accessed the Web-based program was lower than anticipated and was especially low for the modules on stress and physical activity, a finding which suggests, along with the dosage analysis, that frequency of access might be related to program effects. Although the causal direction is unclear, taken together these findings suggest that procedures designed to increase the frequency of user access (eg, tying incentives to frequency of access) might improve both adherence and efficacy.

Related Studies

The results of this study are generally congruent with findings from other evaluations of Web-based health interventions, although this Web-based program addressed a wider variety of health topics than most previous interventions, which have typically focused on a single health topic. The meta-analysis of Web-based versus non-Web-based interventions conducted by Wantland and associates concluded that effect size comparisons across the 22 studies showed improvement in knowledge and/or behavior change health outcomes for individuals using Web-based interventions [5]. However, a closer examination of the three studies in the meta-analysis that focused on nutrition/weight management and physical activity reveals that the results for these particular studies were less uniformly positive than the overall conclusions seemed to indicate. The assessment of a Web-based intervention to facilitate weight loss found a modest effect size of .15, and the authors concluded that the Web-based intervention was not as effective as in-person support [23]. A randomized control trial of the efficacy of a Web-based tailored nutrition education program found the Web-based group to be significantly better than the control group on posttest measures of nutrition awareness and intentions to change, concluding that Web-based interventions can lead to changes in determinants of behavior [24]. A study comparing Web-based and print versions of a work site physical activity program showed no significant increase in physical activity in either group, although the Web group showed a significant decrease in time reported sitting [25].

However, although the studies of Web-based weight management programs reviewed by Wantland et al did not generate evidence of strong effects, recent evaluations of other Web-based weight management programs [26-28] have produced positive findings, indicating that the positive results
on dietary measures found in this study are congruent with other, perhaps similar Web-based programs. In particular, with its emphasis on healthy eating, the relationship between food consumption and energy expenditure, tips on overcoming barriers, and so on, the Balance program studied by Rothert and associates [28] appears to be quite similar to the Health Connection program, although more structured and focused specifically on weight loss among those with a body mass index above 27. Their program showed substantial effects in the dietary area, as participants in the Balance program lost significantly more weight than participants in an information-only condition, and more Balance participants than information-only participants reported that the program was relevant, helpful, and easy to understand. However, attrition in the Rothert study was much greater than in the present study, as only 30% and 20% of the baseline sample responded to the follow-up surveys at 3 and 6 months, respectively—a significant limitation of the study, as noted by the authors. The much higher retention rate in the present study was probably due in part to the monetary incentives tied to survey responses, while the Rothert study offered no incentives.

In some contrast to the relatively positive findings from this study and others on Web-based dietary and weight management programs, studies of Web-based programs aimed at stress management and increasing physical activity are less numerous and, as indicated by the Wantland review [5], somewhat less efficacious. The relative paucity of Web-based programs aimed at stress and activity compared to weight management is doubtless a reflection of the interests of the general population and the increasing importance placed on weight control by medical professionals. However, the lesser degree of efficacy found in this study as well as others on levels of stress and activity suggests the possibility that these topics might be less suited to Web-based approaches than programs aimed at weight control, or that Web-based techniques in the areas of stress and activity programs are less advanced than in the dietary area.

It should be emphasized that Web-based programs vary widely not only in content but also in the degree to which they are science-based (both scientifically accurate and rooted in accepted theories of health behavior change), media-rich, and interactive. Web-based programs containing questionable information or lacking accepted theoretical foundations are unlikely to be effective [28,29].

There are substantial differences in the level of effort and costs of implementing and distributing Web- and print-based approaches. Providing access to the Web program required only a single email message sent instantaneously to all participants, whereas the print materials had to be mailed individually (through company mail) to all participants located in three different offices across the United States. Providing a Web-based program to users is also probably less costly than providing print materials, except perhaps for very small workforces. Indeed, once built, Web-based programs can be delivered to millions of users in a very cost-effective manner, reaching audience sizes unattainable by the traditional workplace health promotion programs.

Limitations

Limitations of the study include the following: (1) all dependent measures were self-reports; (2) the test period was limited to three months; and (3) a no-treatment control condition was not included. Future research on the efficacy of Web-based health promotion interventions should include the collection of physical/biological measures and health care utilization data, should assess participants for longer periods or time, and should include a no-treatment control group.
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Abstract

Background: Heavy drinking is responsible for major health and social problems. Brief interventions have been shown to be effective, but there have been difficulties in reaching those who might benefit from them. Pilot studies have indicated that a Web-based intervention is likely to be acceptable to heavy drinkers and may produce some health benefits. However, there are few data on how many people might use such a program, the patterns of use, and potential benefits.

Objectives: The aim was to examine the demographic characteristics of users of a free, Web-based, 6-week intervention for heavy drinkers and to describe the methods by which users identified the site, the pattern of site use and attrition, the characteristics associated with completing the program, and the self-reported impact on alcohol-related outcomes.

Methods: Cohort study. Visitors to the Web site were offered screening with the Fast Alcohol Screening Test, and those scoring above the cutoff for risky drinking were invited to register with the program. Demographic information was collected routinely at registration, and questionnaires were completed at the end of weeks 1 and 6. The outcome measures assessed dependency (Short Alcohol Dependency Data Questionnaire), harms (modified Alcohol Problems Questionnaire), and mental health (Clinical Outcomes in Routine Evaluation–Outcome Measure).

Results: The records of 10000 users were analyzed. The mean age was 37.4 years, 51.1% were female, 37.5% were single, and 42.4% lived with children. The majority were White British, lived in the United Kingdom, and reported occupations from the higher socioeconomic strata. Over 70% connected to the Down Your Drink (Down Your Drink) site from another Internet-based resource, whereas only 5.8% heard about the site from a health or other professional. Much of the Web site use (40%) was outside normal working hours. Attrition from the program was high, with only 16.5% of registrants completing the whole 6 weeks. For those who completed the program, and the final outcome measures, measures of dependency, alcohol-related problems, and mental health symptoms were all reduced at week 6.

Conclusions: The Web-based intervention was highly used, and those who stayed with the program showed significant reductions in self-reported indicators of dependency, alcohol-related problems, and mental health symptoms; however, this association cannot be assumed to be causal. Programs of this type may have the potential to reach large numbers of heavy drinkers who might not otherwise seek help. There are significant methodological challenges and further research is needed to fully evaluate such interventions.

(J Med Int Rev 2007;9(2):e10) doi:10.2196/jmir.9.2.e10
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**Introduction**

Excess alcohol consumption, and the harm caused by it, is a major public health concern throughout the developed world [1-3]. Regular heavy alcohol consumption and binge drinking are associated with physical problems, mental health problems, antisocial behavior, violence, accidents, suicide, injuries, road traffic accidents, unsafe sexual behavior, underperformance at school, and crime. In the United Kingdom, alcohol misuse accounts for over 30000 hospital admissions for alcohol dependence, up to 70% of all admissions to accident and emergency departments at peak times, and up to 22000 premature deaths. The total cost of alcohol misuse to the health service was calculated to be £1.7 billion per annum, which though substantial, is much less than the total annual cost of alcohol-related crime (£7.4 billion) and lost productivity (£6.4 billion) [3]. Similar costs are identified in the United States, with the overall economic cost of alcohol abuse estimated at $184.6 billion, most of which was attributed to lost productivity [1]. Alcohol dependence is not confined to adulthood: in 2000, nearly 14% of 16- to 19-year-olds in Great Britain were found to experience dependence on alcohol [3].

Brief interventions seek to change views of the personal acceptability of excessive drinking and to encourage self-directed behavior change. They can be delivered by practitioners or as self-help materials. There is a substantial body of evidence demonstrating that brief interventions for individuals at risk can have significant impact on reducing alcohol consumption and, in some cases, alcohol-related harm when delivered both in primary and secondary health care settings [4-8]. However, their impact on public health has been severely limited, due partly to the reluctance of at-risk individuals to seek help [9] and partly to a lack of health care resources and the unwillingness of health care professionals to undertake these interventions [10]. General practitioners, for example, who are in a key position to deliver such interventions, rarely do so because of both lack of skills and fear of potential adverse effects on relationships with their patients [10].

Until recently, self-help materials were almost exclusively paper-based. However, the Internet has triggered a growth in more interactive self-help materials. It is thought that this interactivity is likely to enhance the potential for behavior change [11]. In public health terms, the Internet has the considerable advantage that once the Web site has been developed, the marginal cost of delivering the intervention to unlimited numbers of people is minimal, in marked contrast to face-to-face interventions. Approximately 60% of individuals in the United Kingdom report using the Internet regularly [12], and a recent telephone survey in Canada showed that current drinkers are more likely to have access to the Internet than abstainers [13]. Heavy drinkers have been shown to benefit from a PC Windows-based behavioral treatment program [14,15]. Younger people, who are most at risk of binge drinking [3], use new information and communication technologies such as the Internet and mobile phones in preference to more traditional sources of health information or health promotion [16]. Pilot studies have shown that people with drinking problems are willing to use screening tools on the Internet [17,18]. One study asked Web site visitors to complete a questionnaire about their alcohol use and provided a brief intervention in the form of feedback and advice [19]. A recent review identified a number of Internet-based screening and assessment tools (but few treatment or intervention-based applications), which were mostly directed at college students and usually required users to attend special sessions in an office [20-22].

One exception is the Alcohol Help Centre, which provided online personal feedback to users of an online eHealth service [23]. A modified version of this Internet-based tool was piloted in Finland. In a relatively small cohort study (n = 343), at 3-month follow-up, users had reduced their drinking compared to baseline [24].

Down Your Drink is a well-established, comprehensive, freely available, interactive Web-based treatment program for people with alcohol problems. An initial pilot study demonstrated the feasibility of the approach [25], and this present study seeks to extend what is known about the “natural history” of the site over a longer period and to describe the users and their outcomes. All advertising and promotion of the site ceased after the pilot study, but the Web-based program continued to be hosted on the Web site of Alcohol Concern, the United Kingdom's premier charity addressing issues around alcohol.

The aims of the present study were to describe the patterns of use and self-reported effectiveness among users of Down Your Drink. The study set out to describe the demographic characteristics of users, the methods employed to identify and access Down Your Drink, the patterns of use, the demographic and clinical characteristics associated with completing the 6-week program, and self-reported changes in alcohol-related outcomes associated with use of Down Your Drink.

**Methods**

This was a pragmatic cohort study of the first 10000 people who registered to use the site, after the end of the pilot phase (ie, after September 2003).

The study was approved by the Camden and Islington Local Research Ethics Committee.

Down Your Drink was developed with support from the Alcohol Education and Research Council as a Web-based interactive program of brief interventions to reduce alcohol consumption in heavy drinkers and is hosted on a single dedicated Web site [25].

The animated home page invited visitors to assess their level of drinking by taking the Fast Alcohol Screening Test (FAST) [26]. Feedback was presented numerically and visually. The home page (Figure 1) also contained links to frequently asked questions (FAQs) about heavy drinking, information about the 6-week program, its authors, the research study, and the organizations sponsoring the site (The National Health Service, Alcohol Concern, Alcohol Education and Research Council, and the Royal Free and University College London Medical School ).
The Web site content was structured as a set of six consecutive intervention modules designed to be accessed by the registrants at weekly intervals. Once a given module had been completed, access to the subsequent module was barred for 7 days. The 6-week program was based on the stages of change model [27] and contained components common in brief interventions, including motivational enhancement [28], cognitive behavioral therapy [29], and relapse prevention [30]. Experience with the original print version of the program suggested that structuring the material over 6 weeks allowed users sufficient time to complete the various items and plan their behavior change. There were also components unique to a computer-based system, designed to exploit the interactivity and flexibility of the Internet (Figure 2 and Multimedia Appendix 1). These included an automated drinking diary and consumption calculator, online quizzes, interactive behavioral analysis of drinking situations (the “thinking drinking” log), blood alcohol concentration calculator, and intelligent email that sent reminders and controlled-drinking tips to an individual email address or as a Short Message Service (SMS) text message to a cell phone. Associated with the Down Your Drink program was a nonmoderated listserve for Down Your Drink users hosted by Yahoo groups where users of the program could exchange personal messages about their experience with the program and obtain peer support for their efforts in reducing their drinking.
Recruitment
An off-line advertising campaign was run in September 2001 to coincide with the launch of the Web site and the early part of the pilot study. All off-line advertising ceased at the end of 2001 (Multimedia Appendix 2). The site was also registered with the Yahoo search engine and was listed in the information pages of a number of UK-based health-related periodicals. By the time this study started (September 2003), there had been no off-line advertising for this Web site for over 18 months. All visitors to the Down Your Drink site were invited to complete an initial assessment using the FAST [26]. The maximum score for the FAST is 16, and the cutoff point for risky drinking is 3. Those who scored 3 or above were advised that they were at risk from their drinking behavior and were directed to the free 6-week program. Those with lower FAST scores were also able to use the program. Visitors who wished to participate in the 6-week program were required to complete an online consent form (Multimedia Appendix 3) and provide registration data prior to accessing the site. Following this, they could enter the first week of the program.

Baseline and Outcome Measures
In order to participate, users were invited to read the policy on confidentiality, complete the consent procedure, and then choose a username and password. Those who agreed to register were required to submit information about their age, gender, marital status, family composition, ethnicity, occupation, country of residence, and how they had learned about the site. The primary outcome measure was the 14-item Short Alcohol Dependency Questionnaire (SADD), which measures dependency on alcohol [31]. This was selected in preference to a measure of alcohol consumption as, at that time, there was no direct measure of alcohol use validated for use on the Internet. Secondary outcome measures included an abbreviated (35-item) version of the Alcohol Problems Questionnaire (APQ), which assesses harm associated with heavy drinking [32], and the Clinical Outcomes in Routine Evaluation-Outcome Measure (CORE-OM), a 34-item measure of mental health symptoms [33]. For all these questionnaires, higher scores indicate greater levels of harm. All measures were completed online at the end of weeks 1 and 6. Respondents were able to review and check their responses by the using the back button on their browser. Respondents were not required to complete all the items in each questionnaire, thus allowing the possibility of differential response rates on each questionnaire.

All the data for the study were collected automatically on a live database located on a secure dedicated Web site. Access to this database was by password only and was restricted to members of the research team. This database was initially launched simultaneously with the Down Your Drink Web site in October 2001, but was withdrawn at the end of the pilot phase for re-development. The upgraded database was subsequently...
re-launched in September 2003, and the data presented here are from the first 10000 users after the launch of the revised database.

Usage data were collected automatically on the Down Your Drink Web server and analyzed by a Web server log file analysis program (Webalizer, version 2.01). These data were stored separately from the Down Your Drink registrant database. The usage data reported here are from a subset of the total participants in the study collected between January and December 2004.

Analysis

Data for the first 10000 users were extracted from the live database on March 1, 2006, and transferred into SPSS, version 12.0.1 for Windows via Microsoft Access, where all data related to individual Web site users were linked using the unique identifier created by the Down Your Drink site.

These data were then subjected to frequency analysis and paired $t$ tests were performed to compare the mean scores of Web site users at the beginning and end of the 6-week program. In addition, the demographic variables of age, gender, marital status (with or without partner), and family status (with or without children) were tested using a chi-square test to determine if a statistically significant relationship existed between particular demographic characteristics and the likelihood of completing the online program.

Results

It took just over 27 months, from the launch date on September 24, 2003, to January 3, 2006, to complete recruitment of 10000 users.

Demographic Characteristics of Down Your Drink Users

The self-reported demographic characteristics of the sample are shown in Table 1. It can be seen that approximately equal numbers of men and women used the program; a little over a third were single, and over 40% lived with children. Most users (81.9%) were White British, and over a quarter reported managerial and professional occupations.

The great majority (83.9%) lived in the United Kingdom, and 9.3% reported living in other English-speaking countries (United States, Canada, Australia, and New Zealand). Over 100 countries of residence were given by the remaining 6.7% of users.
<table>
<thead>
<tr>
<th>Demographic Characteristic</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>37.44</td>
<td>9.84</td>
</tr>
<tr>
<td>Gender</td>
<td>No.</td>
<td>%</td>
</tr>
<tr>
<td>Male</td>
<td>4891</td>
<td>48.9</td>
</tr>
<tr>
<td>Female</td>
<td>5109</td>
<td>51.1</td>
</tr>
<tr>
<td>Marital Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3754</td>
<td>37.5</td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>6246</td>
<td>62.5</td>
</tr>
<tr>
<td>Living With Children</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4244</td>
<td>42.4</td>
</tr>
<tr>
<td>No</td>
<td>5756</td>
<td>57.6</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managerial/professional</td>
<td>2579</td>
<td>25.8</td>
</tr>
<tr>
<td>Self-employed</td>
<td>862</td>
<td>8.6</td>
</tr>
<tr>
<td>Administrative/secretarial</td>
<td>854</td>
<td>8.5</td>
</tr>
<tr>
<td>Information technology</td>
<td>770</td>
<td>7.7</td>
</tr>
<tr>
<td>Academic</td>
<td>461</td>
<td>4.6</td>
</tr>
<tr>
<td>Housewife/househusband</td>
<td>431</td>
<td>4.3</td>
</tr>
<tr>
<td>Unemployed</td>
<td>353</td>
<td>3.5</td>
</tr>
<tr>
<td>All other</td>
<td>3690</td>
<td>3.69</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>8185</td>
<td>81.9</td>
</tr>
<tr>
<td>White other</td>
<td>911</td>
<td>9.1</td>
</tr>
<tr>
<td>White Irish</td>
<td>527</td>
<td>5.3</td>
</tr>
<tr>
<td>Asian</td>
<td>135</td>
<td>1.4</td>
</tr>
<tr>
<td>Mixed</td>
<td>93</td>
<td>0.9</td>
</tr>
<tr>
<td>Black</td>
<td>69</td>
<td>0.7</td>
</tr>
<tr>
<td>Other</td>
<td>81</td>
<td>0.8</td>
</tr>
<tr>
<td>Country of Origin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>8385</td>
<td>83.9</td>
</tr>
<tr>
<td>United States</td>
<td>554</td>
<td>5.5</td>
</tr>
<tr>
<td>Ireland</td>
<td>172</td>
<td>1.7</td>
</tr>
<tr>
<td>Australia</td>
<td>111</td>
<td>1.1</td>
</tr>
<tr>
<td>Canada</td>
<td>104</td>
<td>1.0</td>
</tr>
<tr>
<td>Other</td>
<td>674</td>
<td>6.7</td>
</tr>
</tbody>
</table>

**How Users Found Down Your Drink**

Nearly three quarters of registrants (n = 7167, 71.7%) visited the Down Your Drink site from another Internet-based resource. Most of these connected via a link from another Web site (n = 4156, 41.6%) or from a search engine (n = 2900, 29.0%), whereas a smaller group responded to a banner advert on another site (n = 111, 1.0%). Relatively few registrants had been directed to Down Your Drink from the health service (n = 583, 5.8%).
When Users Accessed Down Your Drink

The daily pattern of Down Your Drink use between January and December 2004 (represented by number of “hits” per hour) is shown in Figure 3. About 61% of the hits occurred between 9:00 am and 5:59 pm (Greenwich mean time [GMT]), with about 39% occurring between 6:00 pm and 8:59 am.

Figure 3. Mean hourly usage of Down Your Drink (Jan to Dec 2004)

Use of Down Your Drink

There was a high attrition rate from the program with only 1654 (16.5%) of the original 10000 registrants completing the 6-week program (Table 2). The greatest attrition occurred between the first and the second weeks, with much lower rates occurring thereafter.
### Table 2

Number of users completing each week of the program. Percentages are the proportion of those registered, for example, 16.5% of all users that registered with Down Your Drink had completed the 6-week program by the time of the data extraction (March 1, 2006).

<table>
<thead>
<tr>
<th></th>
<th>All Users</th>
<th></th>
<th>Male Users</th>
<th></th>
<th>Female Users</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
<td>%</td>
<td>No.</td>
<td>%</td>
</tr>
<tr>
<td>Registered</td>
<td>10000</td>
<td>100.0</td>
<td>4891</td>
<td>100</td>
<td>5109</td>
<td>100</td>
</tr>
<tr>
<td>Completed week 1</td>
<td>8933</td>
<td>89.3</td>
<td>4302</td>
<td>88.0</td>
<td>4631</td>
<td>90.6</td>
</tr>
<tr>
<td>Completed week 2</td>
<td>4020</td>
<td>40.2</td>
<td>1916</td>
<td>39.2</td>
<td>2104</td>
<td>41.2</td>
</tr>
<tr>
<td>Completed week 3</td>
<td>3006</td>
<td>30.1</td>
<td>1403</td>
<td>28.7</td>
<td>1603</td>
<td>31.4</td>
</tr>
<tr>
<td>Completed week 4</td>
<td>2411</td>
<td>24.1</td>
<td>1128</td>
<td>23.1</td>
<td>1283</td>
<td>25.1</td>
</tr>
<tr>
<td>Completed week 5</td>
<td>1928</td>
<td>19.3</td>
<td>887</td>
<td>18.1</td>
<td>1041</td>
<td>20.4</td>
</tr>
<tr>
<td>Completed week 6</td>
<td>1654</td>
<td>16.5</td>
<td>770</td>
<td>15.7</td>
<td>884</td>
<td>17.3</td>
</tr>
</tbody>
</table>

### Outcomes

In order to determine whether there were demographic or clinical characteristics that were associated with completion of the 6-week program, we compared the characteristics of those who completed the sixth week with those who had only completed the first week. We chose first week completers as the reference, as we did not have data on the outcome measures from those who had dropped out before completing the first week. We defined anyone who had done some part of week 6 as a completer, whether or not they filled in the questionnaires at the end of week 6. It can be seen that female users, users who were married or living with a partner, and users without children were more likely to complete the program than men, single users, or users with children (Table 3). The baseline responses of those users who completed the program indicated that they were less at risk of alcohol dependency and of harm from alcohol use at the time of entry into the program than those who subsequently dropped out (Table 3), although they were still at considerable risk of harm as judged by their baseline scores.
Table 3. Comparison of baseline demographic and clinical characteristics of those who completed the six week program (completers) with those who only completed the first week of the program (starters)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Starters (Completed Week 1) (n = 8933)</th>
<th>Completers (Completed Week 6) (n = 1654)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic Characteristic</td>
<td>No. (%)</td>
<td>No. (%)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>Male</td>
<td>4302 (48)</td>
<td>770 (47)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4631 (52)</td>
<td>884 (53)</td>
<td></td>
</tr>
<tr>
<td>Marital Status</td>
<td></td>
<td></td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>5646 (63)</td>
<td>1125 (68)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>3287 (37)</td>
<td>529 (32)</td>
<td></td>
</tr>
<tr>
<td>Family Status</td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>With children</td>
<td>3808 (43)</td>
<td>646 (39)</td>
<td></td>
</tr>
<tr>
<td>Without children</td>
<td>5125 (57)</td>
<td>1008 (61)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Years</td>
<td>37.6 (9.8)</td>
<td>38.9 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Clinical Characteristic</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>SADD*</td>
<td>12.31 (6.09)</td>
<td>11.52 (5.24)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Abbreviated APQ†</td>
<td>7.38 (5.01)</td>
<td>6.83 (4.66)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Core functioning</td>
<td>1.38 (0.82)</td>
<td>1.35 (0.74)</td>
<td>.17</td>
</tr>
<tr>
<td>Core problem</td>
<td>1.59 (0.92)</td>
<td>1.59 (0.81)</td>
<td>.93</td>
</tr>
<tr>
<td>Core well-being</td>
<td>1.62 (1.00)</td>
<td>1.57 (0.92)</td>
<td>.06</td>
</tr>
<tr>
<td>Core risk</td>
<td>0.41 (0.60)</td>
<td>0.34 (0.50)</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>

* Short Alcohol Dependency Data Questionnaire
† Alcohol Problems Questionnaire

Of the program completers, 57% also fully completed the outcome questionnaires at the end of the 6-week program. The mean scores for the SADD and modified APQ were significantly lower for these people at week 6 than week 1, indicating that alcohol dependency and alcohol-related harm were significantly reduced at the end of the program (Table 4). Mental health symptoms were also significantly improved. At week 1, the mean item scores for the CORE-OM were at or above the clinical thresholds on all domains for both women and men, with the single exception of the risk score for men. At week 6, the mean item scores were significantly reduced across all scales, suggesting a reduction in mental health symptoms, a reduced risk of harm to self and others, and an improvement in subjective well-being and daily functioning (Table 4).
Table 4. Change in clinical outcomes between week 1 and week 6 in users who completed the 6-week program

<table>
<thead>
<tr>
<th>Clinical Outcome Measure</th>
<th>Week 1 (Baseline) Score</th>
<th>Week 6 (Final) Score</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Value</td>
</tr>
<tr>
<td><strong>SADD (total score)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (n = 421)</td>
<td>11.51 (5.17)</td>
<td>7.65 (4.51)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Women (n = 520)</td>
<td>11.58 (5.35)</td>
<td>7.64 (5.04)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td><strong>APQ (total score)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (n = 421)</td>
<td>7.18 (4.74)</td>
<td>3.43 (3.90)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Women (n = 520)</td>
<td>6.61 (4.35)</td>
<td>3.05 (3.66)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td><strong>CORE-OM (item scores)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (n= 421)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functioning</td>
<td>1.32 (0.73)</td>
<td>0.87 (0.69)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Problem</td>
<td>1.51 (0.81)</td>
<td>0.94 (0.74)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Well-being</td>
<td>1.41 (0.90)</td>
<td>0.88 (0.84)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Risk</td>
<td>0.31 (0.46)</td>
<td>0.14 (0.33)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Women (n = 520)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functioning</td>
<td>1.37 (0.75)</td>
<td>0.85 (0.72)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Problem</td>
<td>1.66 (0.80)</td>
<td>0.99 (0.80)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Well-being</td>
<td>1.70 (0.91)</td>
<td>1.00 (0.89)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Risk</td>
<td>0.38 (0.55)</td>
<td>0.18 (0.44)</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>

Discussion

Main Findings
This large pragmatic cohort study of users of a freely available online program for non-dependent drinkers at risk of harm from alcohol use suggests that a small but significant (16.5% or 1 in 6) proportion of users will complete the 6-week program. Those that completed the program and provided outcome measures reported clinically significant benefit, with reduction in mean dependency and harm from alcohol, and improved mental health. Women, users with a partner, and users without children were more likely to complete the program.

Relationship to Previous Literature
Our findings add to the growing body of literature suggesting that behavior change can be achieved through online interventions [34-36]. This suggestion provides some empirical support for the move toward providing online public health interventions [37]. In common with many other online interventions [38], we had a very high rate of attrition. As Eysenbach has pointed out, this may be integral to the nature of online interventions and does not undermine their potential usefulness, as the marginal cost per user is so low. We also found that the online intervention was frequently accessed outside normal working hours [39], although our findings on this point must be treated with caution, as a proportion of our users came from outside the United Kingdom, and the time of access was recorded using GMT.

This online service, in common with other studies [24,40], was used by as many women as men. This is an important difference from traditional alcohol treatment services, where women tend to be underrepresented and report that the services they receive do not meet their needs [41].

Methodological Issues
This was a pragmatic cohort study aimed at exploring the usage patterns of a freely available online intervention. All data were self-reported, and we have no objective confirmation of any of the data reported here. Some users may have provided false or inaccurate data. However, there is no particular reason why registrants should have systematically lied at registration, and, given the large sample size (10000 registrants), the demographic data probably provide a reasonable description of the characteristics of users. Users who completed the 6-week course showed considerable motivation and commitment. The outcome measures were an integral part of the intervention, and users completed them entirely for their own benefit. It is difficult to know how truthful they were in completing these questionnaires, but there is some evidence to support the suggestion that responses to online questionnaires are comparable to traditional paper-based versions [42,43].

As this was an uncontrolled study, the data can only suggest an association between use of the program and an improvement in health outcomes. This study cannot determine whether this association was causal.
Implications
If confirmed, these data suggest that an online intervention aimed at nondependent heavy drinkers can make a useful addition to the public health armamentarium. Although only 16% of those who registered completed the course, in public health terms this still represents a significant number of people who could benefit. The advantages of such an intervention are that the costs are unaffected by the number of users and that the intervention can be used at home, at any time of day or night, unlike more traditional services. Future work should explore whether adapting the program, including increasing the options for flexible use, removing the requirement to work through the elements sequentially, and introducing more personalized feedback, can improve “stickiness” or adherence to the program, and whether the association between use of the program and improved outcomes is causal. We are currently undertaking a randomized controlled trial to explore both these questions.
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Abstract

Background: Open source (OS) software is continuously gaining recognition and use in the biomedical domain, for example, in health informatics and bioinformatics.

Objectives: Given the mission critical nature of applications in this domain and their potential impact on patient safety, it is important to understand to what degree and how effectively biomedical OS developers perform standard quality assurance (QA) activities such as peer reviews and testing. This would allow the users of biomedical OS software to better understand the quality risks, if any, and the developers to identify process improvement opportunities to produce higher quality software.

Methods: A survey of developers working on biomedical OS projects was conducted to examine the QA activities that are performed. We took a descriptive approach to summarize the implementation of QA activities and then examined some of the factors that may be related to the implementation of such practices.

Results: Our descriptive results show that 63% (95% CI, 54-72) of projects did not include peer reviews in their development process, while 82% (95% CI, 75-89) did include testing. Approximately 74% (95% CI, 67-81) of developers did not have a background in computing, 80% (95% CI, 74-87) were paid for their contributions to the project, and 52% (95% CI, 43-60) had PhDs. A multivariate logistic regression model to predict the implementation of peer reviews was not significant (likelihood ratio test = 16.86, 9 df, P = .051) and neither was a model to predict the implementation of testing (likelihood ratio test = 3.34, 9 df, P = .95).

Conclusions: Less attention is paid to peer review than testing. However, the former is a complementary, and necessary, QA practice rather than an alternative. Therefore, one can argue that there are quality risks, at least at this point in time, in transitioning biomedical OS software into any critical settings that may have operational, financial, or safety implications. Developers of biomedical OS applications should invest more effort in implementing systemic peer review practices throughout the development and maintenance processes.

Introduction

The importance of Information and Communications Technology (ICT) to the health care industry is rising as organizations attempt to find ways of reducing the costs of care and improving patient safety. However, in general, ICT adoption in health care is underfunded. For example, in Canada, the proportion of the 2003 national health care budget devoted to ICT was approximately 1.8% [1]. Canadian hospitals spend 1.8% to 2.5% of their budgets on ICT, which is low compared
with other nations [2]. Recently ICT expenditures in Canadian hospitals have even been decreasing [3]. Other information-intensive sectors, such as banking and government, have ICT expenditures ranging from 9% to 13% of their operating budgets [1]. In the United States, the health care industry invests only 2% of gross revenue in ICT [4].

Therefore, cost is an important barrier to the adoption of information systems in health care [4,5]. This is motivating increased interest in open source (OS) software [6,7]. Surveys show that enterprises adopt OS primarily because they believe it is cheaper to acquire than the alternative solutions and believe it to have a lower total cost of ownership [21-24]. Many information technology (IT) managers also believe that OS is free [12]. It has been suggested that OS can address some of the biggest barriers to the adoption of electronic medical records (EMRs) by physicians [7,13]. Medicare in the United States has made a modified version of the OS Vista system freely available to all US medical practices [14]. In general, there is an increasing uptake of OS EMRs [15]. There also exist OS tools to support clinical trials [16] and imaging tools for radiologists [17]. In the bioinformatics domain, OS software has already gained popularity [21-24].

Software used in providing care is often safety and mission critical. There is evidence that software failures in clinical information systems and in medical devices have caused serious injuries and fatalities in patient populations [21-24]. Research and clinical applications are merging [25], highlighting the quality risks for research applications as well.

Ensuring that software, including OS software, is of high quality and that the processes used to develop that software follow best software engineering practices is becoming a necessity. However, it has been suggested that the OS development model used for many bioinformatics products can have weaknesses in terms of quality assurance (QA) compared to the development of non-OS products that typically involve formal QA procedures [25].

In the commercial world, third-party process assessments (such as ISO 9000:2000 or Capability Maturity Model Integration [CMMI] [26]) are used to provide some assurance to end users that effective software engineering practices are in place during software development, in particular, QA practices. In an OS project, it is not possible to perform such assessments.

To facilitate the adoption of OS in the biomedical domain, and to understand the risks, if any, this paper reports on a Web survey of the QA practices used by the global biomedical OS developer community. The objectives of the survey were twofold:

1. To determine the rate at which two key QA practices, peer reviews and testing, are actually being used in biomedical OS projects
2. To determine whether the following factors have an impact on the implementation of these practices: experience of the developers, educational background of developers, size of the software product, and number of users

To our knowledge, this is the first study to focus on the QA practices of OS developers in the biomedical domain.

Literature on QA Practices in OS Development

The current evidence on the QA practices implemented in general (nonbiomedical) OS projects was summarized. The two main QA activities we focused on were peer reviews and testing because they are the most commonly practiced in software development projects.

A literature search was conducted in the fall of 2005, primarily on EI Compendex and Inspec databases. The search was restricted to English articles published since 1995. To ensure that we cast a wide net, we used the term “open source software” for the search. The ACM digital library, IEEE Xplore, and SpringerLink were also searched. The reference lists from included studies were examined in an effort to identify additional articles and relevant dissertations.

A total of 2731 articles were initially identified. A level one screening based on the titles and abstracts removed articles that did not discuss software quality practices directly or indirectly. The second level of screening based on the full text included only articles that had original data on QA practices.

The quality of the studies varied greatly. There were no controlled experiments, and many of the original data came from surveys or qualitative studies. Below we summarize the evidence descriptively and then draw conclusions based on the consistency of evidence from multiple sources and using multiple methodologies.

Peer-Review Practices

One of the fundamental assumptions for the success of OS is that there will be many developers looking over the source code. The popularized statement “given enough eyeballs, all bugs are shallow” captures that assumption [27]. The argument goes that because so many developers and users look at the source code of an OS application, this amounts to a large-scale peer-review process. Some authors are talking about millions of programmers performing peer review on OS code [28].

It is well established in software engineering that peer reviews are one of the best methods for defect detection [29]. In addition, in non-OS settings, the prospect of their code being scrutinized by their peers motivates programmers to be more careful [30,31].

Peer reviews are a relatively common practice in OS projects. For example, in the FreeBSD project, 57% of the respondents working on the project had distributed code for review in the month prior to being surveyed, and 86% of those who distribute code for review do get feedback from their peers [31]. In another survey, only 9% of OS developers indicated that all of their code was peer reviewed, but almost 50% indicated that most of their code was reviewed [32].

How does this compare to non-OS projects? One survey found that 52% of companies perform code reviews [33]. Another survey found that 71% of respondents in the United States use code reviews, around 82% in Europe, and 74% in Japan [34]. Therefore, there is evidence that a majority of non-OS software project developers also use some form of peer review.

In one study, the average number of reviewers per OS application was 1.3, including the author, and for larger projects,
this number climbs to 7.5 reviewers [35]. The number of reviewers on larger OS projects is consistent with the numbers typically recommended in the software engineering literature for commercial (non-OS) projects. Porter et al [36] reported that peer reviews are usually carried out by a team of 4 to 6 inspectors. The recommended size for reviews defined by the Institute of Electrical and Electronics Engineers (IEEE) standard for software reviews and audits is 3 to 6 persons [37]. Ackerman et al [38] reported that reviews are conducted by at least 3 people, one of whom is the moderator who is responsible for the effectiveness of the examination. Lau et al [39] suggested 3-person reviews. Grady [40] stated an optimum size of 4 to 5 reviewers. Laitenberger and DeBaud [41] recommended 3 to 4 reviewers. They stated that there would be a ceiling effect after which an additional reviewer would not necessarily pay off in more defects being discovered. Fagan [42] recommended keeping review teams small, that is, 4 people. Weller [43] reported that 4-person teams were better at finding bugs than 3-person teams. Beyond 4 members, there is no performance improvement. Madachy et al [44] suggested an optimal size of 4 to 5 people for reviews. Gilb and Graham [45] mentioned a team size of 4 to 5 people to maximize the ability to find bugs. Strauss and Ebeneau [46] suggested a minimum review team size of 3 and a maximum of 7. In an experiment at the Jet Propulsion Laboratory, Kelly et al [47] stated that reviews are usually carried out by 6 people. Johnson [48] notes that there is widespread consensus that the review team size should never exceed 6 to 9 members. Industrial practice varies even within a single enterprise, for example, review teams between 4 and 12 are used at AT&T [49].

Two relevant characterizations of peer reviews are “ad-hoc” and “checklist” peer reviews. The former means that the reviewers do their best to find defects without any guidance. The latter means that a standardized checklist of common defects is used to guide the reviewers and to ensure that they look for all defect types. There is evidence that checklist-based techniques tend to find more defects than ad-hoc techniques [50]. There have been no studies on whether OS peer reviews utilize ad-hoc or checklist approaches.

Testing Practices
Most OS projects do not perform extensive pre-release testing internally. The most common testing performed is unit testing. After that, a release candidate is made available, and the users try the release candidate and report its defects.

Below is a summary of the results of studies on pre-release testing activities and how well they are at finding bugs.

In general, pre-release testing is not a prevalent activity [51] and formal testing is not common [52]. The prospect of having their code peer reviewed makes OS developers more comfortable releasing their software with little testing [32], and more than 80% of OS developers in another survey responded that their products do not have testing plans [35]. This is consistent with other evidence showing that only 32% of projects had design documents [53] and that OS projects typically do not produce explicit requirements [54,55], making testing against requirements and design more difficult.

A majority of OS developers believe that anyone who downloads their code will check for and report bugs (implying that if there are no bug reports then no one has found anything) [35]. This indicates that testing effort by developers is minimal as they tend to rely on other people to look for defects.

The evidence on automated tool usage is mixed. A common testing tool is a debugger [35]. Only 48% of OS projects used a baseline test suite to support regression testing, and the percentage is only slightly higher as projects become large [53]. One early study reported that the Apache project had no regression or system test performed [54]. A more recent analysis did indicate that there was a regression test suite for Apache, but its use was not mandatory [56]. The Linux kernel did not go through pre-release testing by the developers, but rather users report defects in release candidates [56]. With the recent commercialization of Linux, considerable effort has been put into producing regression test suites [57], although an analysis of the test coverage of some of these test suites found that it was rather poor, with many critical subsystems having low or no coverage [58]. Subversion, another OS project, had an automated regression test suite [56]. Mozilla had dedicated test teams and test plans [54].

If we compare the above numbers with recent data on the implementation of regression testing in commercial software development, one can see that OS projects are somewhat lagging [34].

More than 50% of surveyed OS projects did not take advantage of code coverage metrics [35]. Only 5% of projects employed tools to measure test coverage [55], and almost 30% of projects had an (subjectively) estimated test coverage of less than 30% [53].

The above evidence indicates that developer pre-release testing in many OS projects is not a priority.

Peer Reviews vs Testing
The argument has been made that the lack of developer pre-release testing is compensated for by the peer reviews that are conducted [52]. The problem in this argument is that there is substantial evidence that peer review will not find the same types of bugs (probabilistically) that testing will find [59-63]. Therefore, peer reviews and testing are not alternatives but rather are complementary. Consequently, doing only peer reviews will likely result in a smaller proportion of bugs being discovered than employing both peer reviews and testing.

One of the arguments made in support of OS quality is that OS programs tend to have a large number of end users who effectively beta test the software every time it is released by going into the code to identify where the bugs are and contributing the patches to correct these bugs. Such large-scale and free beta testing and debugging ensures that any defects that escape development will be discovered relatively quickly. The argument has some merit: it is known that defect discovery is affected by usage. Therefore, the more users a product has, the more defects will be discovered. However, as indicated below, few of the users actually contribute bug reports, and fewer still contribute bug fixes. Therefore, the number of users...
is not an appropriate reflection of the amount of debugging activity that is going on.

A study of the Apache project by the Software Engineering Institute [64] found that the majority (93%) of the changes (implementations, patches, and enhancements) were made by the core group of developers. The total number of people reporting bugs was 5116, but only 200 individuals actually contributed patches. The difficult and critical architectural changes were made by an even smaller subset of the core developer group [64].

Another investigation of Apache [65] found that more than 83% of the modification requests came from the top 15 developers, as did 88% of added lines of code and 91% of deleted lines of code. About 66% of bug fixes were produced by the top 15 developers, but 182 individuals submitted bug fixes out of 3060 who submitted bug reports [54]. The top 15 problem reporters submitted only 5% of the problem reports. These numbers indicate that new functionality is developed by a small core team, but there is wider participation in bug fixes. However, most of the people who report bugs do not actually submit any fixes. A small proportion of those who report problems are truly debuggers.

An interesting informal survey that was performed among Unix users (comprising researchers, staff, and students) at a computer science department asked if users had encountered bugs and if they reported them [66]. All of the respondents who had encountered bugs, some serious, did not bother to report them. To the extent that this behavior is common among technical users (Unix users tend to be rather technically savvy), many users will not bother reporting bugs even if they do discover them. In the case of Apache, it was estimated that less than 1% of all Apache users report problems [54].

In addition, most (80%) of the OS projects have less than 11 end users (where subscribers is used as a surrogate for users) [67]. Only 1% have more than 100 users [67]. A Pareto analysis of active projects on SourceForge found that half of the active projects had between 0 and 70 downloads per month [68] and that a very small number of projects are popular, with the vast majority not experiencing many downloads. Following a Pareto distribution means that the number of projects with more than a given number of downloads tails off exponentially.

Therefore, we can conclude that for most OS projects the number of users tends to be relatively small, the proportion of these users who report bugs is smaller, and the proportion of those who contribute patches is even smaller. It can be argued, then, that the extent of community debugging and beta testing is not that extensive in practice.

**Literature Review Summary**

The existing evidence paints a decidedly mixed picture of the QA practices of OS projects. One can conclude that the better projects have practices that are, at best, comparable with non-OS projects. In general, peer reviews and testing, when practiced, tend to be minimal. Such practices are consistent with the results from studies directly measuring the postrelease quality of OS applications. An evaluation of the postrelease defect levels in Apache found that defect density was higher than a number of commercial products in the telecommunications field [54,65]. A recent study of FreeBSD also collected postrelease defect data [69], with mixed results when compared to non-OS products.

None of the studies that we found focused on biomedical applications—we do not know what the QA practices are for biomedical OS projects or what the resulting quality is. Therefore, it is unclear whether the conclusions from general OS studies can be extended to the biomedical domain.

**Methods**

**Questionnaire Development**

Our Web questionnaire was based on two previous general (nonbiomedical) OS developer surveys. The first survey was conducted by Stark [32,70] to understand the peer-review practices in OS projects. The second was performed by Zhao and Elbaum [35,53] and was geared toward understanding the QA activities in OS projects.

There were five sections in the questionnaire relevant to this paper: (1) respondent demographics, (2) project characteristics, (3) extent and nature of the implementation of peer reviews, (4) extent and nature of the implementation of testing, and (5) optional contact information (Multimedia Appendix 1).

A pilot study was conducted with software development staff at Georgetown Medical Center and the National Cancer Institute. A draft of the online questionnaire was sent to the two pilot sites, and comments were solicited on ease of understanding the questionnaire, the usability of the Web form, and the time it takes to complete. The questionnaire was revised based on this feedback.

**Survey Setup**

The target population for the survey consisted of developers of biomedical OS projects. A project was considered an OS project only if its source code was publicly available. We made a list of biomedical OS projects by searching for OS projects in bioinformatics, medical informatics, and health care informatics domains. Biomedical OS projects were selected based on a Web search and expert inputs. The initial list was constructed based on the authors’ knowledge of OS applications. We then went to the OS project-hosting websites SourceForge [71] and FreshMeat [72] and identified additional projects. On SourceForge, we identified the projects listed under bioinformatics and medical science applications subcategories, which are under the Scientific/Engineering main project category. On FreshMeat, there was the exact same categorization, so we identified projects in the same way. We also used the BioMed Central website [73], where software developed for various biomedical research projects was available. Finally, we sent the project list to our colleagues and asked whether they would add any OS projects to our list. While creating the list of projects, we encountered some projects hosted on multiple sites with the same or similar names. Such duplicate project entries were eliminated. As a result of this in-depth search, we identified 229 projects (Multimedia Appendix 2).
After obtaining the list of projects, we started to identify the names and email addresses of the developers working on those projects using the following information sources:

1. **Project websites:** The names and email addresses of some developers were listed on project websites.
2. **Source code repositories:** OS projects often adopt a configuration management system, for example, Concurrent Versions Systems (CVS) or Subversion to allow developers to manage different versions of their source code files. Developers check in and check out source files to and from this repository. Usually, a log is kept in the source code repository for each checkin. The log includes the developer’s log-in name and email address. From these logs, we were able to identify some developers.
3. **Defect databases:** OS projects usually employ a defect-handling tool, Bugzilla, or a variant of it [74]. The defect records in these databases include rich information, such as the log-in names and email addresses of the developers assigned to solve the defects, which can be extracted.
4. **Mailing lists:** Developers in OS projects usually communicate using a designated mailing list. The emails sent to these lists are archived on the project websites. The header portions of the emails include the names and email addresses of developers.

Using multiple information sources allowed us to cross-verify the lists. Duplicate developer entries were eliminated. In our developer list, we did not include those who made minor contributions to the projects by occasionally fixing bugs, sending emails, or committing source code. As a result, our sample consisted of 750 developers heavily involved in the targeted projects. A small number of developers were involved in more than one project. We made it clear to those developers that they should base their questionnaire answers on a single project that we selected. Therefore, many developers from a project were allowed, but one developer could only answer for one project.

During and after the survey period, we took extensive precautions to maintain the confidentiality of the respondents’ records. Other than the one described above, no other prescreening or identification procedure was used.

The identified OS developers were sent an invitation email and a link to the final Web survey. After the first week, multiple reminders were sent to nonrespondents over a period of 6 weeks.

**Analysis Methods**

The analysis was performed at two levels, the individual and project level. This suggests a multi-level approach to analysis. However, there were structural reasons why such a hierarchical modeling approach was not deemed appropriate in this case: most OS projects are small. In general, at least 5 respondents per project are recommended in order to model multiple levels and their interactions [75,76]. Of the 229 projects that were surveyed, only 23 (10%) had more than 5 developers. Of the 106 projects that we received responses for, 20 (19%) had more than one developer and only 2 (~2%) had more than 5 developers. Therefore, an alternative approach was necessary.

When reporting individual-level results, we will use all of the respondents’ records. For project-level analysis, individual responses in each project were aggregated. In the respondent database there were 138 observations and 106 projects. For aggregation, the most experienced developer’s (as determined by responses to the demographic questions) response was selected to represent the values for the project.

To address the first objective of the study (extent of use), descriptive statistics on the extent of use of the two QA practices were reported as proportions (percentages) with 95% confidence intervals.

To address the second objective (factors affecting the extent of use), multivariate logistic regression models [77] were developed for each of the main outcomes being investigated: implementation of peer reviews, measured by Q11 of the survey, and implementation of testing, measured by Q21 of the survey (see Multimedia Appendix 1). The unit of analysis was the project. The predictors consisted of the developer demographics and the project characteristics: years of programming experience (Q1 and Q2), whether the developer had a computing background (Q3), the number of users of the product (Q6), and the size of the product (Q9). It is reasonable to expect that the more experienced the developers, the more likely they will implement better software engineering practices. Also, we assumed that developers with a stronger computing background would be more likely to be associated with the implementation of key QA practices. The more users of the product, then the more individuals who are available to peer review, and this has been one of the core arguments made in support of OS software [27]. Finally, larger projects require the development team to impose more discipline and better practices to ensure the sustainability of the development effort (so that the project does not descend into a continuous cycle of bug fixes, each introducing even more bugs).

**Response Rate and Nonresponse Bias**

There were no missing data since the Web survey tool made all questions mandatory. Therefore, all submitted forms were complete.

Since we performed our analysis separately at the individual and project level, we report the response rates for both. We received responses from 106 of the 229 projects contacted, which gave us a project-level response rate of 46.3%. Out of 750 developers contacted, 138 of them replied, which corresponded to a response rate of 18.4% at the individual level. Other Web surveys have shown a comparable response rate at the individual level [78]. The response rates in our survey were also comparable to previous surveys of OS developers, which ranged from 21% [79,80] to 34% [81].

Nonresponse bias was evaluated by comparing early respondents with late respondents [82]. We took the respondents who replied before the first reminder as early respondents. We compared the demographics of the early/late respondents and the characteristics of their projects using the Wilcoxon rank sum test [83]. None of the differences were significant at the .05 alpha level, indicating that the early and late respondents were identical in background characteristics.
Summary
A summary of the survey setup and administration according to the CHERRIES guidelines [84] is provided in Multimedia Appendix 3.

Results

Background of Biomedical OS Developers
As can be seen from Table 1, 73% of the respondents (95% CI, 66-81) had at least 5 years' experience writing software. A large percentage of that experience was in the biomedical area. Therefore, one would expect these developers, in general, to have a good understanding of the computational needs in that domain.

In terms of project participation, 71% (95% CI, 63-79) of the respondents were participating in their projects part-time. Contrary to the assumption that OS developers do not receive compensation for their efforts, about half of all respondents were part-time and were paid by their employers for their contributions, and 80% (95% CI, 74-87) of the respondents received either part-time or full-time support for their development effort.

We also looked at the highest attained degree of the respondents, as summarized in Table 1. The biomedical OS developers were qualified professionals in their domain with 52% (95% CI, 43-60) of them having PhDs. A differentiation is made between those who had a computer science (or computer engineering) degree and those who did not (e.g., biology, genetics, biochemistry, and physics). This distinction was based on the assumption that the computer science and computer engineering graduates would have a stronger grounding in software engineering practices than graduates of other disciplines. Almost three quarters of respondents (74%; 95% CI, 67-81) did not have a computing background.

<table>
<thead>
<tr>
<th>Table 1. Developer education and experience (n = 138)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years of programming experience</td>
</tr>
<tr>
<td>&lt; 1 year</td>
</tr>
<tr>
<td>1-5 years</td>
</tr>
<tr>
<td>&gt; 5 years</td>
</tr>
<tr>
<td>Years of experience in developing biomedical software</td>
</tr>
<tr>
<td>&lt; 1 year</td>
</tr>
<tr>
<td>1-5 years</td>
</tr>
<tr>
<td>&gt; 5 years</td>
</tr>
<tr>
<td>Project participation level</td>
</tr>
<tr>
<td>Part-time, supported by employer</td>
</tr>
<tr>
<td>Part-time, personal time</td>
</tr>
<tr>
<td>Dedicated, full-time</td>
</tr>
<tr>
<td>Highest academic degree and subject area</td>
</tr>
<tr>
<td>Bachelors in CS/CE</td>
</tr>
<tr>
<td>Masters in CS/CE</td>
</tr>
<tr>
<td>PhD in CS/CE</td>
</tr>
<tr>
<td>Bachelors in non-CS/CE</td>
</tr>
<tr>
<td>Masters in non-CS/CE</td>
</tr>
<tr>
<td>PhD in non-CS/CE</td>
</tr>
<tr>
<td>MD</td>
</tr>
</tbody>
</table>

CS/CE = computer science or computer engineering

Table 2 shows the experience level of the respondents in peer reviewing others’ code and in testing. Around 28% (95% CI, 21-36) of the developers had never peer reviewed others’ code, and approximately 19% (95% CI, 12-25) of them had received formal education in testing.
Table 2. Quality assurance experience of developers (n = 138)

<table>
<thead>
<tr>
<th>Years of experience in peer reviewing others' code</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>28</td>
<td>39</td>
</tr>
<tr>
<td>&lt; 1 year</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>1-5 years</td>
<td>28</td>
<td>38</td>
</tr>
<tr>
<td>&gt; 5 years</td>
<td>32</td>
<td>44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Formal education in testing</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>81</td>
<td>112</td>
</tr>
<tr>
<td>Yes</td>
<td>19</td>
<td>26</td>
</tr>
</tbody>
</table>

Product and Project Characteristics

We found that 50% (95% CI, 40-60) of the products had at least 50 users. Therefore, it can be said that the quality of these biomedical products affects a large group of users. Approximately 63% (95% CI, 54-72) of the products are released at 6-month intervals or less, which is quite a rapid release cycle. Just under one third (30%; 95% CI, 21-39) of the products had been available for more than 3 years. Around a quarter (27%; 95% CI, 19-36) were larger than 50000 lines of code in size.

Peer-Review Practices

Peer review is widely accepted to be one of the important strengths of the OS development model. However, for 63% (95% CI, 54-72) of the projects, peer review was not made an integral part of the development process, and peer review was never performed for 40% (95% CI, 30-49) of the projects.

Table 3 shows results for projects that did perform peer reviews (n = 64). We found that, in 81% (95% CI, 74-89) of those projects, peer reviews were never or only occasionally performed before the code is committed, and in 64% (95% CI, 55-73) of those projects, peer reviews were never or only occasionally performed before the product is released. A majority of projects (84%; 95% CI, 77-91) did not use checklists during their peer-review activities.

Table 3. Peer review practices at the project level, for projects that did perform some peer review (n = 64)

<table>
<thead>
<tr>
<th>Source code is ______ peer reviewed before commit</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Occasionally</td>
<td>69</td>
<td>44</td>
</tr>
<tr>
<td>Half the time</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Frequently</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Almost always</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source code is ______ peer reviewed before product release</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Occasionally</td>
<td>58</td>
<td>37</td>
</tr>
<tr>
<td>Half the time</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Frequently</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Almost always</td>
<td>20</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Do you use a checklist for peer review?</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>84</td>
<td>54</td>
</tr>
<tr>
<td>Yes</td>
<td>16</td>
<td>10</td>
</tr>
</tbody>
</table>

Almost two fifths of all respondents (40%; 95% CI, 32-48) said that they never reviewed someone else’s code, 36% (95% CI, 28-44) never asked someone else to review their code, and 41% (95% CI, 32-49) said that no one reviewed their code. Of the survey respondents who asked others to review their code, 93% stated that three or fewer individuals do the review.

For those projects that did not perform peer-reviews (n = 42) we also asked for the reasons why. A high proportion (40%; 95% CI, 31-50) did not perform peer-reviews because there...
were other things to do (“work is too busy”), and 12% (95% CI, 6-18) were not because the developers believed that the code was already of sufficiently high quality that peer reviews were not needed. 17% were unsure how to review, and 7% said reviewing brings no benefit. For some projects, under the “Other” option, it was stated that the code was so large that it was not possible to apply peer reviews. In some projects, developers stated that they were the only developer, and they did not consider asking others to do peer reviews because they thought no one else would understand their code.

**Testing Practices**

Testing was an integral part of the development process for 82% (95% CI, 75-89) of projects, and a regression test suite was run before every release for 58% (95% CI, 48-67) of the projects. The percentage of the projects for which a baseline test suite was used was 56% (95% CI, 46-65). Automated tools were used during development for only 25% (95% CI, 16-33) of the projects. One would conclude that automated testing is done after the development work is complete. Only 4% (95% CI, 0-7) of projects had automated test coverage tools. For the 21% (95% CI, 13-28) of the projects, the developer selected the “don’t know” option when asked about estimated code coverage. Only around 25% of the projects exceeded 80% code coverage.

As shown in Table 4, different types of testing are used in the projects. Unit testing is performed in 78% (95% CI, 70-86) of the projects. Approximately 70% of the projects (95% CI, 61-79) had unit testing performed half the time or more. Integration and system testing are also quite common. Testing is conducted continuously in 60% (95% CI, 51-70) of projects. In 32% (95% CI, 23-41) of projects, testing continues after releasing the software to specific users. Most defects that are fixed are found through testing rather than being discovered through usage.
In **Table 5**, it can be seen that 80% (95% CI, 74-87) of the respondents spent less than 40% of their time on testing. The most common practices to generate test cases were the imitation of valid user behavior, generating failure inducing inputs, and using personal experience. Random testing and extreme load testing were not common.
Table 5. Testing practices at the individual level (n = 138)

<table>
<thead>
<tr>
<th>What percentage of the development time is spent on testing?</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 20%</td>
<td>44</td>
<td>61</td>
</tr>
<tr>
<td>20-40%</td>
<td>36</td>
<td>50</td>
</tr>
<tr>
<td>40-60%</td>
<td>14</td>
<td>19</td>
</tr>
<tr>
<td>60-80%</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>&gt; 80%</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What strategies are adopted in choosing the test cases?</th>
<th>%</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide inputs to imitate valid user behavior</td>
<td>82</td>
<td>113</td>
</tr>
<tr>
<td>Choose inputs most likely to cause failures</td>
<td>67</td>
<td>92</td>
</tr>
<tr>
<td>Choose inputs according to your experience</td>
<td>72</td>
<td>100</td>
</tr>
<tr>
<td>Use scripts to provide random inputs</td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>Provide extreme values as inputs</td>
<td>46</td>
<td>63</td>
</tr>
<tr>
<td>Provide boundary conditions as inputs</td>
<td>43</td>
<td>59</td>
</tr>
<tr>
<td>Try extreme loads</td>
<td>28</td>
<td>38</td>
</tr>
</tbody>
</table>

**Multivariate Models**

The objective of the multivariate models was to understand the factors that have an impact on the implementation of peer reviews and testing in biomedical OS projects. An initial analysis indicated that the two measures of years of programming experience (see Q1 and Q2 in Multimedia Appendix 1) were strongly correlated. We therefore constructed our models using Q1 only. The logistic regression model for the implementation of peer reviews was:

\[
\text{logit}(Q10) \sim Q1 + Q3 + Q6 + Q9
\]

And the logistic regression model for the implementation of testing was:

\[
\text{logit}(Q21) \sim Q1 + Q3 + Q6 + Q9
\]

The model variables are the answers to the following questions:

- Q1: The number of years of programming experience the respondent has.
- Q3: Whether the highest academic degree obtained by the respondent was in a computer science or a related area.
- Q6: The estimated current number of users of the OS product.
- Q9: The approximate size of the OS product.
- Q10: Whether peer review is an integral part of the project’s software development process.
- Q21: Whether testing was an integral part of the project’s software development process.

All independent variables except Q9 were ordinal. Therefore, repeated contrasts coding \([85,86]\) was used to capture this ordering. For an independent variable with \(k\) ordered categories, \(k - 1\) independent coding variables are used. The parameters for these coding variables represent the change in logit when the independent variable changes from one category to the next category.

The overall results for the main effect models are shown in Table 6, and the detailed parameter estimates in Table 7. An alpha level of .05 was used for all tests. These results indicate that none of main effect models are an improvement over the null model (with the intercept only).

An analysis of deviance comparing models with interaction effects versus main effects indicated that there were no interaction effects.

Table 6. The main effect models for the two outcome variables

<table>
<thead>
<tr>
<th>Model</th>
<th>Likelihood Ratio Test</th>
<th>Nagelkerke (R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer review</td>
<td>16.84 (9 df); (P = .051)</td>
<td>0.201</td>
</tr>
<tr>
<td>Testing</td>
<td>3.34 (9 df); (P = .95)</td>
<td>0.051</td>
</tr>
</tbody>
</table>
### Table 7. Detailed model parameter estimates for the two logistic regression models

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta Coefficient*</th>
<th>Odds Ratio*</th>
<th>95% CI*</th>
<th>P value†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Peer Review Model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>8.76</td>
<td>–</td>
<td>–</td>
<td>.74</td>
</tr>
<tr>
<td>Q1: Programming experience (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; 1-5 vs &lt; 1</td>
<td>−0.15</td>
<td>0.86</td>
<td>−0.13 to 1.85</td>
<td>.80</td>
</tr>
<tr>
<td>5+ vs 1-5</td>
<td>−7.80</td>
<td>0.00</td>
<td>−0.02 to 0.02</td>
<td>.77</td>
</tr>
<tr>
<td>Q6: Number of users</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-10 vs &lt; 5</td>
<td>1.03</td>
<td>2.81</td>
<td>−0.5 to 6.11</td>
<td>.08</td>
</tr>
<tr>
<td>10-50 vs 5-10</td>
<td>0.014</td>
<td>1.01</td>
<td>−0.51 to 2.54</td>
<td>.98</td>
</tr>
<tr>
<td>50+ vs 10-50</td>
<td>−1.62</td>
<td>0.20</td>
<td>−0.17 to 0.57</td>
<td>.09</td>
</tr>
<tr>
<td>Q9: Size (lines of code)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000-20000 vs &lt; 5000</td>
<td>−0.49</td>
<td>0.61</td>
<td>−0.15 to 1.38</td>
<td>.44</td>
</tr>
<tr>
<td>20000-50000 vs 5000-20000</td>
<td>1.21</td>
<td>3.37</td>
<td>−1.11 to 7.85</td>
<td>.07</td>
</tr>
<tr>
<td>&gt; 50000 vs 20000-50000</td>
<td>−1.41</td>
<td>0.24</td>
<td>−0.07 to 0.56</td>
<td>.03</td>
</tr>
<tr>
<td>Q3: CS degree</td>
<td>0.33</td>
<td>1.39</td>
<td>0.05 to 2.73</td>
<td>.50</td>
</tr>
<tr>
<td><strong>Testing Model</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.51</td>
<td>–</td>
<td>–</td>
<td>.79</td>
</tr>
<tr>
<td>Q1: Programming experience (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-5 vs &lt; 1</td>
<td>−0.77</td>
<td>0.46</td>
<td>−0.3 to 1.23</td>
<td>.36</td>
</tr>
<tr>
<td>5+ vs 1-5</td>
<td>2.19</td>
<td>5.39</td>
<td>−8.35 to 19.13</td>
<td>.19</td>
</tr>
<tr>
<td>Q6: Number of users</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-10 vs &lt; 5</td>
<td>−0.17</td>
<td>0.84</td>
<td>−0.32 to 2.00</td>
<td>.81</td>
</tr>
<tr>
<td>10-50 vs 5-1-10</td>
<td>0.011</td>
<td>1.01</td>
<td>−0.67 to 2.70</td>
<td>.99</td>
</tr>
<tr>
<td>50+ vs 10-50</td>
<td>−0.33</td>
<td>0.72</td>
<td>−1.06 to 2.51</td>
<td>.79</td>
</tr>
<tr>
<td>Q9: Size (lines of code)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000-20000 vs &lt; 5000</td>
<td>−0.21</td>
<td>0.81</td>
<td>−0.47 to 2.09</td>
<td>.79</td>
</tr>
<tr>
<td>20000-50000 vs 5000-20000</td>
<td>0.20</td>
<td>2.23</td>
<td>1.09 to 3.36</td>
<td>.80</td>
</tr>
<tr>
<td>&gt; 50000 vs 20000-50000</td>
<td>−0.03</td>
<td>0.96</td>
<td>−0.44 to 2.37</td>
<td>.96</td>
</tr>
<tr>
<td>Q3: CS degree</td>
<td>−0.39</td>
<td>0.68</td>
<td>−0.08 to 1.44</td>
<td>.50</td>
</tr>
</tbody>
</table>

*Values are estimates.
†P value is for the coefficient using the Wald Z statistic.

### Discussion

In summary, our descriptive results show that peer reviews have not been integrated into the development process for 63% (95% CI, 54-72) of the projects, while testing has been integrated into the development of 82% (95% CI, 75-89) of the projects. Approximately 74% (95% CI, 67-81) of developers did not have a background in computing, 80% (95% CI, 74-87) were paid for their contributions to the project, and 52% (95% CI, 43-60) had PhDs. A multivariate logistic regression model to predict the implementation of peer reviews was not significant (likelihood ratio test = 16.86, 9 df, P = .051) and neither was a model to predict the implementation of testing (likelihood ratio test = 3.34, 9 df, P = .95).

### Developer Background

The level of experience of the biomedical OS developers is consistent with the experience of developers of general (nonbiomedical) OS projects. Previous surveys found that developers have, on average, 11.86 years of programming experience [81]. However, compared to nonbiomedical OS projects, the biomedical developers tended to have less software engineering experience, but more advanced degrees. Previous surveys of general OS developers found that software engineers and programmers made up 43% of OS developers [87], 45.4% of OS developers were programmers [88], almost 80% of them worked in the IT sector [87], 58% were directly involved in the IT industry [81], 45% worked as professional programmers [81], and 51% had formal university level training in computer science and IT [81]. In addition, surveys of general OS
developers found that a quarter of respondents had only high school or grammar school education [79,80], only 5% had PhDs, and 12% had masters degrees [87].

The lack of formal training and education in software development practices by the biomedical OS developers raises questions about the quality of the software being developed. However, our logistic regression models control for project characteristics and they did not find a relationship between programmer background/experience and the extent of implementation of peer reviews and testing. Therefore, it does not seem that the lack of formal training and education in software engineering has affected the implementation of good QA practices in these biomedical OS projects.

The percentage of developers financially supported to develop the biomedical OS applications is much larger than that seen in nonbiomedical OS projects. For example, other surveys of general OS developers found that 16% [79,80], 20% [87,89], 30% [88], and 40% [81] of developers are paid for their OS contributions. In our survey, we found around 80% of developers were being paid for their contributions. It is not clear from our results whether there were any commercial interests financing such development work.

**Implementation of Peer Reviews**

Even though extensive peer reviews are often claimed to be one of the main advantages of the OS development paradigm, our results indicate that this practice is not prevalent, with the majority of projects not undergoing peer review on a consistent basis, and two fifths never doing so. This finding is somewhat consistent with peer review of general (nonbiomedical) OS projects, which was summarized earlier in the paper.

For projects that perform peer reviews, how well is the peer review implemented? A key performance measure for a peer review is the proportion of defects that it finds in the code (this is known as the effectiveness of the peer review). There are a number of factors that will have an influence on that: the number of reviewers, the capability of the reviewers (often measured by the proportion of defects that an individual reviewer can find), and the reading technique that is used.

We found in our survey that a maximum of three reviewers review a piece of code when it is peer reviewed. If we assume that reviewers are independent, which is a reasonable assumption in a distributed development project with little to no face-to-face interaction, a basic model of the probability of finding a defect is given by $1 - (1 - p)^i$ where $p$ is the probability that an individual reviewer will find a defect (assuming that all reviewers are equally capable) and $i$ is the number of reviewers. A previous review of the literature [90] determined that the average probability of finding a defect through code peer review was 0.57 and the maximum (or best-in-class) was 0.7. These numbers came from industrial, non-OS projects.

Figure 1 shows the theoretical relationship based on the above model between the number of reviewers (x-axis) and individual reviewer effectiveness (y-axis) if we fix the overall peer review effectiveness at 0.57 and at 0.7. We can see that if a team of at most three programmers reviews a code snippet, then they would each have to have a $p$ of at least 0.24 to achieve average performance, and a $p$ of 0.33 to achieve maximum (best-in-class) performance. These would be the minimal reviewer capabilities for a team of three to achieve the average and maximum peer review effectiveness reported for non-OS projects, respectively. Are these minimal capabilities plausible, that is, is it plausible that the biomedical OS reviewers achieve defect detection effectiveness levels that high?
The literature on individuals’ effectiveness in code reviews can be examined to answer this question. Wohlin et al [91] created virtual review teams using the data sets collected from the literature, and they found that the effectiveness of individual reviewers had a median value close to 0.25. In another study, Runeson and Wohlin [92] reported that the defect detection rates observed during their experiments involving students and professionals had a median value of 0.31. Land et al [93] reported that, in their experiment, an individual detected an average of 5.51 out of 33 defects (effectiveness of approximately 0.17). Porter et al [94] reported the true positive ratios as a measure of effectiveness instead of the detection rates. On average, 13% of the reported issues turned out to be true defects.

Dunsmore et al [50] conducted a code inspection experiment for Java programs in which they reported both detection ratio and false positives. The detection ratio for checklist-based reading was 52.14%, and the false positive rate was 24.50%. In this experiment, the subjects reviewed 200 lines of Java code with which they had familiarity from previous exercises, and they were provided with class diagrams and natural language specifications of all systems. In Land et al’s experiment, the subjects were provided with flowcharts, pseudo-code, and other code overview documents. In realistic OS development environments, such aids are less likely to be available. Therefore, it will be more difficult for the OS developers to reach the effectiveness levels mentioned in these studies.

Even if it is assumed that it is plausible for a biomedical OS peer reviewer to achieve average effectiveness rates as high as those achieved by non-OS peer reviewers, it would be less likely that OS projects would achieve the maximum or best-in-class effectiveness rates seen in non-OS projects. In addition, if the number of reviewers dips below three, then it is not likely that the effectiveness of the peer review would match the average performance of the non-OS projects.

That very few of the projects use checklists during the code reading also indicates that the effectiveness of these peer reviews will be relatively low.

**Implementation of Testing**

How do testing activities in biomedical OS projects compare to testing in general OS projects? Zhao and Elbaum [53] noted that 58% of the generic OS projects spent more than 20% of their development time in testing. We found that 51% of the biomedical OS projects spent more than 20% of their time in testing. In generic OS projects, almost 30% had below 30% code coverage [53]. For 35.85% of the biomedical OS projects, the coverage was either not known or it was estimated as below 20%. The use of a regression test suite in biomedical OS projects was almost 58% compared to 3% in very large generic OS projects. In summary, testing activities in biomedical OS projects showed similarity to those in the generic OS projects.
However, compared to the closed-source projects [34], there is still room for improvement.

Summary

The major QA risk item in biomedical OS software projects is that code peer reviews are not systematically performed. Peer reviews are an important mechanism to find bugs in software, and they are complementary to testing.

Applications that collect and manage patient data can lead to negative financial and patient safety outcomes if they have subtle defects in them. OS developers therefore need to focus more attention on integrating peer review into their development practices to ensure that good software engineering practices are systematically employed. Acquirers of biomedical OS applications need to ensure that some form of peer review is being consistently practiced in the software projects producing and maintaining the applications that they deploy.

Limitations

We highlight two limitations in this study. The first is the low response rate, although the response rate that we obtained is consistent with other studies in the same domain. In addition, we found no evidence of nonresponse bias. Second, there are many OS projects that were not included in our sample, and it is plausible that the ones we focused on tended to be the smaller ones.

Conclusions

The OS software development paradigm has been suggested as a new and more effective way to develop high-quality software. In many health-related settings, ranging from care to research, it is important to ensure that software failures are minimized. In this paper we performed a survey of biomedical OS software developers to understand their QA practices. Our results indicate that the major risk item in biomedical OS projects, from a software quality perspective, is the (lack of) implementation of peer reviews. Furthermore, when they are implemented, their performance is below what would be considered best practice. We also found that most of the developers did not have computer science or computer engineering training or education that could provide them with software engineering background. On the other hand, we found no evidence linking the lack of computer science or engineering background with the extent of implementation of peer reviews and testing, indicating that such background variables do not have an impact.

These results highlight some risk from transitioning biomedical OS applications into environments where they may have an impact on patient safety. For this transition to occur, it is important that better peer review practices be put in place. To the extent possible, developers of biomedical OS software should rely on Food and Drug Administration regulations and guidelines, such as 21 CFR Part 11, as well as professional society publications [95] documenting what are considered to be best software engineering practices.
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Abstract

Background: Internet mailing lists are an important and increasingly common way for cancer survivors to find information and support. Most studies of these mailing lists have investigated lists dedicated to one type of cancer, most often breast cancer. Little is known about whether the lessons learned from experiences with breast cancer lists apply to other cancers.

Objectives: The aim of the study was to compare the structural characteristics of 10 Internet cancer-related mailing lists and identify the processes by which cancer survivors provide support.

Methods: We studied a systematic 9% sample of email messages sent over five months to 10 cancer mailing lists hosted by the Association of Cancer Online Resources (ACOR). Content analyses were used to compare the structural characteristics of the lists, including participation rates and members’ identities as survivors or caregivers. We used thematic analyses to examine the types of support that list members provided through their message texts.

Results: Content analyses showed that characteristics of list members and subscriber participation rates varied across the lists. Thematic analyses revealed very little “off topic” discussion. Feedback from listowners indicated that they actively modeled appropriate communication on their lists and worked to keep discussions civil and focused. In all lists, members offered support much more frequently than they requested it; survivors were somewhat more likely than caregivers to offer rather than to ask for support. The most common topics in survivors’ messages were about treatment information and how to communicate with health care providers. Although expressions of emotional support were less common than informational support, they appeared in all lists. Many messages that contained narratives of illness or treatment did not specifically ask for help but provided emotional support by reassuring listmates that they were not alone in their struggles with cancer. Survivors’ explicit expressions of emotional support tended to be messages that encouraged active coping. Such messages also provided senders with opportunities to assume personally empowering “helper” roles that supported self-esteem.

Conclusions: Many cancer survivors use the Internet to seek informational and emotional support. Across 10 lists for different cancers, informational support was the main communication style. Our finding of an emphasis on informational support is in contrast to most prior literature, which has focused on emotional support. We found the most common expressions of support were offers of technical information and explicit advice about how to communicate with health care providers. Topics and proportions of informational and emotional support differed across the lists. Our previous surveys of ACOR subscribers showed that they join the lists primarily to seek information; this qualitative study shows that they can and do find what they seek. They also find opportunities to play rewarding roles as support givers.

(J Med Internet Res 2007;9(2):e12) doi:10.2196/jmir.9.2.e12

http://www.jmir.org/2007/2/e12/
KEYWORDS
Internet; cancer; patients; survivors; online communities; mailing lists; online support groups; qualitative research

Introduction

The importance of the Internet as a health resource is demonstrated by the fact that 8 out of 10 Internet users in 2005 reported looking for health information online, most commonly seeking information on specific diseases and certain medical treatments [1]. In the United States, it is estimated that 56.3 million people actively seek information about chronic diseases [2], and the information they gather affects their health choices [3, 4]. Internet users report employing the information they find on the Internet to diagnose health problems, enhance their medical care, and to validate the advice they receive from doctors [5].

An estimated 100 million Americans report ever having been members of some type of online group, and 79 million Americans have become members of online support groups [6]. On the popular Yahoo site alone, users can choose from over 30,000 health-related support groups. The World Wide Web and email now permit a variety of group communication formats, many of which are widely used and have been described in detail elsewhere [7]. Here, we will describe our work with one type of group format—the mailing list, also known as an email discussion group. In Internet mailing lists, email messages (asynchronous communication) from authorized senders (subscribers) may convey information and support to other list subscribers. In the case of eHealth support lists, many subscribers are living with similar health conditions or are caregivers to survivors.

Some sources estimate that as many as 1 in 4 disease information seekers join online discussion groups [8]. Approximately 23 million people are reported as very active in online communities [9]. Our recent count of 33,000 health-related online self-help groups on Yahoo shows that participation in electronic support groups (ESGs) continues to grow. This estimate represents a 32% increase over the number reported by Eysenbach and colleagues in 2004 [10]. Although estimates vary greatly, millions of people in the United States and, increasingly, around the world are turning to online support groups to deal with health concerns. (Most online support lists are hosted in the United States but are accessible outside US boundaries. For a description of online support groups sited outside the United States, see [11]).

ESGs Within Virtual Social Networks

There is an ongoing debate about whether support lists should be considered ESGs, informal grass roots virtual organizations, or electronically networked communities.

Mailing Lists as Support Groups

Support mailing lists are similar to traditional offline self-help groups in that they are “composed of members who share a common condition, situation, heritage, symptom or experience [12].” eHealth support lists and offline self-help groups share the goal of helping people learn about and cope with a variety of risk factors, diseases, and conditions.

Typically, offline face-to-face support groups are small, composed of 10 to 12 members. In face-to-face groups, the small size makes it easier for members to interact with each other, to build trusting relationships, and for the groups to become cohesive [13]. By contrast, online mailing lists can have hundreds or even thousands of members, many of whom post messages infrequently, if ever. Using a liberal definition of participation—at least one post within a three-month period—Nonnecke and Preece found that only about 55% of subscribers to a virtual health support group could be described as active participants [14]. Those members who post with some regularity often become acquainted and emotionally bonded with each other, forming subgroups that function like cohesive face-to-face support groups. The impact of participation on lurkers, those who read messages but don’t write them, is unknown.

Currently, most ESGs appear not to be professionally facilitated but rely on peer leaders, making them more like self-help or mutual aid groups than professionally facilitated face-to-face support group interventions. The Association of Cancer Online Resources (ACOR) mailing lists we studied follow the peer leader model. Many of the listowners are extremely knowledgeable about health and cancer. These peer-leader list owners intervene both online and offline as needed to correct misconceptions, enforce group norms, and provide information, but they aim to do so as infrequently as possible [12].

Support Lists as Grassroots Organizations and Virtual Communities

The list subgroups described above exist concurrently within larger networks that resemble grassroots organizations. Because mailing lists are embedded in the Web, members can follow links to additional information sources. In many ways, lists act as a portal for members, leading them to further explore the Web and to discover the external, socioeconomic, and structural factors that contribute to their health concerns. In this respect, support lists are like their offline grassroots counterparts in that they can organize around “communities of interest” to address social injustice. (In this instance, the injustice involves the unmet needs for support, access to treatment, and resources for cancer-affected people [15, 16]). As in offline grassroots organizations, support lists tend to be composed of members who share similar concerns, and the groups’ informal organizational structures enable quick response to changing circumstances.

Research on Therapeutic Factors and Outcomes of ESG Participation

Anecdotal and descriptive information about online self-help processes suggest that virtual communities are possibly the most important aspect of the Web, with the biggest impact on health outcomes [10]. Research in this area is still in its early development; consequently, rigorous studies documenting these benefits are difficult to find. Much of the research to date has focused on describing how social support is communicated online [17, 18] or how Internet communication has made it
possible to offer support to greater numbers of people—especially those with rare diseases [19,20]—in ways that are satisfying and empowering to most participants [18,21-23]. Because ESG participants are invisible to each other, it is easier for members to communicate about common concerns. Participants, particularly patients in illness support groups, do not have to be concerned whether their personal appearance will affect others’ reactions to them, and race, gender, and other sociodemographic differences are not immediately apparent [24]. Members may increase their self-confidence by becoming better informed about their illnesses. These processes appear to enhance self-esteem and increase participants’ comfort level in dealing with health professionals [5]. Participation in ESGs may help cancer survivors find information, obtain support, formulate questions to ask health care providers, and become better informed partners in their care decisions [25]. However, while prior reports are encouraging regarding the impact of ESGs, the data were from uncontrolled studies.

**Research Methodology and ESGs**

Researchers have found naturally forming online groups that offer peer-to-peer social support difficult to study using conventional methods because both format and content are difficult to replicate using controlled methods [10]. Some have tried to cope with this methodological challenge by forming project-specific ESGs as components of multi-modality intervention studies. Typically, these ESGs have used closed memberships, trained facilitators, and limited brief durations. In this respect, such project-specific ESGs used as formal interventions have greater similarity to face-to-face support groups [13].

In a recent systematic review of 38 studies on the effects of peer-to-peer interactions in health-related virtual communities and ESGs, Eysenbach and colleagues concluded that only six studies evaluated pure peer-to-peer communities [10]. In the Eysenbach review, qualifying studies tended to have “less than optimum research designs” in that they were exploratory in nature, used nonexperimental designs, and had small sample sizes. One study had a 2 x 2 factorial design (full version website or control group website combined with or without peer-to-peer groups) that allowed an evaluation of the peer-to-peer component; the 31 remaining studies evaluated complex interventions in which online communities were only an adjunct to broader interventions [10]. These findings were similar to those of an earlier systematic review of the research on online cancer support groups (published from 1993-2002) conducted by Klemm and colleagues [17].

In the six peer-to-peer community studies included in the Eysenbach review, the type of ESGs varied across studies and included Web-based discussion forums, chat groups, combinations of chat and newsgroups, mailing lists, and one voice bulletin board system. All ESGs included in these studies had some degree of formal facilitation by health professionals. The role of health professionals as facilitators was to stimulate discussions by posing questions to the group, to post topics of interest to the group, or to provide educational materials. Some studies that used project-specific ESGs observed a possible dose-response effect between higher rates of participation and better outcomes for problems such as depression [26,27], caregiver strain [28], and increased perceived social support among people with diabetes [29]; however, the direction of causality is uncertain. Given the dearth of research in this field, we can only affirm that findings about the benefits of ESGs are promising but inconclusive. It is worth mentioning that Eysenbach and colleagues noted that no negative effects were reported. They further concluded that, because of the complexity of ESGs and methodological challenges, lack of evidence should not lead to the conclusion that ESGs are ineffective [10]. Rather, there is insufficient evidence regarding their efficacy. These cumulative findings suggest that ESGs—both pure peer-to-peer and short-term interventions—may play important mediating and moderating roles, creating the conditions that promote participant self-efficacy and positive health behaviors [10,29]. This research focuses on the extent to which peer-to-peer groups for different types of cancer contribute to these constructive attitudes and behaviors.

**Conceptual Framework**

The underlying conceptual framework for the Health eCommunities Project (for detailed description see [30]) was applied in developing the initial coding framework for our analysis. Briefly, the framework is informed by a general model of stress and coping [31-33] based on Lazarus and Folkman’s theory of stress and coping [34] (Figure 1). Coping is a process of managing stress, initiated when a person appraises problems as exceeding their individual resources [35]. Here, we use two major categories of coping: problem-focused and emotion-focused [34]. Problem-focused coping entails constructive action to change the stressful situation. In the context of online mailing lists, problem-focused coping might be seeking treatment information online or researching complementary and alternative medicine. Emotion-focused coping uses actions to change an individual’s emotional response to the stressful situation. Emotion-focused coping in an online community might occur when a member vents strong emotions by writing about them or when he or she avoids or denies such feelings.

Either coping strategy can lead to positive or negative outcomes depending on how well matched it is to the situation. According to this framework, when people confront stress, personality characteristics, external resources, and social support can influence coping, thereby mediating the effect on psychological outcome [36]. Social support can facilitate an individual’s positive efforts to cope, potentially bolstering both positive problem-focused and emotion-focused coping.
The Health eCommunities Study

The Health eCommunities study is a multi-method project, using both quantitative and qualitative methods, designed to assess the impact on cancer survivors and their caregivers of participating in mailing lists sponsored by ACOR. Health eCommunities represents a collaboration between the ACOR leadership and an interdisciplinary team from the University of North Carolina at Chapel Hill (UNC). An overview of the study and preliminary survey findings have been reported elsewhere [30].

Established in 1996, ACOR is a non-profit Web portal that offers users access to a rich array of information and support for cancer survivors, family members, friends, health care professionals, and researchers. The website also provides links to information about treatment options, clinical trials, and cancer-related books. As an organization, ACOR is a loose confederation of more than 150 publicly accessible mailing lists that range in size from very small (< 10 subscribers) to very large (> 2000 subscribers). The mailing lists are run by dedicated volunteer teams of listowners, most of whom are cancer survivors or surviving spouses or friends of deceased ACOR members. ACOR capitalizes on listowners’ expertise by offering listowners their own mailing list in which to discuss shared problems in list management and facilitation. In addition to running their own lists, listowners may serve on one or more other ACOR listowner teams.

This paper focuses on the qualitative component of the study, including content and thematic analyses of email message texts exchanged by ACOR members (survivors and caregivers) in 10 lists. Recent technological innovations in automatic text analysis now make large-scale studies of support lists possible [37]. Our project is unique among the body of qualitative studies of mailing list–based email correspondence (most using manual coding) because it represents one of the largest samples of message texts of ESGs for related illnesses (eg, different types of cancer).

Because relatively little is known about ESG functioning, we began with two global questions: (1) What are the major concerns of ACOR members? and (2) What kinds of support do these groups offer? However, an additional focus of this paper reflects our unexpected finding that list members were more likely to send messages offering support than they were to request support. This finding was unexpected because previous studies of ESGs reported that most Internet users go online seeking both information and support; therefore, we expected that ACOR members would request support at least as often as they offered support. Further, list members who had the most direct need for support, the cancer survivors, were much more likely to offer support more often than listmates who were caregivers. For these reasons, this paper is devoted to an examination of cancer survivors’ characteristics across the 10 ACOR lists, their patterns of supportive behavior, and the ways they used their collective Internet connections to promote their own and others’ ability to cope.

Methods

Data Collection

Selection of Participating Mailing Lists

Although ACOR permitted our research team access to ACOR as an online health community, individual listowners made the ultimate decision whether their respective lists would participate. We used three criteria to select ACOR lists. First, they had to have listowners with sufficient experience and confidence in their roles as listowners to be good research collaborators. Using his knowledge of the listowners, Frydman identified likely volunteers, encouraged their participation, and worked with the UNC team to gain listowners’ consent. Second, lists were...
selected to represent a range of cancer diagnoses and likely prognoses. Finally, because the project’s survey component would focus on new members, lists were selected based on their history of accruing new members. Although we knew that caregivers were active participants on these lists, we limited heterogeneity of the sample at the group level by excluding lists organized exclusively for cancer caregivers.

**Sampling List Messages**

For the qualitative study, we used individual email messages as the units of analysis. We sought to obtain enough messages to tap into the diversity of members’ views, to capture differences in message content between very active and less active list participants, and to allow for stratification of survivor and caregiver data. Ultimately, we drew our data from the set of messages sent to the 10 lists over a five-month period between November 2003 and March 2004.

Mailing lists appear to have a life cycle of growth and decline, with the number of active members declining as the number of subscribers increases [38]. We did not have full baseline data on subscriber activity levels for the study lists in the months before the study began. One member of the team had been given permission to access the colon cancer archives for a previous study. We conducted pilot analyses of the colon cancer list participation data from November 2002 to March 2003 to estimate how many messages would be in the overall sample. Based on colon list data, we used a conservative estimate of one message per month per subscriber to define active membership.

Currently, there is no consensus among researchers about appropriate strategies for sampling the behavior of list participants. We chose to systematically sample messages sorted chronologically, assuming this procedure would enable us to tap messages from most active members and dominant discussion threads. Based on our pilot studies of the colon cancer list participation rates, we estimated that approximately 25% of subscribers would send a minimum of one message per month. Based on 9881 subscribers in the 10 lists in November 2003, we estimated that over 12000 messages would be sent during the five-month data collection period. Limited resources precluded analyzing all these messages; thus, we systematically sampled 9% of all archived messages for each group, anticipating a sample of 1112 messages.

ACOR staff used a multi-stage procedure to extract messages from the portal’s archives. After sorting each month’s messages chronologically, they used an automated system to extract every eleventh message sent by members (listowner messages were extracted in a separate step). Each month’s message texts were compiled into a single email digest message and emailed to the UNC research team for review and analysis. Our data collection strategy was approved by the Institutional Review Board of the UNC School of Public Health.

**Protecting Participants’ Rights**

By sampling messages from the ACOR archives instead of ongoing discussions on ACOR lists, we tried to avoid the possibility that participants would be deterred from posting to their respective lists, inadvertently disrupting their access to on-list support [39].

All listowners of the participating lists gave their permission to access their lists’ archives. Prior to the start of the eCommunities project, they posted messages to their lists notifying subscribers about the project and directing them to the project’s Web page for Frequently Asked Questions. Members were reminded that ACOR archives were accessible to the public.

Members were also told how sender anonymity would be protected. All message texts were de-identified by ACOR staff before the monthly message digests were transmitted to the research team. An automated process assigned each ACOR subscriber a unique ID number and removed subscribers’ names and email addresses from message headers, message texts, and signature lines sent to the UNC team. Although we only coded original messages, for message texts that were replies to other messages, we retained the original message texts in the data set so we could correctly interpret the replies. Listmembers were offered an “opt out option.” Those who wanted to have their messages removed from the data set could notify ACOR. In turn, ACOR staff would notify the UNC team about the list and participant ID numbers that would be affected.

**Analytic Approach**

As in most email communication, message texts in ACOR lists were informal and loosely organized [37], making analyses challenging. Messages also varied in length. Thematically, they were pastiches that could contain technical information about treatments, side effects, clinical trials, empathic comments, requests for information, or meta-comments about group processes.

**Content Analyses**

We conducted content analyses on each message to determine the relationship of the message sender to the cancer survivor (eg, survivor, caregiver, trusted other, or health care provider) and how often each sender corresponded with his or her respective list. A significant proportion of messages lacked sufficient information to deduce the sender’s role. Subsequently, we reduced the number of messages with unknown senders by compiling all messages with the same sender ID numbers. In many cases, we could find one or more messages within those compiled subsets that contained enough information to recode all messages with identical ID numbers. During this process, we also discovered a number of cases where caregivers and survivors were sending from the same email address, as occurs when multiple family members share a common email address.

Frequencies of topics we report may not represent equivalent amounts of text. The unit of analysis was an entire message. We used Atlas.ti [40], a qualitative data analysis program, that allowed us to code each message text in many different ways. Thus, in a given message, a code could apply to a single sentence or many sentences depending on how extensively the sender addressed a topic.

For thematic analyses, we used both theory-based [41] and grounded theory [42] approaches. For theory-based analyses,
we initially developed global codes based on the sensitizing concepts of the project’s simplified Stress and Coping Model (see Figure 1). Definitions for these coding categories were developed from items used in the project’s online surveys. Following principles of grounded theory [43], we immersed ourselves in the texts, refined our code definitions, and developed new codes as new themes emerged. In general, global codes developed from the model captured the major domains of message content. However, over time, it became clear that we needed subcodes to categorize emerging components of the most frequently used codes.

We searched for overarching themes of support that reflected concerns of most groups. To be selected as an overarching theme on survivor supportive communication, a given topic had to be discussed in at least three messages in a majority of the 10 lists. To be included as a subtheme, a topic had to be discussed in at least three groups.

Maintaining Analytical Rigor

After testing global codes on pilot data, email digests from the lists were assigned to one of two coders (AM and EJL); each coder analyzed data from five of the lists. Following procedures of constant comparison, they met regularly to discuss and resolve coding issues. To determine consistency of codes across mailing lists, we conducted tests of interrater reliability on a 10% sample of each list. Reliability was assessed using a variant of the code checking strategy recommended by Miles and Huberman [44]. For each code, the percentage of agreement was calculated using as the baseline all the instances of text where at least one rater applied that code.

Results

Interrater Reliability

Miles and Huberman [44] recommend minimum interrater reliability levels of .70 for each code. Using this standard, our reliability levels were in the acceptable range. For the eight major codes, average reliability was .84. For the 44 subcodes, reliability was only slightly lower at .83.

Sample Characteristics

Sample size in online mailing list communication can be characterized along two dimensions: number of messages posted and the unduplicated number of message senders.

Number of Messages

Participants in the sample sent nearly 50% more messages (n = 2755) than our pilot estimates of 1112 messages (Figure 2). However, these overages were not evenly distributed across lists. The ovarian cancer list sample was more than 50% larger than expected (157%), and the leiomyosarcoma (LM sarcoma) list sample was over four times larger (427%) than expected; the chronic lymphocytic leukemia (CLL) list was the only one in which the number of messages was slightly lower than expected (−13%). There was no statistical relationship between average rates of participation and five-year survival rates as defined by Surveillance, Epidemiology, and End Results (SEER) data [45].

Figure 2. Participant activity levels: expected and actual number of messages
Although subscribers can benefit from reading messages but not sending them (also known as “lurking”), in this study, we defined participation in terms of posted messages. When we started collecting data, the 10 lists had 10153 subscribers (Table 1). The number of individual senders varied by list from 63 (non-small cell lung cancer [lung NSCLC] and long-term survivors [L-T survivors]) to 164 (ovarian cancer). Smaller lists tended to have a greater proportion of active members.

Number of Unduplicated Senders

Although subscribers can benefit from reading messages but not sending them (also known as “lurking”), in this study, we defined participation in terms of posted messages. When we started collecting data, the 10 lists had 10153 subscribers (Table 1). The number of individual senders varied by list from 63 (non-small cell lung cancer [lung NSCLC] and long-term survivors [L-T survivors]) to 164 (ovarian cancer). Smaller lists tended to have a greater proportion of active members.

Table 1. Comparison of mailing list size and number of senders in sample

<table>
<thead>
<tr>
<th>Mailing List</th>
<th>Number of Members at Start-Up</th>
<th>Number of Senders in Sample (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-T survivors</td>
<td>277</td>
<td>63 (25)</td>
</tr>
<tr>
<td>Lung NSCLC</td>
<td>310</td>
<td>63 (20)</td>
</tr>
<tr>
<td>LM sarcoma</td>
<td>587</td>
<td>95 (16)</td>
</tr>
<tr>
<td>Colon</td>
<td>670</td>
<td>115 (17)</td>
</tr>
<tr>
<td>Kidney</td>
<td>846</td>
<td>137 (16)</td>
</tr>
<tr>
<td>Esophageal</td>
<td>1160</td>
<td>127 (11)</td>
</tr>
<tr>
<td>Myeloma</td>
<td>1191</td>
<td>118 (10)</td>
</tr>
<tr>
<td>Ovarian</td>
<td>1503</td>
<td>164 (11)</td>
</tr>
<tr>
<td>Prostate</td>
<td>1503</td>
<td>108 (7)</td>
</tr>
<tr>
<td>Chronic lymphocytic leukemia (CLL)</td>
<td>2106</td>
<td>135 (6)</td>
</tr>
</tbody>
</table>

Participant Characteristics

Table 2 summarizes ACOR list participants’ characteristics in terms of their relationship to cancer survivors. There were statistically significant differences in the composition of the lists in terms of the participation rates of types of participants ($\chi^2_{18} = 389.6; N = 2967; P < .001$), with survivors posting more often than other types of list members. In the typical group,
messages from identifiable survivors made up slightly more than half (median 57%) of all correspondence, ranging from 38% (esophageal cancer) to 84% (ovarian cancer). Messages from identifiable caregivers made up slightly more than a quarter (median 27%), ranging from 5% (ovarian) to 48% (esophageal). Messages from other identifiable types of participants (friends and health care providers) were rare. Messages from participants who could not be identified typically made up slightly more than 13% (median) of the correspondence; this ranged from 8% (lung NSCLC) to 20% (CLL) of all messages sent.

Table 2. Mailing list characteristics: participation rates of different sender types and exchange of support

<table>
<thead>
<tr>
<th>Mailing List*</th>
<th>CLL</th>
<th>Colon</th>
<th>Esophageal</th>
<th>Kidney</th>
<th>LM Sarcoma</th>
<th>L-T Survivors</th>
<th>Lung NSCLC</th>
<th>Myeloma</th>
<th>Ovarian</th>
<th>Prostate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participation Rates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient/survivor</td>
<td>126 (61)</td>
<td>152 (49)</td>
<td>140 (38)</td>
<td>124 (47)</td>
<td>229 (66)</td>
<td>99 (75)</td>
<td>60 (45)</td>
<td>248 (53)</td>
<td>449 (84)</td>
<td>126 (63)</td>
</tr>
<tr>
<td>Caregiver</td>
<td>32 (16)</td>
<td>120 (39)</td>
<td>176 (48)</td>
<td>92 (35)</td>
<td>66 (19)</td>
<td>17 (13)</td>
<td>60 (45)</td>
<td>163 (35)</td>
<td>25 (5)</td>
<td>28 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>47 (23)</td>
<td>38 (12)</td>
<td>54 (14)</td>
<td>46 (18)</td>
<td>54 (15)</td>
<td>16 (12)</td>
<td>13 (10)</td>
<td>59 (12)</td>
<td>62 (11)</td>
<td>46 (23)</td>
</tr>
<tr>
<td>Overall Support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explicit requests</td>
<td>35 (39)</td>
<td>17 (17)</td>
<td>70 (50)</td>
<td>22 (25)</td>
<td>39 (28)</td>
<td>6 (12)</td>
<td>11 (25)</td>
<td>37 (24)</td>
<td>40 (18)</td>
<td>21 (26)</td>
</tr>
<tr>
<td>Explicit offers</td>
<td>54 (61)</td>
<td>84 (83)</td>
<td>71 (50)</td>
<td>67 (75)</td>
<td>98 (72)</td>
<td>45 (88)</td>
<td>33 (75)</td>
<td>119 (76)</td>
<td>185 (82)</td>
<td>59 (74)</td>
</tr>
<tr>
<td>Type of Support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional</td>
<td>24 (26)</td>
<td>23 (22)</td>
<td>25 (30)</td>
<td>18 (19)</td>
<td>45 (30)</td>
<td>15 (29)</td>
<td>5 (11)</td>
<td>22 (13)</td>
<td>63 (29)</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Informational</td>
<td>69 (74)</td>
<td>82 (78)</td>
<td>58 (70)</td>
<td>78 (81)</td>
<td>107 (70)</td>
<td>37 (71)</td>
<td>40 (89)</td>
<td>141 (87)</td>
<td>153 (71)</td>
<td>78 (90)</td>
</tr>
<tr>
<td>Emotional Support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explicit offers</td>
<td>19 (79)</td>
<td>22 (96)</td>
<td>24 (96)</td>
<td>17 (94)</td>
<td>35 (78)</td>
<td>15 (100)</td>
<td>4 (80)</td>
<td>20 (91)</td>
<td>58 (92)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Explicit requests</td>
<td>5 (21)</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>1 (6)</td>
<td>10 (22)</td>
<td>0 (0)</td>
<td>1 (20)</td>
<td>2 (9)</td>
<td>5 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Informational Support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explicit offers</td>
<td>38 (55)</td>
<td>65 (79)</td>
<td>53 (91)</td>
<td>56 (72)</td>
<td>71 (66)</td>
<td>31 (84)</td>
<td>29 (73)</td>
<td>102 (72)</td>
<td>120 (78)</td>
<td>56 (72)</td>
</tr>
<tr>
<td>Explicit requests</td>
<td>31 (45)</td>
<td>17 (21)</td>
<td>5 (9)</td>
<td>22 (28)</td>
<td>36 (34)</td>
<td>6 (16)</td>
<td>11 (27)</td>
<td>39 (28)</td>
<td>33 (22)</td>
<td>22 (28)</td>
</tr>
</tbody>
</table>

*Numbers are reported as raw counts with percentages in parentheses. Percentages are of total messages for participation rates, total messages coded as containing support for overall support, and total messages containing emotional support and informational support for those two categories.

†Chi square values are Cochran-Mantel-Haenszel general association statistics with degrees of freedom in parentheses, except for Emotional Support, which uses Fisher exact test and reports table probability rather than a chi square value.

Mailing Lists as Sources of Social Support

Table 2 further shows the absolute numbers and percentages of messages containing explicit requests for and offers of support across all lists. We also found a substantial number of instances in which participants posted messages that could be construed as implicitly offering support although they were not specifically responses to others messages (range: lung NSCLC 28% to ovarian 53%). Such messages included descriptions of cancer-related events without comment or requests for help. Some senders wrote narratives about their diagnosis or staging, their experiences with different treatments, and treatment side effects. Other members posted URLs to link members with information about cancer treatments, clinical trials, or new research findings.

Some messages used automated message signature files that contained thumbnail histories of survivorship experiences of senders or survivor relatives (Textbox 1). Both survivors and caregivers used this signature line feature, and they included updateable, telegraphic lists of senders’ (or their relatives’) date of diagnosis, cancer treatments and outcomes, and current health status. Although some other support lists require members to include case history information in their signature lines as bona fides of members of their lists [A Jones, personal communication, March 1, 2005], ACOR lists do not require this. Of 1751 messages sent by identifiable survivors, 267 (16%) had case history signature lines.

Previous research on asynchronous Internet-mediated communication found that correspondents rapidly develop an idealized sense of intimacy [46]. We found the intimacy in our sample of ACOR lists tended to be focused on the pragmatic details of life with cancer. Furthermore, we found surprisingly few disclosures of events in members’ lives that were unrelated to cancer survivorship.
Textbox 1. Four examples of survivors’ signature line texts (in order, from briefest to more detailed)

<table>
<thead>
<tr>
<th>No</th>
<th>Sample Signature Line Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rectal Duke B2; Cancerteer [sic] since 2001</td>
</tr>
<tr>
<td>2</td>
<td>[city, state]. (A 3-1/2 yr Fighting Four)</td>
</tr>
<tr>
<td>3</td>
<td>dx [date] from a Pap test, TAH/BSO, papillary adenocarcinoma, primary peritoneal, IIIa grade 3, 7 rounds taxol/carbo. Recurrence #I dx 9/99 from a Pap test, TAH/BSO, papillary serous adenocarcinoma, primary peritoneal, IIIa grade 3, 7 rounds taxol/carbo. Recurrence #I [date], 8 taxol/carbo. Recurrence #II [date] biopsy says estrogen + tamoxifen, 8 taxol/carbo.</td>
</tr>
<tr>
<td>4</td>
<td>[date] - X-rays showed spot on left lung [date] - Surgery tumor &amp; lower lobe-left lung removed; not clear margins; 5-6 nodules like grapes 15 x 10.5 x 8.0 cm mitotic rate was 4-5/50 hpf [date] - Cat scan chest &amp; abdomen showed tumor in or near left lung [date] - Cat scan of Head and Pelvis clear [date] - Surgery 1 tumor removed from lining of ribs; not clear margins; surgeon recommends radiology; Size: 2.8 cm x 2.2 cm x 1 cm; mitotic rate. increased to 2-3/10 hpf; &amp; more cellular specimen. [date] - Sarcoma Clinic dx: Smooth muscle tumor of uncertain malignant potential/grade 1 leiomyosarcoma (from oncologist report to my surgeon &amp; GP). No stage reported: when pressed Medical Onc. Said maybe 2 or 3. [date] - No adjuvant therapy; 6 mths NED; Rad Onc says Low Grade LMS needs close follow up. My surgeon will attend to follow up Scans and Xrays from now on. [date] - xray in Sept clear 9 months NED [date] - CatScan to be done in Dec/03</td>
</tr>
</tbody>
</table>

Information and Advice Themes

Because our surveys of new subscribers found that cancer survivors join ACOR lists mainly because they are looking for information, it was not surprising that this theme was dominant across lists in our sample (see Table 2). The most common kind of support offered by survivors was information and advice based on their experience. We identified four major themes associated with survivors’ offers of information and advice: (1) specific treatments, (2) communicating with health care providers to find the best treatment, (3) problem management strategies, and (4) coping with cancer recurrence. Each of these themes was subdivided into several related components. Table 3 lists the major themes, associated subthemes, and the total number of lists in which survivors sent supportive messages addressing each theme.

Our sample of messages included relatively little discussion about the experience of being diagnosed. Although survivors’ messages with case history signature lines often included the diagnosis date, slightly less than 10% of messages (79 of 811) from survivors mentioned their diagnosis experience.
Table 3. Information and advice themes

<table>
<thead>
<tr>
<th>Theme Number</th>
<th>Themes and Subthemes*</th>
<th>Number of Lists †</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Specific treatments</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Case histories</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Treatment types</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Factors to consider in making treatment decisions</td>
<td>9</td>
</tr>
<tr>
<td>1.2</td>
<td>Communicating with health care providers to obtain good care</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Communication factors that could affect quality of care</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Strategies for obtaining good cancer care</td>
<td>5</td>
</tr>
<tr>
<td>1.3</td>
<td>Problem management strategies</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Using the Internet for due diligence</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Using the Internet to get good cancer care and social support</td>
<td>4</td>
</tr>
<tr>
<td>1.4</td>
<td>Coping with cancer recurrence</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Coping with risk of recurrence</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Living with relapses</td>
<td>3</td>
</tr>
</tbody>
</table>

*To be selected as a major theme (in bold), a given topic had to be discussed in at least three messages in a majority of the 10 lists. To be included as a subtheme, a topic had to be discussed in at least three groups.

†Numbers of discussion subthemes in lists do not necessarily equal the total number of mailing lists in the major theme. These counts represent the union of the set of all mailing lists in which messages addressed some aspect of the major theme, while subtheme occurrences may only have been found in a subset of the mailing lists.

**Theme 1.1: Specific Treatments**

Most new subscribers reported that one of their main reasons for joining ACOR lists was to seek information and guidance about specific treatments [30]. Theme 1.1, Specific Treatments, dominated discussion in all 10 lists. There were three subthemes: case histories, information about types of treatment, and factors to consider when making treatment decisions.

In all lists, members often discussed their case histories. These messages contained accounts rich in information that other members could use to estimate the likelihood of long-term survival. In nine lists, survivors offered information about treatments and factors to consider when making treatment decisions. In discussions of treatment types, senders provided information to help listmates understand the bewildering array of options; of these, chemotherapy was mentioned most frequently. In about a third of the messages, members discussed two or more kinds of treatment options and frequently discussed how they were used in combination.

Survivors’ messages often offered help to listmates in thinking through the factors to consider when making treatment decisions and typically urged the newly diagnosed to practice “due diligence” by becoming informed consumers of cancer care. Due diligence included seeking information on treatment response rates, probability of survival or cure, likelihood of recurrences, long-term survival rates, and cancer stages. To be informed consumers, newly diagnosed members were advised to seek information on the types and severity of side effects and after effects of treatment and the likelihood of cure associated with the specific treatments being proposed and relative to other available treatment options. In some cases, senders provided information they thought listmates needed, describing their experiences with treatments, side effects, and strategies for minimizing discomfort. Senders also provided assistance for those further along in their disease progression and treatment cycles. Here, discussions addressed such diverse issues as how risk of recurrence is assessed, how to use test results to decide on whether to use standard or aggressive treatments, potential benefits of adjuvant treatments, and sequencing of treatments for different stages of cancer (eg, reserving certain chemotherapy regimens in the event the cancer became inoperable).

**Theme 1.2: Communicating With Health Care Providers to Obtain Good Care**

In nine lists, survivors offered information and advice on issues related to the role of good communication in obtaining optimal care. This theme included two subthemes: the importance of communicating with health care providers and recommendations about how to obtain good cancer care.

In seven lists, survivors discussed communication factors that could affect quality of care. They advised listmates to take initiative and raise issues with their doctors to understand the relationship between disease progression and treatment options, to be prepared for treatment side effects, and to understand how to maximize quality of life. Senders provided examples to distinguish between good and bad communication with health care providers, and they described how their relationship with their provider had benefited through good communication.

Discussions about problematic communications with health care providers occurred in half the lists. Members shared examples of poor communication and bad advice received from health professionals. They offered suggestions for critically assessing the information and advice they received and encouraged listmates to use lists to clarify and validate.
professional opinions. Some senders posted messages expressing concern about the information or recommendations other members reported from their doctors, urging them to seek second opinions. They also offered suggestions for coping with adverse consequences of inappropriate treatment decisions.

In five lists, members offered advice about strategies to obtain good cancer care and identified treatment centers and doctors who provided good treatment. Senders offered advice on building a good medical team, how to work with team members, and how to cope with the complexity of information from different team members.

Theme 1.3: Problem Management Strategies

Survivors in eight lists shared information and advice about different problem management strategies. There were two subthemes: using the Internet for due diligence and using the Internet to get good cancer care.

List members had already enacted one problem management strategy by joining an ACOR list and encouraged each other to take further action against the cancer threat. Survivors’ messages provided information and advice about effectively using Internet resources to obtain and manage cancer care. Senders clearly viewed the Internet as an essential tool for cancer-related problem management.

Information messages from survivors supported listmates in using the Internet for due diligence by providing specific content of interest to individuals with a similar cancer diagnosis. Senders posted hyperlinks to websites they thought salient for listmates. The most frequently mentioned websites included those that provided definitions of diagnostic terms, descriptions of treatment protocols, and information on treatment side effects. In some cases, websites were sponsored by the National Cancer Institute (NCI) or other government agencies. Members also frequently recommended other nongovernmental sites that offered information about clinical trials or cancer-related research projects, links to published reports of research findings, and facilities offering specific types of cancer treatment. In four lists, survivors posted messages in which they recommended online publications or books they believed were reliable and helpful sources of information. When members recommended books, they typically included links to online retail sites offering the book.

The second subtheme, using the Internet to get good care and social support, was found in four lists. Typically, these survivor messages shared information about how to use the Internet to get the best possible care for particular cancers. Survivors also directed listmates to websites that contained information about providers from whom senders had received good care. In addition, survivors helped listmates find sources of social support, including other cancer support lists. At the same time, senders reinforced listmates’ participation in ACOR mailing lists by noting how to use listmates as resources. Senders often said they valued ACOR mailing lists because they provided access to more experienced members who could help them interpret test results and correct misinterpretations about published cancer research studies. In addition, senders noted how ACOR listmates provided practical information about the daily struggles of coping with cancer, coping at different stages, and the realities of long-term survivorship, all of which was a valuable supplement to the advice received during all too brief contacts with health care providers.

Theme 1.4: Cancer Recurrence

If survivors are fortunate, their treatments result in cures or very long periods of remission. However, being declared disease free does not mean these individuals can return to their precancer lives, so both fear of relapse and coping with relapse were important concerns. The major theme of cancer recurrence was discussed in six lists and included two subthemes: managing risk of recurrence and coping with relapses.

In five lists, survivors discussed problem-focused coping with the ambiguity of being found NED (no evidence of disease) or NERD (no evidence of recurring disease). They admitted that they remained anxious about the possibility of recurrence, and reminded their listmates that, even after being declared disease free, they must remain vigilant for early signs and symptoms of recurrence. They also advised using due diligence at this stage by being proactive and staying informed about new treatment options, probability of cure and recurrence, and treatment side effects and after effects. They encouraged listmates to take steps to minimize the risk of recurrences. For example, senders recommended lifestyle changes, such as dietary changes, to reduce the likelihood of recurrence of colon polyps. In some lists, senders wrote about the importance of regular self-monitoring, noting that occurrence of a primary cancer increases the risk of subsequent ones, sometimes in different forms. They shared information about procedures for monitoring and discussed how to cope with the uncertainty of fluctuating test results and how they could use test findings to decide whether to seek treatment to prevent a recurrence. In one list, a member discussed the difficulties inherent in using statistics to assess an individual’s prognosis and the importance of regular monitoring:

Since [cancer type] patients come in all shapes and sizes, some with very aggressive disease on diagnosis, others smoldering for many years; it’s impossible to have a level playing field.... My internist FIRST noticed a slightly elevated protein level when I became his patient…. Prior to that, no tests were ever taken that would break down this figure. It wasn’t until [date removed] that this doc felt the protein level needed to be checked by a hem/onc, who decided that I was “smoldering.” I finally started treatment in [date removed] and had a transplant in [date removed]...one of the first combined stem cell and bone marrow transplants. Though I have relapsed twice, I’m still kicking.

In three lists, survivors reported how they coped with relapses. Although all felt emotionally devastated when informed about their recurrence, senders agreed the only way to cope was to keep in mind that they had to deal as well as possible, which included getting all the information they could. One member offered an example of how staying informed about treatment options enabled her to help her children adjust to the reality and implications of her relapse. Other survivors, such as the
participant quoted earlier, provided information to sustain hope when confronted with relapses, reminding listmates that—despite multiple relapses—they were “still kicking.”

Emotional Support Themes

Defining Emotional Support

Compared to the detailed technical discussions of cancer treatments, the emotional supportive text of survivors’ messages was often relatively brief and typically occurred at the end of messages. To categorize the emotional aspects of support survivors offered to others, we adapted Cutrona and Suhr’s [47] typology of emotional support (Tables 4 and 5).

Table 4. Categories of emotional support (adapted from [47])

<table>
<thead>
<tr>
<th>Type of Emotional Support</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional coping strategies</td>
<td>Suggestions for managing painful emotions (e.g., anxiety, anger, fear, and sadness)</td>
</tr>
<tr>
<td>Empathy</td>
<td>Acknowledging identification with others’ emotional reactions and feelings including painful and pleasurable feelings; validating the appropriateness of another’s reactions to stressful circumstances</td>
</tr>
<tr>
<td>Encouragement</td>
<td>Support in persistence in facing challenges; expressing hope that situations will improve</td>
</tr>
<tr>
<td>Prayers</td>
<td>Offering spiritual support through prayers or blessings to others in distress</td>
</tr>
<tr>
<td>Esteem support</td>
<td>Appreciation for the value of an individual and his or her accomplishments</td>
</tr>
</tbody>
</table>

Table 5. Emotional support themes

<table>
<thead>
<tr>
<th>Theme Number</th>
<th>Theme</th>
<th>Number of Lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Encouragement</td>
<td>10</td>
</tr>
<tr>
<td>2.2</td>
<td>Empathy / emotional validation</td>
<td>10</td>
</tr>
<tr>
<td>2.3</td>
<td>Emotional coping strategies</td>
<td>10</td>
</tr>
<tr>
<td>2.4</td>
<td>Esteem support</td>
<td>9</td>
</tr>
<tr>
<td>2.5</td>
<td>Prayers</td>
<td>7</td>
</tr>
<tr>
<td>2.6</td>
<td>Solidarity</td>
<td>7</td>
</tr>
</tbody>
</table>

Rates of Emotionally Supportive Communication Across Groups

As Table 2 shows, the 10 lists can be roughly divided into two groups along the level of emotionally supportive communication. Seven groups (L-T survivors, CLL, LM sarcoma, kidney, colon, and ovarian) were more supportive, with 19% to 30% of messages containing emotionally supportive comments. Emotionally supportive messages in the three less supportive lists (myeloma, lung NSCLC, and prostate) ranged from 10% to 13% of all messages. In addition, types of support varied across lists. Encouraging and empathic comments, as well as suggestions for emotional coping strategies occurred, to some degree, in all groups. In addition to encouragement and coping strategies, members in a majority of the groups offered several other kinds of emotional support (Figure 3). However, compared to encouragement and emotional coping strategies, the other types of emotional support occurred much less frequently.
Theme 2.1: Encouragement

As befits support groups, the most common type of emotional support was encouragement; about a quarter of messages included some encouraging notes. Frequently, these were simple exhortations at the end of messages, such as “Hang in there” or, for those embarking on a course of treatment, “Hope everything goes well for you!”

Others offered warm wishes for continued good recovery and “continued shrinkage” of tumors. Many messages encouraged the intended recipients to take a more activist attitude in the face of difficult circumstances. In all groups, members encouraged each other to persevere and to persist in staying vigilant for recurrences, seeking appropriate treatments, and overcoming obstacles to getting Social Security support benefits.

A fourth type of encouragement served to sustain hope that cancer is treatable, that the intended recipients are “in good hands” at their respective treatment facilities, and that feeling better and continued good quality of life are achievable goals.

Theme 2.2: Empathy and Emotional Validation

Empathy is the ability to understand and identify with another person’s feelings in both happy and sad occasions and to respond compassionately to another’s distress [48]. We categorized empathic statements as those in which survivors wrote messages such as “The things you write are the same we’ve been through” and “We know how it feels to fight this beast.” We included comments that validated other members’ emotional reactions to the experiences as cancer survivors, such as “[name deleted] was such an inspiration to us, always sending articulate and intelligent posts. We learned so much from our association with [name deleted] and the knowledge he shared.”

Theme 2.3: Emotional Coping Strategies

ACOR list members provided models of successful emotional coping by offering descriptions of attitudes and cognitions that helped them in their journey. Many messages encouraged self-acceptance, emphasizing that each person’s experience is unique and there are “no right or wrong ways to do it.” Similar advice on self-acceptance was offered for coping with treatment side effects and after effects: “Accept the new you” and “I always scared before getting test reports” and “You can be pissed off and let off steam.” Survivors also expressed sympathy for each others’ disappointments, most often related to reports of recurrences or metastases. Happily, survivors also wrote when they had good news, such as good test results, announcements that they had survived yet another year, weddings, births, or other positive events. Listmates responded to these messages with expressions of pleasure and sincere congratulations, often mentioning how important hearing good news was to sustaining their hope for the future.

The most solemn types of emotional support were expressions of sympathy and condolences offered to caregivers and their families when loved ones died. These occurred primarily in three lists (LM sarcoma, L-T survivors, and ovarian). In instances in which the deceased had been an active member of the list, listmates sometimes responded with moving tributes: “[name deleted] was such an inspiration to us, always sending articulate and intelligent posts. We learned so much from our association with [name deleted] and the knowledge he shared.”
enjoyed having my straight hair come back curly after treatment.”

Members frequently wrote about how their life view was transformed by the cancer experience, moving from dread to deep appreciation for the preciousness of life and the people they loved. One member described how keeping a journal of her cancer journey helped her find new meaning in life: “Strange that we have to suffer to find ourselves.” Members consistently stressed the importance of maintaining a positive attitude, and many wrote about the importance of experiencing life more fully. Members reminded each other to not only plan for the future, but also live life for today and not defer pleasure, such as long-planned vacations.

Members also described positive coping by using social comparisons. They could tolerate treatment side effects if it kept “the beast at bay,” bolstered by the prospect of feeling better. Listmates offered examples of people who had lived long lives and accomplished much even when living with cancer.

Members also offered practical advice. One suggested that listening to music could reduce feelings of claustrophobia while being scanned. Others recommended managing anxiety by recalling images of favorite peaceful places or seeing a psychiatrist to manage guilt and the anxiety of “living in limbo after chemo.”

**Theme 2.4: Esteem Support**

We defined esteem support as verbal expressions that specifically built a sense of self-worth, value, and competence. Survivors nurtured their listmates’ self-esteem by explicitly acknowledging how frequently their messages served as sources of expert information, strength, and inspiration, as well as models of courage and coping. Various members commented how messages had helped them cope at different stages of their illnesses: when newly diagnosed, when confronting a new course of treatment, and at the terminal stage (for example, “How you inspire us with your courage and wisdom as you face what we all must.”). In addition, members expressed appreciation for those who continued to participate in the lists and provide support for others even after they had been declared NED (no evidence of disease). Survivors also commented appreciatively about listmates’ individual characteristics, such as courage, assertiveness, humor, and a positive attitude, thus reinforcing strengths that would help them cope with their cancer. Not surprisingly, members also valued good writing and members who could “verbalize what so many of us feel.”

**Theme 2.5: Prayers**

Survivors who offered help were relatively secular in their support. Across all groups, prayers and blessings were relatively rare (Table 5), and we did not find any in three of the lists (kidney, lung NSCLC, and prostate). In contrast, almost half of survivor messages sent in the ovarian list contained a reference to prayer. The type of spiritual support offered in these messages tended to be brief, conventional (although certainly sincere), and included phrases such as “God bless you” or “You and your family are in my thoughts and prayers” as part of the message closing. In the section on listowner facilitation roles below, we discuss factors that may have deterred members from expressing more religiosity.

**Theme 2.6: Solidarity**

We found the final type of emotional support, solidarity, scattered across survivors’ messages in seven of the lists. This type of support included general expressions of solidarity so members would not feel alone in their treatment tribulations. As with prayers, half the messages containing expressions of solidarity were sent by members of the ovarian list. Members wrote expressing interest in learning how others in the list were faring with treatment, but most often these expressions occurred as simple statements of support such as “I will be thinking of you” or “I wish the best for you.”

**Listowner Facilitation Roles**

Across all mailing lists, discussions appeared to be very task focused. Neither survivors nor caregivers shared much information about their families or jobs or other aspects of life not directly affected by cancer. This raised the question of how members learn what is appropriate for discussion. We queried ACOR listowners by email about this issue, and they informed us that they worked both online and offline to facilitate discussions (Table 6). ACOR mailing lists function as a loose federation; listowner teams on each list have the authority and flexibility to shape their respective lists according to their shared personal visions and understanding of list needs. Listowners also have a closed-membership list of their own called Oncolist. Participation in Oncolist provides listowners with access to the knowledge and experiences of other listowners specific to facilitation of cancer-related mailing lists.

Although the content of each list varies substantially, ACOR provides a framework for some standardization. For example, all new subscribers to ACOR lists receive an automated welcome letter from Gilles Frydman, ACOR’s founder. In addition, each list sends out an automated welcoming message that describes the group’s intended audience as well as its purpose, but it generally does not specify topics that are unacceptable to the list community. In some instances, listowners have added brief, automated signature line reminders about list netiquette, such as this posting from the lung NSCLC list: “Support is our goal. Please, no: Commercial, religious, political, rude, or off-topic messages; no unapproved questionnaires.”

ACOR listowners who participated in our study reported that they preferred not to actively direct discussion content because it could be disruptive and provoke flaming.
List members often remind each other about rules, reducing the need for active interventions by listowners. Mailing lists that are part of a portal have an advantage when they encounter a member who persistently goes off topic, because they can easily redirect that member, encouraging him or her to join a list elsewhere on the portal where members’ interests would be more convergent. For example, if a member frequently posts religious messages beyond conventional requests such as “Please pray for me,” listowners may urge the member to join another ACOR list, such as the Cancer Survivors Christian Online Support Group, which specializes in Christianity and cancer. Similarly, members seeking support for use of alternative cancer treatments have the option of joining the CAM-ONC list, which provides a forum to discuss how to integrate complementary and alternative cancer care with conventional approaches.

**Discussion**

We found consistent patterns across the lists in participants’ behaviors, focal topics of discussion, and in the types of support they offered each other. In this section, we focus on: (1) factors related to supportive discussion content across lists aimed at helping list members cope with their diseases and treatment effects, (2) methodological issues related to project sample size and participant characteristics, and (3) new automated methods to help researchers analyze the large quantities of data generated by online communities.

**ACOR Mailing Lists as Sources of Support**

**Implicit Support**

An important component of our investigation was to examine the functions of implicitly supportive messages and the role they play in overall support offered through lists. Preece argued that personal narratives and case histories are examples of empathic communication [49]. Unsolicited case histories can strengthen the group’s solidarity and reduce individual members’ sense of isolation by allowing other members to know how others are weathering their cancer-related challenges. Further, when members send messages that include URLs of resources, they remind the list of resources that are accessible via the Internet, making it easier for their listmates to engage in coping using problem management strategies.

**Dominance of Offers Over Requests**

We were surprised to find large and consistent differences in the proportion of messages offering support compared to those explicitly requesting support. However, based on the few studies that explicitly described list-based offers and requests for support, this behavior may be the norm rather than the exception [21,50,51]. Although researchers have presented their data in ways that make it impossible to make direct comparisons, there are conceptual similarities. In studies examining support-seeking behavior, the percentage of messages containing offers of informational support ranged, at the lower end, between 37% (problem drinkers) [21] and 40% (primary biliary cirrhosis) [50], and at the higher end, between 80% (colon cancer) [52] and 85% (diabetes) [51]. Our findings are consistent with those of earlier researchers who found offers of emotional support were less common, ranging from nearly 29% (problem drinkers and diabetes) [21,51] to 48% (colon cancer) [52]. Similarly, in these same studies, there were proportionately more requests for information, ranging from 15% (problem drinkers) [21] to 23% (colon cancer) [52]. Messages containing requests for emotional support were rare in all these studies, ranging from 2% to 3% of all messages. Populations and methodologies in these studies were so disparate as to make it difficult to draw strong conclusions about these differences.

We cannot determine the reason for these patterns. One possibility is that many ACOR list members do not have to ask for help because their offline resources for support are adequate. Within ACOR they can get answers on many topics or find role models for coping simply by reviewing list archives or lurking long enough to read exchanges of messages between others who are facing similar challenges [53]. Also, email communication is asynchronous and allows senders to remain invisible and anonymous. These restricted channel characteristics promote idealized views of senders [46]. Further, senders can choose their words and manage how they present themselves to the lists. Given the choice, it is likely that most people would choose to present themselves in a positive light. However, many of these people were under extreme stress, and that tends to reduce...
the likelihood of positive framing. Finally, being able to offer help is a more empowered position than being a supplicant. List members who have more personal experience with cancer and have learned a lot about cancer from participating on the list can find rewarding roles as “elders,” sharing both what they have learned and how they have coped [54].

Factors Affecting the Range of Discussion Topics

Information and Advice About Cancer Treatments

The combined findings from prior research on ways people use the Internet, the stated missions of mailing lists, as well as new ACOR subscribers’ self-reports about what they were seeking by subscribing to the lists led us to expect that the dominant themes would focus on cancer-specific treatments. This hypothesis was borne out by our analyses. However, ACOR members presented this information in ways that suggest they were inventing their own form of evidence-based medicine. Members shared information and advice about clinical trials, their own experiences with side effects and after effects of specific treatments, and the practical points of managing different treatment [55]. With this information, list members felt better prepared to make informed choices, to become active members of their own care teams, and to negotiate with doctors and medical teams about which treatments to pursue. Similarly, by being better informed they could cope more effectively with the effects of treatment as well as with recurrence when treatment failed. Nevertheless, we did not have data by which to evaluate the quality of decisions participants made.

Typically, discussions about qualitative research findings remind readers that findings are based on convenience samples and are not generalizable to other situations or populations. However, we believe we can make stronger claims about the external validity of our conclusions. Our results are supported by the results of our quantitative Health eCommunities surveys of new ACOR subscribers, which found that they were most interested in informational support. Our results are also consistent with findings from several other studies that included analyses of list member communication across diverse health support lists whose discussions focused strongly on treatment-related issues [21,51,54,56-58].

Communicating With Health Care Providers and Finding the Best Treatment

People are unlikely to subscribe to illness-support lists unless they—or people they care about—have an illness. List members’ messages were somewhat more likely to address issues about what to talk about with their doctors than about finding treatments. Many list members had already been diagnosed and were embarked on some kind of cancer treatment journey. Members reported examples of both good and bad relationships with their treatment providers. In general, discussions about finding treatment providers were more often about doctors and institutions offering the best treatment.

In the majority of lists, members focused on what they should discuss with their doctors. In five lists, some members expressed concerns about recommendations their listmates received from physicians and advocated seeking second opinions. In the literature, there have been reports on the reactions of providers whose patients bring information obtained from the Internet to the clinical encounter [59]. However, in our data, there was little reporting about list members bringing information and suggestions from mailing lists to their doctors or about how their doctors responded. It might be helpful to develop materials for listowners with suggestions about how to communicate optimally with physicians. Such information could be shared among lists.

Virtual Community Support for Active Coping

In our conceptual model of stress and coping (see Figure 1), list members’ levels of self-efficacy and their information-seeking styles (illness appraisals) play a role in their coping strategies. For message analysis, we lacked baseline assessments of these attributes. We hypothesized that participation in the lists and social support provided by lists would impact coping efforts. Because we did not have pre- and post-measures of individual illness appraisals or coping styles for these quantitative analyses, we could not determine the extent to which participation in lists caused members to change their coping behaviors. However, these data show that when cancer-affected people join ACOR lists, they are consistently encouraged to engage in active coping behaviors (eg, information seeking, asking questions of health professionals). Members encouraged each other to maintain this “activated” stance at each stage of their treatment, regardless of whether their cancer was active or in remission. Moreover, list members were provided models of how they could use the Internet for due diligence in learning about their particular form of cancer, the most effective treatment options, and the institutions or providers from which they could obtain good care.

Emotional Support

List members offered each other encouragement, empathy, and shared emotional coping strategies. Given how frightening the prospect of cancer and cancer treatments can be, it is somewhat surprising that comparatively few of the messages contained explicit, emotionally supportive content (7% to 18% of messages). In addition, although messages were relatively restrained in emotionality, we found several kinds of emotionally supportive content in the messages, possibly increasing their impact.

Overall, survivors’ emotionally supportive messages reinforced list values for active coping strategies. Survivors often couched their messages in optimistic, activist, or even militant terms (eg, “Never give up the fight!”). Moreover, messages offered esteem support for active members who modeled active coping. Survivors who offered support also recognized that there were situations in which active coping strategies were not appropriate. They acknowledged that coping strategies had to fit individual situations, modeling cognitive reframing strategies to cope with existential situations rife with uncertainty or many uncontrollable factors. ACOR members tried to provide help by suggesting coping strategies appropriately tailored to their listmates’ situations.
Methodological Issues

Ethical Issues in Qualitative Research on ESGs

Among researchers studying online groups, one of the ongoing debates is whether mailing lists and other online groups are “public spaces or private rooms” [39,60]. This issue has major ethical implications for how qualitative research is conducted in these groups. Eysenbach and Till [60] have suggested that when some form of registration is required to gain access to the list, then most subscribers are likely to regard the group as a “private place.” They also note, however, that members may view groups with a larger number of subscribers (> 100) as less private than those with fewer subscribers. Qualitative researchers who want to use email message texts from existing groups are confronted with the challenge of obtaining informed consent from members who did not join the lists to participate in research. While researchers may be able to obtain listowner permission to use messages, this strategy does not allow individual list members to give their consent. Once the data are analyzed, if verbatim quotes from members’ messages are used in publication, then the researchers are obligated to reduce the risk of unwanted exposure by removing all identifying information from message texts and to obtain the senders’ permission to use them.

In this study, we made systematic efforts to protect participants’ rights at each stage of the research. We only recruited larger lists (> 200 subscribers). Although new subscribers to ACOR lists have to register, the ACOR website informs all newcomers that ACOR archives are publicly accessible. As a result, participants in this study were more likely to view their lists and list archives as public rather than private spaces, and less likely to resent having their messages used in research.

With regard to consent, we had listowners’ permission to use messages from their archives and we notified subscribers about the project’s online fact sheet. The scale of the study prevented us from obtaining individual consent from all subscribers. In any case, members could request to have their messages removed from the analysis, but none did.

Although we did not promise to request permission to use quotes, the sheer scale of the project protected participants’ privacy. The goal of the study was to identify commonalities in the provision of support across lists so the data were summarized extensively. Ultimately, we used very few direct quotes and most of those were only brief phrases. In the few instances in which we present more extended quotes, we removed information linking the quote to cancer types or specific lists.

Sample Size

Posts were highly variable in timing and frequency. It was an empirical question whether systematic sampling would capture this variability. As it turned out, we underestimated activity levels within lists (see Figure 2). On a gross level, comparing mean activity levels between the sample and full data sets, sample activity levels were higher in 7 of 10 lists. In general, these average differences ranged from one to two messages overall per month, with the one exception of the myeloma list, where the difference was approximately five messages. The ovarian list was the only list in which the sample averages were somewhat lower than those of the full list dataset.

We do not know the reasons for these differences between the sample and full data sets. One possible explanation is that, when more active members went online, they initiated more new messages and posted replies to other frequent senders during relatively short time periods. With our systematic sampling method of extracting messages from chronologically sorted sample messages, we may have tapped into a somewhat greater proportion of those active members’ posts.

Differences in participation rates between groups may also have other implications for the way support is experienced by members in different lists. If the typical member only posts one or two messages a month, they may be less likely to use those messages to comment on or to reply to others’ messages. A consequence of infrequent reading of list email is that individual senders are less likely to see replies made to their own postings. In turn, listmates whose response fail to elicit follow-up comments or answers to a posed question may come to regard nonresponsiveness as the norm for the larger mailing list community. As a result, members may experience the list as less responsive to individual needs.

Participant Characteristics

Group composition was another source of variability across lists. Similar to many other Internet-based organizations, ACOR does not collect background information on its subscribers. Thus, we did not know whether subscribers were survivors or cancer-affected others. We could only deduce their identity as survivors or caregivers from what they wrote in messages. We believe we were successful in doing so in most cases. The median number of messages for which we could identify senders’ roles was 87%, but this proportion varied across lists. We were able to identify the most sender roles in the lung NSCLC list (92% of messages) and the fewest in the CLL list (80% of messages).

We found, as expected, that the majority of messages were from cancer survivors. However, there was also considerable variability in the proportion of messages sent by those whom we identified as family caregivers, ranging from a low of 5% in the ovarian list to nearly half (48%) in the esophageal list.

Lists with the highest proportion of caregiver messages were also the ones serving survivors with the most potentially deadly cancers (eg, esophageal). This finding is consistent with other research showing that Internet users who were support seekers were more likely to be caregivers than people suffering from health problems [6]. Possibly, these situations occurred when the survivors who originally subscribed to the list became too ill to post messages, so their caregivers took over. Also, as survivors get sicker, their caregivers may need more support and post more frequently to their respective lists, thereby increasing the likelihood they would be included in our sample. If caregivers feel isolated due to demands of care giving, lists may serve an especially important role. As with other structural variations in ACOR lists, our explanations for these differences are speculative.
Although introductory information in list welcoming messages specifically mentions that health care providers are encouraged to participate, we found little evidence that they did. For the most part, those identified as health care providers were also cancer survivors. In a few cases, information in message texts or footers suggested that the health care provider sending the message had drawn on both personal and professional experience to become a cancer patient advocate or was involved in producing educational materials for patients.

Prior research indicates that many health professionals are concerned that patient-provider relationships will be affected when survivors bring information found on the Internet to discuss during appointments [59,61]. If health professionals participate in health support mailing lists as participant observers, they may become better informed about how lists function and may be more effective in helping survivors maximize the benefits of list participation. Surveys of physicians [61] and new ACOR members [30] showed that many survivors are taking health information they find on the Internet to discuss with their physicians. Although we found reports of physicians participating in online clinical discussion groups [52], we were unable to find studies of physician participation in online illness support groups with survivors and caregivers. Across all lists in our study, the median number of messages from identifiable health care providers was 1%. In five groups, no messages had senders identifiable as health care professionals. The prostate list had the largest proportion of messages sent by health care providers (4%). Further research is needed to identify barriers to participation by health care providers as well as ways to increase the motivation of health professionals to become active in online support groups. Potential barriers include health care providers’ overloaded practice schedules, lack of incentives to seek information about online support resources, and potential liability issues associated with offering medical advice or opinions online.

**External Validity**

What does external validity mean in the case of naturally forming peer-to-peer groups on the Internet, such as those in ACOR? Here we define it in terms of what new list members can realistically expect to find when they join a group. Early research suggests the pattern of predominance of offers of support over requests that we found among participants on ACOR lists is similar to those in other groups [21,50,51]. However, the pattern of messages containing much more informational support than emotional support probably reflects the highly technical nature of cancer treatments. Further research is needed to determine whether online groups for people living with chronic health and mental health conditions focus less on treatment technologies and more on emotional support for coping.

ACOR’s organizational structure is another factor that could limit whether such health-related ecommunities can be replicated. ACOR’s mailing list for listowners (Oncolist) appears to play a key role in developing and sustaining organizational capacity. Oncolist serves as a forum for listowners’ discussions on the technical management of ACOR’s Listserv software, virtual organizational development, and discussion facilitation as they relate to cancer-affected people. Listowners report that they value the information and support they receive from the list and read messages from the list regularly. Oncolist supports the long-term viability of all ACOR mailing lists by providing ongoing training for new listowners and encouragement for experienced ones. Through the list, listowners are also alerted when a listowner’s deteriorating health or decision to step down precipitates a staffing problem on another listowner team. Some listowners report that they participate on multiple ACOR listowner teams, sharing their experience and reducing other listowners’ workloads and the risk that a list will dissolve due to loss of leadership.

Other major Internet providers that host online communities have already recognized the need for such groups. Both Yahoo Groups and Google Groups host lists called “EL-M” (ElectronicMailingList-Manager) for listowners. However, these EL-M lists are open to an extremely heterogeneous collection of lists on widely divergent topics. Apart from our own preliminary unpublished studies, we could find no reports of research that tracked the organizational development of health eCommunities over time. In this context, it remains to be seen whether analogs to Oncolist will develop on Yahoo, Google, and elsewhere on the Internet to address the specialized needs of listowners who oversee ESGs for related health conditions.

**Limitations**

Email communication on mailing lists is fragmented. List members vary widely in how often they check their email and how often they post to lists. In lists with high volume, members can easily miss messages sent in reply to their posts. By systematically sampling the sequence of messages within list archives, we further fragmented the sequence and context of member correspondence. Although we expected that this sampling technique would, on balance, tap into correspondence of the most active members and identify the most common themes, we did not have the resources to confirm our interpretations with the full data set. Even though we sampled messages over a five-month period, our findings are summative. Discontinuities caused by our sampling techniques also prevented us from tracking within-group thematic changes over time. These situations are prime examples of the critical need for automated language analysis tools to examine individual sender behaviors within the rich context of online discussions as they occur over time.

Our analyses of participant characteristics revealed that caregivers were important participants in ACOR communities. It is beyond the scope of this article to present the perspectives of caregivers, as givers and recipients of support, but we will report on this topic in the future.

Finally, the mass of complex textual data produced by this study pushed the limits of conventional qualitative data analysis methods. To compare 10 lists in a single report, we necessarily omitted finer-grained descriptions of phenomena within individual lists. Our systematic sampling strategy constituted a trade-off. It supported this kind of macro analysis but made it impossible to ascertain whether messages that we used as the basis of identifying themes really represented dominant threads within the groups or were artifacts of the sampling process. The
scale of the study also limited the extent to which we could let list members “speak” for themselves through their email texts. Given the space allowed in most journal articles and the number of themes identified, we were limited to summarizing texts and offering exemplars. As with the demand for new analytic technologies, large-scale studies of Internet communities may also require new formats to document the discoveries we make about them.

This project used procedures to de-identify messages and perform systematic sampling to obtain data for each month in a timely manner. However, even using a sophisticated qualitative data analysis program like Atlas.ti to analyze messages, it took months to complete analyses because of the volume of messages and the number of coding categories we used. This slow process of data analysis contrasts sharply with the speed of the online communications that produced data. If research is going to accommodate the scale and scope of burgeoning eHealth support resources like mailing lists, finding ways to automate analytic processes will be essential. Information and social scientists, such as Pennebaker [62], Arguello [63], Kraut [personal communication, January 15, 2006], and Seale [64], have been working independently to develop efficient text data mining procedures that will work with semi-structured textual data, such as email messages [65,66]. As new technologies emerge, researchers will be able to study mailing list member interactions more comprehensively, over longer periods, and using a variety of methods. Thus, these innovative tools are critical to our capacity for rapidly gaining insights into the processes and discussion content of these groups. Ideally, in the future, researchers will use mixed methods—qualitative methods to explore the depth and richness of qualitative data and quantitative methods to achieve the potential precision and generalizability of quantitative data.

Conclusions

We examined the ways in which 10 cancer lists provide informational and emotional support. We found that, across all lists, cancer survivor participants were more likely to offer support than ask for it. Survivors communicated support primarily through offers of technical information and explicit advice about how to communicate with health care providers to get optimal care. Survivors offered support implicitly through accounts of their illness and treatment experiences. Explicit emotional support was less frequent than informational support and was often embedded in message texts. Emotional support often encouraged active coping, providing opportunities for cancer survivors to play empowered “helper” roles that reinforce self-esteem. Internet health support seekers report they are looking for both information and emotional support. This study offers strong evidence that they can and do find the support they need—and can, potentially, benefit from opportunities to play empowering roles in their online communities.
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Abstract

Background: Internet-based clinical trial matching systems have the potential to streamline the search process for women with breast cancer seeking alternative treatments. A prototype system was developed to leverage the capabilities of a personal health record system for the purpose of identifying clinical trials.

Objective: This study examines how breast cancer patients perceive and interact with a preliminary version of an Internet-based clinical trial matching system, while taking into account the demands of diagnosis and treatment decision making.

Methods: Breast cancer patients participated in small group discussions and interacted with the prototype website in a two-phase qualitative research process. The first phase explored the experience of breast cancer patients (n = 8) with treatment decision making, initial responses to the idea of Internet-based clinical trial matching systems, and reactions to the prototype site. In the second phase, a different set of breast cancer patients (n = 7) reviewed revised website content and presentation and participated in a usability test in which they registered on the system and completed a personal health record to set up the matching process.

Results: Participants were initially skeptical of the prototype system because it emphasized registration, had a complicated registration process, and asked for complex medical information. Changing content and attending to usability guidelines improved the experience for women in the second phase of the research and enabled the identification of functionality and content issues, such as lack of clear information and directions on how to use the system.

Conclusions: This study showed that women felt favorably about the idea of using the Internet to search for clinical trials but that such a system needed to meet their expectations for credibility and privacy and be sensitive to their situation. Developers can meet these expectations by conforming to established usability guidelines and testing improvements with breast cancer patients. Future research is needed to verify these findings and to continue to improve systems of this nature.
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Introduction

Despite efforts to improve recruitment to cancer clinical trials, cancer patients continue to have difficulty understanding the research process and finding trials that they are interested in and qualify for [1]. Communications technology may be able to facilitate the clinical trial search process [2,3]. Already, the Internet provides an accepted tool for health information seeking [4] and clinical trial enrollment [3], and its use continues to spread widely throughout the United States [5]. Electronic personal health record (PHR) systems, another emerging technology, have the potential to further empower patients by enabling them to collect, store, and share their personal health information [6]. This paper explores the efficacy of enhancing an Internet-based prototype clinical trial matching system with the types of information collected in electronic PHRs to help women with breast cancer locate clinical trials most appropriate for their health condition.

Clinical trial enrollment is necessary to conduct the trials that advance medical research and practice [7]. Patients make the decision to participate in clinical trials for a variety of reasons, including the desire to help in the development of new and improved medical treatments [8]. Some participate out of a sense of altruism and wanting to help others who may be coping with a particular health problem [9,10]. Other patients seek trials that provide access to promising new treatments, which is particularly important if standard treatments have proven ineffective for them [10].

Nonparticipation in clinical trials is well documented. Many people are simply unaware of them or are uncomfortable with experimentation or participating in a trial with unknown outcomes; others fear losing health insurance or control of their treatment [9-12]. The clinical trial search process serves as another barrier [9-11]. In order to find trials, patients must be versed in the medical terminology related to cancer diagnosis and treatment and must understand the clinical trial research process in general and the demands of trials [11]. For example, patients who do not understand randomization or the different phases of clinical trial research will have trouble identifying a trial they might prefer or even asking questions about the trial [11]. Finally, the nature of the trial protocol is a barrier to enrollment [10,11]. Patients must meet certain inclusion and exclusion criteria in order to qualify for a trial; specifically, they must match the profile of a certain type of patient for whom the treatment is intended. As a result, patients have often been frustrated in their attempts to identify, qualify for, and join a trial [13].

National efforts are being made to empower patients through access and control of their medical records by maintaining a PHR [6]. The PHR is “an electronic application through which individuals can access, manage, and share their health information in a secure and confidential environment” [14]. PHRs have the potential to place the same information that clinicians have in the hands of patients so they can make informed decisions about their health care. A recent survey showed that the general public perceives that PHRs would improve their understanding of health conditions and their sense of control [15]. For the purpose of finding clinical trials, a detailed PHR-modeled system may also have the potential to facilitate a productive search by matching specific medical history information to the inclusion and exclusion criteria of relevant trials [3].

The purpose of the current study was to assess the usefulness, appeal, and functionality of an Internet-based clinical trial matching program from the perspective of the intended users: breast cancer patients. BreastCancerTrials.org (BCT) was the prototype system used in the current research study. This Internet-based system was initiated by two breast cancer survivors, working with the University of California, San Francisco (UCSF) Comprehensive Cancer Center and the Center of Excellence for Breast Cancer Care. BCT was subsequently developed as a working tool by the Center for Bioinformatics at the National Cancer Institute (NCI), in collaboration with UCSF and NCI’s Office of Communications, which manages NCI's clinical trials database, PDQ. The site was designed to match patient medical histories to the eligibility criteria of participating clinical trials via a patient-created online medical record similar to a PHR that captures detailed information about current health, diagnosis, and treatment. Unlike most clinical trial search tools, BCT narrows the list of clinical trials based on the person’s actual medical record and seeks to limit frustration by improving the chance of a productive search.

Most services to search clinical trials provide listings of trials that may or may not allow users to filter results. More elaborate decision support tools such as BCT [16,17] have been developed for clinicians and investigators to aid in identifying potential research participants. A previous study on one Internet-based matching system for patients [3] showed that people were willing to use such a system and were able to enroll in trials. However, the findings were based on the people who actually found a match rather than all the users of the system [3], so the study did not reveal the reactions of users overall or any issues related to the experience of using the system.

Little other research has been conducted on Web-based search tools for cancer clinical trials. One study looked at cancer clinical trial websites that could be located from popular Internet search engines [18] and found that almost half of the 66 sites that were identified offered some kind of clinical trial search function. Researchers concluded that clinical trial websites had promise for increasing clinical trial recruitment, but barriers still existed that would hinder their use, such as large amounts of complex information and the lack of confidentiality. These findings were confirmed in a study [19] of the clinical trial search tools on the websites of NCI Comprehensive Cancer Centers. Most search mechanisms allowed the user to search by type of cancer but used medical terminology rather than lay language (eg, melanoma instead of skin cancer), and search results were found to be written at an eleventh grade level according to a readability analysis.

Because using BCT depends on having patients register and accurately complete the entire medical record for successful matching to clinical trials, research was necessary to assess how patients perceived, interacted with, and understood the site. This research also sought to establish how such a system fits into the
experience of breast cancer patients when making treatment decisions and to assess whether use of the system posed an additional barrier [20]. Since many breast cancer patients are likely to be older, and older adults’ ability to use the Internet differs from other populations, the research also needed to examine interface design issues that may arise due to the demographics of the target population [21]. Three research questions guided the study:

1. How do breast cancer patients make treatment decisions in general and when presented with the prospect of an Internet-based clinical trial matching system?
2. What is the perceived usefulness of a prototype online system (ie, BCT) for matching breast cancer patients to clinical trials?
3. In what ways do the system’s design and functionality help or hinder the clinical trial matching process?

Methods

Research Design

This qualitative study was conducted in March 2005 in two phases. In the first phase, researchers focused on general breast cancer diagnosis and treatment experiences, reactions to clinical trial participation, and reactions to the general idea of an Internet-based clinical trial matching system and to the prototype system. Based on the results of the first phase, the introductory site content and approach (home page, etc) were revised (see the Multimedia Appendix for before and after versions of the home page). The second phase of the study was a usability test of the site that focused on participant reactions to the revised introductory materials and to their experience of completing a PHR and finding clinical trials.

The use of two phases allowed thorough discussion and exploration of the issues and system while also not overburdening the respondents. This strategy also allowed the researchers to assess whether the revised content was more effective than the original version in orienting users to the prototype system, which is consistent with the usability guideline of evaluating websites before and after making changes [20].

A key component of the research design was the use of triads, in which three women participated in group discussion with a moderator. Like focus groups, triads provide an opportunity to explore issues in depth but allow each person to convey more information in a session [22]. The smaller group size, however, enabled the researchers to provide a more intimate environment for the participants who were coping with a sensitive health problem.

Sample

For the purposes of this research, NCI hired a professional recruitment firm to identify women eligible for the study from a marketing list they compiled on regular basis. The firm was provided a screener questionnaire to recruit a diverse mix of participants on the following criteria. All the participants in the study were female breast cancer patients age 18 or older living in the Washington, DC, metropolitan area. The study also sought to recruit patients who represented the full range of breast cancer diagnostic stages (stages 1 to 4) and patients with and without experience in clinical trials. Ethnic/racial diversity was requested but not required.

Women were excluded from participating in the study if they were employed by the US Department of Health and Human Services, the American Cancer Society, or other breast cancer foundations. Medical professionals, Web developers, information architects, and computer programmers were also excluded from participation because their technical knowledge and work experiences could influence their responses and perceptions. Women who did not use the Internet at least monthly were also excluded.

The first phase of the study included three triads of patients with stage 1 to 3 breast cancer who had not been in a clinical trial and one triad of women with stage 4 breast cancer who were currently in a clinical trial. The second phase consisted of one in-depth interview with a clinical trial patient with stage 4 breast cancer and two triads of patients with stage 1 to 3 breast cancer who had not been in a clinical trial. None of the participants from the first phase of the study participated in the second phase.

Instrumentation

Both study phases covered four topics: (1) personal experience with breast cancer, (2) perceptions of clinical trials, (3) the process of finding out about clinical trials, and (4) reaction to the prototype website. The questions in the first phase focused more heavily on the first three topics, and the second phase focused on topics 3 and 4 (see Table 1 for specific question areas). Phase 1 participants were asked more extensively about their experiences with breast cancer diagnosis, treatment, and information seeking and about their clinical trial perceptions, while phase 2 participants were asked to share primarily what they experienced at the time of diagnosis and any experience they had with clinical trials. Phase 2 participants spent more time reviewing the revisions that had been recommended in phase 1. Phase 1 participants did not examine the prototype in depth after completing the registration process, but phase 2 participants were asked to complete a medical record and try to find a trial.
Table 1. Discussion topics by research phase and category

<table>
<thead>
<tr>
<th>Category</th>
<th>Phase 1 Topics</th>
<th>Phase 2 Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal Experience</td>
<td>Breast cancer diagnosis</td>
<td>Breast cancer diagnosis</td>
</tr>
<tr>
<td></td>
<td>Finding out about treatment options</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ease or difficulty of finding information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Physician’s role in treatment</td>
<td></td>
</tr>
<tr>
<td>Perceptions of Clinical Trials</td>
<td>Knowledge of clinical trials</td>
<td>Personal experiences in clinical trials</td>
</tr>
<tr>
<td></td>
<td>Positive and negative perceptions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Finding out about clinical trials</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceptions of clinical trial participants</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Personal experiences in clinical trials</td>
<td></td>
</tr>
<tr>
<td>Exploring Clinical Trials</td>
<td>How they would learn about clinical trials</td>
<td>Personal experiences of learning about clinical trials, if any</td>
</tr>
<tr>
<td></td>
<td>Knowledge and perceptions of online clinical trial tools</td>
<td></td>
</tr>
<tr>
<td>Review of Prototype</td>
<td>Home page general impressions and acceptability</td>
<td>Review of revised home page text, graphics, and layout</td>
</tr>
<tr>
<td></td>
<td>Ease of navigation</td>
<td>Observation of initial expectations and reactions to site</td>
</tr>
<tr>
<td></td>
<td>Review of background material provided on the site</td>
<td>Ease of log-in process and perceived acceptance</td>
</tr>
<tr>
<td></td>
<td>Review of privacy policy text</td>
<td>Ease of the PHR process and perceived acceptance</td>
</tr>
<tr>
<td></td>
<td>General impressions and acceptability of information requested when completing</td>
<td>Home page general impressions and acceptability</td>
</tr>
<tr>
<td></td>
<td>the PHR/profile</td>
<td>Ease of navigation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reactions to logging in to the site</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Review of background material provided on the site</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Review of privacy policy and informed consent text</td>
</tr>
<tr>
<td></td>
<td></td>
<td>General impressions and acceptability of information requested when completing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the PHR/profile</td>
</tr>
</tbody>
</table>

Data Collection

The study took place in the usability testing facility of the User-Centered Informatics Research Laboratory in NCI’s Operations Research Office. In both phases of the study, a skilled moderator not involved with website development conducted the interviews with the assistance of a usability specialist. Participants each sat at a computer with access to the BCT site so as to provide a real-time assessment of ease of use, desirability, and thought process. The iterative process first involved a group discussion of the first three topic areas, followed by a series of one-on-one computer interaction sessions with different parts of the website (eg, homepage, “About Clinical Trials” page), and then followed by group discussions reacting to each website part. Participants also were asked to provide written feedback on printed copies of the Web pages, making notes and highlighting sections they liked and disliked. These sessions were audiotaped and videotaped. Also, through a two-way mirror, research assistants observed the interviews, the women’s use of the prototype system, and their nonverbal reactions to working with it.

As described above, each phase had different goals, which influenced the data collection process. The first phase assessed overall clinical trial attitudes and experiences as well as reactions to the existing site and introductory materials on the home page and subpages. After phase 1 was completed, a website designer revised the BCT site pages based on the feedback obtained and mocked up paper drafts of each revised page. During phase 2, participants took part in a usability test of the existing website in which they were asked to attempt to accomplish three tasks: register, fill in the medical record forms, and review matches. For each task, they were first observed using the site and were then given the opportunity to discuss their experiences as a group. Following an initial review of the site, participants reviewed the revised version and were asked to react as a group to the changes.

This study was determined to be exempted research because it was designed to evaluate consumer satisfaction for quality improvement rather than individual behavior. Nevertheless, only participants who agreed to participate and signed informed consent forms were included in the study. The data were anonymous and reported in the aggregate with no identifiers.

Data Analysis

The data were analyzed using content analysis, a qualitative method, via code mapping of transcripts [23]. Certain words, phrases, and quotes were grouped together based on similarity of themes regarding decision making, acceptability to the prototype website, and reactions to site design and functionality. Additional codes were created for topics that emerged beyond the initial codes. Similar concepts were summarized and formed into categories, which were evaluated for similarities and differences within and across groups. A grid was constructed to provide an overview summarizing the content of the discussions. Two primary reviewers were utilized to identify these themes, and two secondary reviewers examined the findings to ensure reliability and consensus across reviewers.
Results

A total of 15 women participated in the study, of which 8 participated in phase 1 and 7 in phase 2. Age of participants ranged from 36 to 78 years, and the average age was 54.8 (SD = 10.93). One third (n = 5) of the participants were African American; the rest were Caucasian. The findings below are separated into three sections highlighting key issues related to the research questions: (1) treatment decision making and finding clinical trials, (2) response to the prototype system for finding breast cancer clinical trials, and (3) site design and functionality.

Treatment Decision Making and Finding Clinical Trials

The results largely mirrored the findings of previous research that lack of awareness and concerns about experimentation prevented people from considering clinical trial enrollment. Women who had experience with clinical trials, however, were less skeptical about their usefulness and were more open to considering participating in the future. The responses also showed that clinicians could both facilitate and obstruct participation in clinical trials. Clinicians were the main source of information about treatment options, including clinical trials.

All the respondents described having very little time between diagnosis and starting treatment to understand their disease or participate in their treatment decisions. Often their clinicians either recommended a course of action or made decisions as the women were under anesthesia during diagnostic procedures.

Participants’ attitudes toward using a clinical trial matching tool were also influenced by knowledge and clinician support. Although most said they would use the Internet to seek information on clinical trials, most were unfamiliar with clinical trial matching tools. They would be more trusting of an Internet-based matching tool if a clinician recommended it to them, if it was made available in a clinician’s office, or if it was provided by a trusted organization. Women who knew more about clinical trials were less concerned about using an Internet-based clinical trial matching tool than those with less knowledge.

Perceptions of Prototype Matching System

Phase 1 explored the initial reactions to the system and how it was portrayed to potential users on the home page and in the supporting text for the “About BCT” and the registration process. Table 2 presents the positive and negative reactions to the prototype system among the first phase respondents.

Table 2. Positive reactions and concerns to BCT prototype matching system among phase 1 participants

<table>
<thead>
<tr>
<th>Positive Reactions</th>
<th>Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General Reactions</strong></td>
<td>Users were confused by the acronyms (BCT, PHR, etc).</td>
</tr>
<tr>
<td>Participants had a favorable reaction to the overall concept and purpose of the site.</td>
<td>Site appeared more focused on the needs of researchers than of breast cancer patients.</td>
</tr>
<tr>
<td>They considered the idea to have much promise for women interested in finding a trial.</td>
<td>Many did not appreciate or respond to motivational quotes and artwork unrelated to the site’s purpose, which seemed to add visual clutter but no substance.</td>
</tr>
<tr>
<td><strong>Site Entry</strong></td>
<td>Women wanted more visual cues that the site was focused on breast cancer.</td>
</tr>
<tr>
<td>Participants were pleased with use of the NCI logo, which improved the site’s legitimacy.</td>
<td>They wanted more information about the system and its benefits up front, before having to register.</td>
</tr>
<tr>
<td><strong>Learning About Clinical Trials</strong></td>
<td>They wanted to see the types of trials available before registering.</td>
</tr>
<tr>
<td>A link to “About Clinical Trials” was used often, especially by women who had little knowledge of clinical trials.</td>
<td>Participants wanted more information about the demands of trials before registering.</td>
</tr>
<tr>
<td><strong>Learning About the Site</strong></td>
<td>Information provided was for all cancer clinical trials, and women wanted targeted information for breast cancer trials.</td>
</tr>
<tr>
<td>A link to information about BCT was sought out first by women who had an understanding of clinical trials.</td>
<td>Information on the secondary page seemed too long and did not sufficiently address benefits to patients.</td>
</tr>
<tr>
<td>Information on the secondary page was considered credible and informative.</td>
<td>Privacy policy seemed long and complex in its wording.</td>
</tr>
<tr>
<td><strong>Privacy Policy Registration</strong></td>
<td>The emphasis on registration on the home page was off-putting.</td>
</tr>
<tr>
<td>Participants liked that a privacy policy was available.</td>
<td>Many commented on the burden of constantly filling in medical forms.</td>
</tr>
<tr>
<td><strong>Consent</strong></td>
<td>Participants preferred giving personal contact information only after getting matches.</td>
</tr>
<tr>
<td>Consent procedure was seen as long and cumbersome.</td>
<td>Consent form seemed to conflict with privacy policy, saying that they risked having information accessed by a nonauthorized source.</td>
</tr>
</tbody>
</table>
Overall, the prototype matching system was seen favorably and as a meaningful innovation for breast cancer patients seeking treatment options. Women noticed information that increased their perceptions of the site's credibility and read about the sponsors' concerns about women with breast cancer. However, some women questioned the site's legitimacy; although not specifically asked to locate information about the site's sponsorship and mission, the women stated that they wanted to know about sponsorship and were concerned when it was not readily apparent.

When women were confused or felt pushed to register, their reactions became more negative, and they stated more reluctance to using the site. For example, participants had an immediate negative reaction to the prominence of the log-in area on the home page. They stated that they felt uncomfortable with having to register before they knew more about what the system could do for them and the benefits of registration. Feeling driven to register, women stated that the system was developed more for researchers than for breast cancer patients.

The registration process was viewed as cumbersome and reminded the women of filling out extensive medical forms related to their condition. In addition, registration included the need to review and agree to a lengthy consent form, which lengthened the process even more.

As a result of the first phase of trials, several pages of the site were revised. The home page was revised with added information about the benefits of clinical trials, the benefits to using the prototype system, and information about privacy and confidentiality (see Multimedia Appendix). It also used a simple medical image rather than a larger decorative background image. A new page was created to give users who sought information about clinical trials a brief targeted overview of breast cancer clinical trials rather than linking directly to NCI's website for all clinical trials (ie, not just breast cancer trials), as was done in the original prototype. The page describing the BCT project was also revised to focus on patient benefits.

Participants in the second phase reviewed the revised pages and found them to be clearer and more assured. Specifically, the users were less skeptical and more open to exploring the system. They seemed more reassured about the system and voiced no reluctance to completing the registration process, unlike the women reacting to the site in phase one.

In the second phase, participants were also asked to review the matches that they could receive after entering all of their information into the system. Women were provided with trial information from NCI's PDQ Cancer Clinical Trials Registry. The clinical trial records were very confusing and overwhelming to the participants because of the technical medical language. Women were particularly confused about the difference between stage of cancer and phase of clinical trial. Despite this confusion, seeing what trial information looked like helped the participants understand the system much better. Several women wanted to be able to see this type of information earlier in their interaction with the system. Although they liked that the system could tailor the types of trials to their profiles, they wanted to see all possible matches first and then have the ability to drill down themselves.

**Effectiveness of Site Design and Functionality**

The third research question of the study was about how the site's design and functionality affected the match process. These issues were touched on in the first phase of the study and were examined more thoroughly in the second phase as the women had more direct interaction with the site. Table 3 provides a summary of the key design and functionality concerns raised by women in phase 2.

Results demonstrated that users had difficulty using the system on entry, at registration, and when using and completing the PHR. On entry, users were confused about the relevance of the system to their needs. They had trouble locating information that conveyed the site's credibility, and, when they looked for more information, some of the links sent them to external Web pages without warning. Mostly, the emphasis on registration on the home page made them think they would be forced into joining a fee-based service before they knew what to expect. They were offended by having to provide personal contact information before they received information from the system. As participants proceeded to register on the system, the lack of clear and concise information in the privacy policy and consent form, the lack of clear directions, and poor error handling of the system hampered their progress further.

Once participants entered the personal home page and the PHR-like medical record, they had to orient themselves to new sections with different formats and functionality, and they often had difficulty understanding or using features. The section for describing the various treatments they had received required use of an add/edit/delete link that was not intuitive. Women found that they had trouble moving forward in other sections because of a lack of cues on how to successfully complete the section or what to do next.

Help text was useful but not always available, which was disconcerting for a few questions for which the implications of their answers were unclear. For example, a question asked about one's willingness to stop current treatment, and women were worried how their answer would affect their relationships with their clinicians or with researchers. Several women stated that they would want to talk to their clinicians before answering certain questions. Others were reluctant to answer questions, especially those asking for personal identifying information, because they wanted to know more about how the information would be used and what to expect in general.
Table 3. Design and functionality issues of prototype system for phase 2 participants

<table>
<thead>
<tr>
<th>Section</th>
<th>Design and Functionality Issues</th>
<th>Illustrative Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home Page</td>
<td>Emphasis on registration on the home page was off-putting.</td>
<td>“If you have to register even to get past the home page...I’m not that committed to the site yet.” “I think of when I have to [register] as places when I’m buying things.”</td>
</tr>
<tr>
<td></td>
<td>Women wanted design elements that demonstrated credibility and relevance to their needs.</td>
<td>“I’d go for the pink ribbon, because that tells you it’s a breast cancer site... You know you’re in the right place.”</td>
</tr>
<tr>
<td></td>
<td>External links to NCI’s clinical trial information page caused users to get lost and even forget about returning to BCT.</td>
<td>“You kind of get over there [on the outside site] and have to think back to ‘What was I originally doing?’.... I totally forgot I was supposed to be looking for clinical trials on this site [bct.org]. I started going deeper and deeper into the NCI site.”</td>
</tr>
<tr>
<td>Registration</td>
<td>Users had trouble creating and remembering a username and password due to the confusing process.</td>
<td>“My initial reaction is, why do I have to register, and why do I have to remember another password?” “Is that it? Am I done?”</td>
</tr>
<tr>
<td></td>
<td>No message or cue signaled when registration was successful.</td>
<td>“Is that it? Am I done?” “Where is the part that says I’m successful?”</td>
</tr>
<tr>
<td>Personal Home Page</td>
<td>Participants were confused about the purpose of this section compared to the overall home page and the medical record.</td>
<td>“I thought I was going back to the beginning [home].”</td>
</tr>
<tr>
<td></td>
<td>The functionality of the menu items in this section was not clear, so users didn’t know how or why they would use these materials.</td>
<td>“Why do I have an account [My Account]? Is that my personal health history, or my personal home page, or...?”</td>
</tr>
<tr>
<td></td>
<td>The link to start the medical record was difficult to see unless they scrolled down the page—users did not know where to click.</td>
<td></td>
</tr>
<tr>
<td>Uncomfortable Elements</td>
<td>Women were often upset when they were required to give personal information when they wanted to see what matching results would look like.</td>
<td>“If I just want to know where some trials are, why do they have to know really anything about me?”</td>
</tr>
<tr>
<td></td>
<td>“My Cancer” was perceived as asking women to own their disease when they were in a battle to eliminate cancer from their bodies.</td>
<td>“If I leave nothing else with you, [please don’t] call it ‘My Cancer’.... That’s a painful one... to see and have to answer questions on it... just brings you into a reality where you don’t want to be when you’re just trying to get some information.... We try not to take ownership....”</td>
</tr>
<tr>
<td></td>
<td>Users wanted help from a clinician to know how to fill in technical information on diagnosis and treatment, especially when the implications of their responses were unclear.</td>
<td></td>
</tr>
<tr>
<td>Confusing Elements</td>
<td>Users did not recognize the difference between the “Save and Remain on This Page” and the “Save and Go Forward” buttons.</td>
<td>“I’m looking for a way to go back.... It says do not use your browser’s arrow buttons...[but the only available button is save and continue].”</td>
</tr>
<tr>
<td></td>
<td>There was a lack of prompts on how to move forward or retrieve clinical trial matches after filling out the medical record.</td>
<td>“I’d look for something where it says that I’ve entered this information....” “Where does it tell me to save it? Or has it already saved it?”</td>
</tr>
<tr>
<td>Help Mechanisms</td>
<td>“Learn more” buttons were helpful when available. When context-specific help was not available, women struggled to respond.</td>
<td>“No, [I don’t know why it’s telling me the username is invalid]. Unless my name is just too obvious a name?”</td>
</tr>
<tr>
<td></td>
<td>Users had difficulty responding to error messages because of not being able to find the source of the problem or not knowing how to fix it.</td>
<td>“It wasn’t clear to me at first.... I’m thinking ‘Surgery, what do they want? Yes, I’ve had it,’ but when I saw Add, Delete, or Edit, how can I edit something that isn’t there?”</td>
</tr>
<tr>
<td></td>
<td>Too few instructions were available when completing the section about previous cancer treatments. They had difficulty with the add/edit/delete functions.</td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

This study confirmed many of the findings concerning the design of usable websites and the barriers and motivators to clinical trial participation. It also added knowledge about the clinical trial search process in the context of an Internet-based tool. These findings will be useful to clinical trial researchers and Web professionals designing websites for adults coping with a chronic disease such as cancer.

http://www.jmir.org/2007/2/e13/
Treatment and Clinical Trial Decision Making

In this study, we first examined the treatment decision-making process of individuals diagnosed with breast cancer. The findings confirmed that physicians, especially oncologists, were primary gatekeepers to information on which patients base their treatment plans [9]. Unlike other studies that have looked at specific barriers for cancer patients and breast cancer patients, this study also revealed that time constraints were another significant barrier to participating in clinical trials. Specifically, women newly diagnosed with breast cancer often felt caught in a whirlwind of daunting information with no time between diagnosis and treatment to better understand the disease, much less make treatment decisions. The participants described the breast cancer diagnosis and treatment process as time constrained, emotional, and as focused on following their medical providers’ advice and treatment plans.

The findings also confirmed that women were universally in favor of clinical trials in concept [8,9], but most did not understand the actual process and the demands of participation [11]. The trial description and eligibility criteria were laden with medical terminology, making it difficult for most participants to understand and use the information in order to determine their options and preferences for participation [10]. This study found that time constraints limited the opportunity for patients to become familiar with clinical trials or consider them, as their health care providers were more focused on controlling and eradicating the cancer. These findings suggest that, in order to provide clinical trials as an alternative, health care providers and intermediaries need to be more involved in increasing awareness and knowledge about trials, specifically regarding their role in developing new treatments and the process, benefits, and risks of participation [24].

The study also sought to determine how the idea of a clinical trial search tool fit the needs and expectations of breast cancer patients. Most were unfamiliar with such tools, though a few vaguely remembered seeing online clinical trial search tools on the websites of NCI and the American Cancer Society. Most participants were interested in the concept of a PHR-type clinical trial matching tool. Women who had previous clinical trial experience had fewer concerns than those who had little knowledge of trials. Women said they would be more likely to try a matching service if clinicians recommended it or if the service was made available at the clinician’s office where they could get help using it.

These results confirm previous research showing that cancer patients were willing to use a clinical trial matching tool, particularly if encouraged by health care providers, and that many relied on surrogates to help them [3]. The research suggests that intermediaries—family, clinicians, and clinical staff members—can help women access information on trials by introducing tools like the prototype system that enable them to find trials from which they may benefit.

Perceptions of Prototype

Our second research question addressed participant reactions to the prototype clinical trial matching system. Previous research found that referrals to clinical trials can be facilitated with technology for the clinician [17] and for patients [3]. Participants in the current study were also favorable to the concept of the prototype and thought it would be helpful to women looking for a breast cancer clinical trial.

This study also provided a unique view of breast cancer patients’ experiences and reactions to the clinical trial search tool that will be valuable to product developers and clinical trial investigators. Looking at the website design recommendations developed by the US Department of Health and Human Services [20] and by the American Association of Retired Persons (AARP) [21], this study confirmed much of the evidence. In general, cues that demonstrated the credibility and legitimacy of the site, like the NCI logo, were well received, and the women searched for such information without being prompted. The women also wanted artwork and graphics that resonated for them—such as a pink ribbon graphic to designate it as a breast cancer site—or images that supported the messages of the site. They did not appreciate graphical elements that seemed unrelated to clinical trials, such as the presentation of artwork done by breast cancer survivors that appeared in the prototype system. These findings confirmed the evidence that relevant graphics were necessary to assure users that a site was credible [20]. Developers need to use pertinent graphical elements and feature the logos of sponsoring organizations with positive standing.

Participants needed more information about how the system could help them before they could develop an interest in it. This finding suggests that developers should provide more explanation about how such an Internet-based tool improves the typical way that women find clinical trials. One way to convey this information would be to make the purpose and benefits of the site easily understandable on the home page. For example, the site could allow women to browse the trials database or could provide a tour of the service. Another way to provide information would be to use second-level Web pages to convey the purpose and functionality of the site, present the benefits of using the site, and make frequently asked questions available. Both of these strategies were put into place for the second phase of the research, and the results received very positive reviews by the participants.

Communicating a website’s purpose clearly on the home page is also a recommendation in the usability evidence base [20]. Although the usability evidence also recommends limiting the prose and length of the home page [20], the participants in this study appeared to favor more information rather than less on the home page as well as the secondary pages.

The findings also revealed that emphasizing and requiring registration on a clinical trial Internet site was a sensitive issue. Prior to being required to register, many participants wanted to understand what they would be asked to do (in terms of information disclosure), what they would get in return via the match process, and what the benefit to them would be. Many women reported being tired of the assumption that they would readily release their personal information to researchers in order to register. While the strategies mentioned above could go a long way toward orienting users, a tutorial or tour may further help potential users to fully understand how the site works, the
nature of their involvement, and what the results could be. Allowing users to browse trials before registering would also enable them to learn about the types of trials available and what they could expect to get out of engaging in the process.

**Design and Functionality Issues**

The third research question examined how the website’s design and functionality affected the clinical trial match process. The current study confirmed findings in the usability literature about specific design features and functionality.

Usability research recommends that critical information be placed high in the hierarchy of the website and that information be organized clearly [20]. In the current study, the lack of knowledge about clinical trials was very common, and women sought information about clinical trials first. These findings support providing a link to site-specific clinical trial information (“About Clinical Trials”) first among the options in the menu structure to help explain clinical trials upfront.

The study confirmed the usability recommendation to liberally use descriptive headings to help users conceptually relate to the content [20]. Participants, for example, had strong negative reactions to the label “My Cancer,” believing the site asked them to “own” their cancer when they were trying to rid themselves of it. Therefore, these results also indicate that developers should pay careful attention to creating headings that are acceptable and sensitive to the target audience’s situation.

The study showed that the opportunities for confusing potential users of this system proved to be great. The topic of clinical trials was difficult to present, in general, which is consistent with previous research [11]. Here, the women also found that the terminology related to breast cancer diagnosis and treatment and the privacy policy added to the overall complexity. The use of the Internet and informatics terms and acronyms like PHR further confused and overwhelmed the users trying to navigate the site. Limiting the use of acronyms and medical jargon and using terms that are more recognizable to the lay public are important in the content development of usable websites [20]. These findings support the placement of context-specific help text to address user questions at the point at which they are having trouble and to ensure ease of navigation. Users can also be prompted and guided on how to get assistance from their medical providers so they get the most out of the system.

The study also confirmed the recommendation to provide assistance to users, especially novices and first-time users [20]. Many breast cancer patients are likely to be older women, and older adults tend to have less experience and expertise with computers and the Internet [21]. As a result, participants often required additional help with registration tasks such as selecting a username and password. They were also more likely to require assistance when the system’s navigational cues and input strategies varied because they did not know what they needed to do to enter information or move on in the program [21]. Therefore, the developers of such sites should strive to give clear directions and specific examples to facilitate use among the older adult target audience.

Previous usability studies have indicated that developers should indicate when a link will move users to a different location on the same page, a new page, or a different website [20]. The current study confirmed that external links were problematic. Specifically, users who clicked on the “About Clinical Trials” were confused when they went to the NCI website and had trouble getting back to the prototype site. Some even forgot about the prototype website and became engrossed in the information about clinical trials on the NCI site.

The evidence from usability research has indicated that action sequences should be developed so they are easily understood [20]. The tasks involved in the prototype system were complex in nature. This research suggests that users would benefit from revised instructions and additional prompts, especially when completing their PHR. For example, the section where users recorded medical treatments (“My Treatment”) could be enhanced with better design or directions on how to add multiple entries (eg, if they had two lumpectomies in the same breast but at different times) or to delete entries. Once a task was completed, the system could also send a message to let participants know whether or not they successfully completed the task, such as registering on the site or completing the health record. If they did not successfully complete the task, the system should provide instructions of what they still need to do in order to be matched to clinical trials.

**Conclusions and Recommendations**

This study built upon previous research on clinical trial recruitment and usability, finding that even novice and older adult users were open to an Internet-based clinical trial matching system. In terms of breast cancer diagnosis and treatment, the system must also fit into the context of an emotionally charged, time-limited situation. Such a system must also fulfill expectations for credibility and benefit as well as privacy so that women feel confident and assured in their participation.

One limitation of the study was the use of a qualitative research design, which means that we cannot generalize the results to other breast cancer patients. Future research is needed that provides quantitative data and uses randomization. Another limitation was that the participants were not actually in the process of searching for a cancer clinical trial—they were only responding to a hypothetical situation. Therefore, their decision-making processes might have been different if they were truly looking for a clinical trial. Recruiting breast cancer patients for this study was challenging in general, but future research will be needed with women who are in the process of considering clinical trials. Lastly, the number of participants might be considered small by some researchers. Although the study may have benefited from increasing the sample size, user-centered research shows that as few as six people is sufficient.

The research confirmed one of the core tenets of usability engineering, that one must use an iterative design approach [20]. Checking with users and observing them with the site ensures relevance and usefulness of the resulting product. Although user-centered research takes additional time and effort, it saves time and money in the long run by identifying problems early.
Another primary approach in usability engineering is evaluating websites both before and after making changes. This was a first step in our research process. Future research is needed to confirm that changes made to the prototype system based on the user-centered research improve its usefulness and increase satisfaction among the target audience [20]. Qualitative research can be used to further examine user reactions. However, research could also be done to compare how easily and effectively users can navigate and use the prototype and modified websites. Most importantly, outcome research is needed to determine whether such tools actually result in more and better matches. Translational research would also enable exploration of how clinical trial matching systems could best be integrated into different settings, especially medical facilities and the home.
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Abstract

Background: Obstructive sleep apnea (OSA) is a prevalent and serious medical condition characterized by repeated complete or partial obstructions of the upper airway during sleep and is prevalent in 2% to 4% of working middle-aged adults. Nasal continuous positive airway pressure (CPAP) is the gold-standard treatment for OSA. Because compliance rates with CPAP therapy are disappointingly low, effective interventions are needed to improve CPAP compliance among patients diagnosed with OSA.

Objective: The aim was to determine whether wireless telemonitoring of CPAP compliance and efficacy data, compared to usual clinical care, results in higher CPAP compliance and improved OSA outcomes.

Methods: 45 patients newly diagnosed with OSA were randomized to either telemonitored clinical care or usual clinical care and were followed for their first 2 months of treatment with CPAP therapy. CPAP therapists were not blinded to the participants’ treatment group.

Results: 20 participants in each group received the designated intervention. Patients randomized to telemonitored clinical care used CPAP an average of 4.1 ± 1.8 hours per night, while the usual clinical care patients averaged 2.8 ± 2.2 hours per night (P = .07). Telemonitored patients used CPAP on 78% ± 22% of the possible nights, while usual care patients used CPAP on 60% ± 32% of the nights (P = .07). No statistically significant differences between the groups were found on measures of CPAP efficacy, including measures of mask leak and the Apnea-Hypopnea Index. Patients in the telemonitored group rated their likelihood to continue using CPAP significantly higher than the patients in the usual care group. Patients in both groups were highly satisfied with the care they received and rated themselves as “not concerned” that their CPAP data were being wirelessly monitored.

Conclusions: Telemonitoring of CPAP compliance and efficacy data and rapid use of those data by the clinical sleep team to guide the collaborative (ie, patient and provider) management of CPAP treatment is as effective as usual care in improving compliance rates and outcomes in new CPAP users. This study was designed as a pilot—larger, well-powered studies are necessary to fully evaluate the clinical and economic efficacy of telemonitoring for this population.

(J Med Internet Res 2007;9(2):e14) doi:10.2196/jmir.9.2.e14

KEYWORDS

Continuous positive airway pressure therapy; CPAP; sleep apnea syndromes; treatment compliance; telemmedicine; randomized controlled trial

http://www.jmir.org/2007/2/e14/
Introduction

Sleep-disordered breathing is a generic diagnostic term broadly used to describe apnea (cessation of airflow), hypopnea (reduction in airflow), and other breathing irregularities that occur during sleep. It is a common, albeit underdiagnosed, chronic condition in the adult population, with up to 4% of females and 9% of males experiencing at least 15 episodes of apnea and/or hypopnea per hour of sleep [1-4]. The sleep-disordered breathing syndrome known as obstructive sleep apnea/hypopnea (OSA) entails repetitive occlusion or narrowing of the upper airway, which results in intermittent decreases in oxyhemoglobin (blood oxygen desaturation) and increases in blood carbon dioxide levels and, in turn, leads to frequent arousals from sleep. The primary and most measured symptom of OSA is the daytime drowsiness and fatigue that follow the nightly sleep disruption. The seriousness of OSA, however, is underscored in aggregate clinical profile by significant comorbidities, including obesity, depression, ischemic heart disease, stroke, hypertension, and increased risk of automobile-related accidents, and by the extreme outcome of premature death [1,5,6].

Nasal application of continuous positive airway pressure (CPAP) [7] is the treatment of choice for this condition, involving use of both an air flow generator and a mask to supply a constant stream of pressure through the pharyngeal airway during sleep [8]. Despite the documented clinical efficacy of CPAP, many—perhaps most—patients have difficulty adhering to treatment owing to one or more of a variety of discomforting side effects such as pressure intolerance, claustrophobic reaction to the nasal mask, mask dislodgement, and machine noise. Estimates of the noncompliance rates among OSA patients who start a CPAP regimen but terminate treatment within one year are as high as 50% or more [9]. Among patients who persevere to the one year mark or later, most demonstrate only partial compliance by not using CPAP for the entire night as prescribed. Published objective compliance rates from studies conducted in the United States range from 3.3 to 5.3 hours per night [10-12], with one study showing that only 6% of patients used the machine for ≥7 hours per night on at least 70% of the nights monitored [10]. As these study findings clearly indicate, effective interventions are needed to improve CPAP compliance among the OSA-diagnosed patient population at large.

Over the past decade, a variety of psychoeducational and technological interventions designed to improve CPAP compliance have been developed and tested. To date, the scope of psychoeducational interventions includes telephone follow-ups with dissemination of OSA-CPAP literature to patients [13], intensive patient education and support protocols [14-16], and motivational enhancement programs [17]. While most of these approaches have had only modest impact on compliance, the intensive support protocols have had greater impact but require a substantial amount of time and resources to implement. Technological advances include more comfortable interfaces, variable positive airway pressure (PAP) levels responsive to the respiratory cycle, and humidification. Although clinical logic and experience suggest that these technological improvements can enhance compliance by increasing patient comfort, a large-scale systematic review of the applications and outcomes reveals that they, on average, result in little, if any, effect on CPAP compliance rates [18]. In the present study, the aim was to achieve better CPAP compliance and clinical efficacy by combining and integrating the most promising elements of both psychoeducational interventions and technological innovations. This design imperative led us to deploy a recently developed telemedicine system that allows tailored management of OSA-CPAP patients through wireless monitoring of “time at prescribed pressure” and transmission of those CPAP compliance- and efficacy-relevant data to care providers in 24-hour cycles.

This pilot intervention was informed and shaped by three major trends in the findings of prior studies, each predicated on a departure from usual care for OSA-CPAP patients. Usual care entails initial patient-specific titration of the CPAP device to the critical pressure needed to keep the upper airway open during sleep, a follow-up telephone call from the CPAP provider or sleep physician’s office to check on the patient’s comfort and usage within one week of CPAP initiation in the home environment, and subsequent in-office visits starting several weeks after CPAP initiation and continuing thereafter as needed. The first salient trend in prior findings is that patients’ self-reported difficulties with CPAP as well as their subjective compliance do not provide sufficient or reliable information to guide appropriate clinical management of OSA under usual care conditions. For example, engaged in a novel therapy, a patient may not be aware of excessive mask leakage during the initial week of CPAP and so will fail to report the problem during the one-week follow-up call. Uncorrected mask leakage, by hampering critical pressure delivery, can have a seriously deleterious impact on compliance. The second trend is that objective compliance and efficacy data are typically not obtained in a timely manner. There are, in general, three standard patient-dependent modes by which a clinical sleep team obtains the objective compliance data recorded as machine-on time by the CPAP unit: (1) the patient brings the CPAP unit into the office and the sleep team physically downloads the data, (2) the patient transmits the data from home via a telephone line, and (3) the patient removes a memory card from the CPAP unit and either mails it in or brings it into the office during a follow-up visit. Much as compliance with medical regimens can be problematic [19], patient transfer of the CPAP data to the clinical team can be equally erratic. The third trend is that compliance patterns are established early in treatment initialization, so time and problem resolution are of the essence in the effort to establish a pattern of treatment compliance [20]. A sleep team’s ability to detect problems and intervene early in therapy may improve a patient’s early response to CPAP therapy and increase the likelihood that the patient will become a regular and compliant user, thereby enhancing clinical outcome.

Given the very limited number of prior CPAP compliance- and efficacy-related studies within the telemedicine arena, the present study breaks new ground by attempting to counter the known shortcomings of usual care in both telemonitoring design and to answer the overarching question: Does more quickly delivered advice and counsel from providers to patients about developing objectively measured in-home compliance patterns
and problems translate to enhanced treatment compliance levels sufficient for improvements in patient health status and outcomes?

**Methods**

**Design**

This was a randomized controlled pilot study approved by the local Institutional Review Board. Newly diagnosed OSA patients who met inclusion criteria were asked to participate. Patients were randomized to either the usual clinical care (UCC) group or the telemonitored clinical care (TCC) group. Both groups of patients received the monitoring device and were followed for an intervention period of 2 months.

**Participants**

Participants were patients at the Veterans Affairs San Diego Healthcare System (VASDHS) who were referred to the sleep clinic by their physician for suspicion of OSA. All patients had their sleep recorded with the Stardust sleep recording system (Respironics, Pittsburgh, PA), which monitors heart rate, oximetry, nasal airflow, chest wall movement, and body position. Patients diagnosed with OSA based on the results of their sleep study and clinical history were recruited, consented, and enrolled if they met all of the following criteria: diagnosis of moderate-to-severe OSA, defined as an Apnea-Hypopnea Index (AHI) $\geq 15$ events per hour; naive to CPAP therapy; stable sleep environment (operationally defined as a permanent address, requisite for wireless monitoring); and at least 18 years of age. An AHI of $\geq 15$ was chosen in an effort to be consistent with current OSA guidelines and practice parameters [8,9,21,22]. Patients were excluded from the study if they met any one of the following criteria: allergies or sensitivity to the mask or mask material; previous use of any other PAP device (eg, bi-level PAP, auto-adjusting PAP); current use of prescribed supplemental oxygen; or significant comorbid medical conditions that would prevent the patient from completing the protocol. Significant comorbidities were defined as any medical or mental health condition that could interfere with the daily use of CPAP. Additionally, patients were excluded if they lived in a geographically unsuitable region (ie, outside of the wireless network coverage area). A total of 91 patients at the VASDHS Sleep Clinic either signed or gave verbal consent to be contacted so they could learn more about the study. From these 91 patients, 46 were either not interested in study participation or did not satisfy the inclusion and exclusion criteria.

The remaining 45 patients signed consent forms and were enrolled into the study. The study took place from October 2004 to August 2006. Figure 1 illustrates the patient flow and randomization scheme. The randomization scheme was concealed until the time at which the intervention was assigned. The randomization scheme was generated by the project statistician and carried out by research staff immediately after the informed consent procedure and the completion of the baseline questionnaires. Using random assignment, 21 patients were assigned to the TCC arm and 24 patients to the UCC arm, with 20 participants in each group receiving the designated intervention. There were five CPAP "rejectors," or patients who decided within the first day or two that they did not want to pursue CPAP as the primary treatment for their OSA. Our study did not have a “run-in” period, which could have helped identify these patients prior to the intervention.

Figure 1. Participant flow and randomization chart
**Apparatus**

Each participant was provided with an AutoSet Spirit flow generator unit (ResMed Corp, Poway, CA) set to fixed-mode pressure, which was equipped with the HumidAire 2i heated humidifier (ResMed Corp, Poway, CA). Each participant was provided a compatible nasal or full-face mask; nasal pillows were not used in this study.

**Figure 2.** Model of wireless telemonitoring of CPAP compliance and efficacy.

All CPAP flow generators used in the study were outfitted with a ResTraxx wireless transmitter (ResMed Corp, Poway, CA) (Figure 2) to allow the remote data collection of compliance and efficacy information for both groups and to reduce any bias that might be associated with one group (TCC) and not the other (UCC) having the extra attachment. While the patient sleeps, data are collected. The next day, the de-identified data are transmitted to a computer server that meets Health Insurance Portability and Accountability Act (HIPAA) security and privacy standards. The data then become available on a sleep clinic’s computer via connection to a password-protected website where clinicians can access the nighttime CPAP data the following afternoon.

Only research and clinical staff had secured access to the data via a standard browser and entry into the ResTraxx Data Center (RDC), the patient and data management website designed for 24/7 access to telememonitored compliance and efficacy data. Per each 24-hour cycle of data transmission, the ResTraxx Data Center website displays the data in a calendar format that reveals daily and weekly data trends. The Multimedia Appendix provides four screenshots of the ResTraxx Data Center website, including patient demographics, prescription, monitoring, and compliance (the latter screen is also shown in Figure 3). Other wireless monitoring systems may be available that allow a similar “passive” procurement of treatment adherence and efficacy data.
Figure 3. Screenshot of the ResTraxx Data Center website, showing the compliance tab with sample compliance and efficacy data for one month of CPAP use for a hypothetical patient. The thresholds specified on another tab allow for color-coding of efficacy and compliance data — this color-coding allows for quick review of how well any one patient is doing on CPAP. Specific data values are also provided, which can aid clinical management. The symbol legend at the bottom of the tab explains the meaning of each symbol used in this tab (see also Table 2).
### Patient Usage History Report

**Current Patient:**
- **Usage History**
- **Fault Report**

**Report Date:** September 21, 2005
**Physician:**

**Monitoring Start Date:** May 23, 2005
**Date Of Birth:**

**Monitoring End Date:** July 25, 2005
**Total Days Monitored:** 63
**Compliance Percentage:** 67.3%

#### Summary

<table>
<thead>
<tr>
<th>Date</th>
<th>Hours Usage per Night (hrs)</th>
<th>AH (e/hr)</th>
<th>Leak (l/sec)</th>
<th>RX</th>
<th>Monitoring Change</th>
<th>Data Pending</th>
<th>A Failling</th>
<th>Monitoring Fault</th>
<th>No Active Prescription</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>10.42 hrs</td>
<td>11.7 e/hr</td>
<td>0.2 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>10.52 hrs</td>
<td>11.9 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>08.42 hrs</td>
<td>11.7 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>07.39 hrs</td>
<td>11.2 e/hr</td>
<td>0.2 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>07.53 hrs</td>
<td>10.6 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>08.19 hrs</td>
<td>8.7 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>10.14 hrs</td>
<td>10.7 e/hr</td>
<td>0.3 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>06.27 hrs</td>
<td>13.2 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>07.11 hrs</td>
<td>10.6 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>08.17 hrs</td>
<td>15.3 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>08.48 hrs</td>
<td>10.7 e/hr</td>
<td>0.2 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>09.15 hrs</td>
<td>8.9 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>10.6 hrs</td>
<td>7.9 e/hr</td>
<td>0.1 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>00.00 hrs</td>
<td>0 e/hr</td>
<td>0 l/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Legend

- **RX:** The patient’s prescription changed.
- **Monitoring:** Monitoring scheduled.
- **Data Pending:** Data pending.
- **A Failling:** A monitoring fault occurred.
- **No Active Prescription:** No active prescription was entered, color coding is unavailable.

---

#### Note

- Hours usage per night (hrs)
- AH (e/hr)
- Leak (l/sec)
Groups

All Participants

Regardless of group assignment, all patients who participated in this study had identical CPAP setups. The initial set-up visit consisted of sleep apnea education, sleep study review, and CPAP instruction and mask-fitting. During this visit, a study staff member educated the patient about sleep apnea and explained the patient’s baseline sleep study results. Each patient was then instructed on how to use CPAP and was fitted for a mask. The patient wore the mask while the CPAP unit was set at the prescribed pressure for approximately 10 minutes for mask adjustment and assessment of pressure tolerance. Both groups were shown how to attach the ResTraxx wireless device to their CPAP units and were provided with written instructions on CPAP use.

Usual Clinical Care (UCC) Group

Patients randomized to UCC were treated according to the prevailing standard of care for OSA patients at the VASDHS CPAP Clinic. Usual care consisted of a 1-week telephone call after CPAP initiation and a 1-month in-office follow-up visit by CPAP clinic staff. Patients were encouraged to call the clinic any time they had a problem or concern. CPAP compliance and efficacy data were downloaded at the 1-month time point to help direct clinical management.

Telemonitored Clinical Care (TCC) Group

The essence of the TCC intervention is the ability to telemonitor compliance and efficacy data for each patient on a daily basis from the first day of treatment and to act on those data collaboratively, and in partnership, with the patient. Collaborative management refers to the joint decision making and partnership between provider and patient and is characterized by communication, negotiation, and consideration of important patient factors and preferences. Patients in this group had their objective flow generator data monitored as frequently as needed per specified clinical pathways throughout the active 2-month treatment period. The frequency and nature of the clinical interactions depended on both the objectively measured nightly data values and subjective patient reports.

TCC Parameters and Thresholds

Telemonitoring included review of both compliance and efficacy data. Compliance data encompassed details on how many total hours the PAP unit was used each night at therapeutic pressure. Efficacy data consisted of the amount of mask leakage (L/s) and the AHI (total number of apneas and hypopneas per hour of sleep). Thresholds for each parameter were set by the study team using the password-secured interactive ResTraxx Data Center website (Table 1).

Table 1. Specifications of thresholds for each parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPAP compliance</td>
<td>4 hours/night</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index</td>
<td>10 events/hour of sleep</td>
</tr>
<tr>
<td>Mask leak</td>
<td>0.4 L/s</td>
</tr>
</tbody>
</table>

Website Color-Coding Scheme

The ResTraxx Data Center calendar display (see also Figure 3) summarized the compliance (upper-left diagonal) and AHI / mask leak measures (lower-right diagonal) for each night in a color-coded box-shaped icon. Table 2 presents the color-code scheme of these icons and provides a data description, an interpretation in relation to the threshold value for each parameter (see Table 1), and a recommended general course of action per each actual measure. While each night’s measures were color-coded to ease visual identification of out-of-range values when tracking large numbers of patients, the display for each day contained the specific data values for compliance and efficacy as well. In addition, each week’s display included a summary box providing mean values for each of the parameters for that week.
Table 2. Color-coding scheme summarizing compliance and efficacy measures on the ResTraxx Data Center website

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Interpretation</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>green/</td>
<td>Compliance ≥ 4 hours/night</td>
<td>Compliance at or above threshold</td>
<td>Compliance within limits, no intervention necessary</td>
</tr>
<tr>
<td>red/</td>
<td>Compliance &lt; 4 hours/night</td>
<td>Compliance below threshold</td>
<td>Consider intervening to increase compliance</td>
</tr>
<tr>
<td>.../green</td>
<td>AHI &lt; 10 and Leak &lt; 0.4 L/s</td>
<td>Leak and AHI below threshold</td>
<td>Efficacy within limits, no intervention necessary</td>
</tr>
<tr>
<td>.../yellow</td>
<td>AHI &lt; 10 and Leak ≥ 0.4 L/s</td>
<td>Either leak or AHI above threshold</td>
<td>Identify which is high and intervene as necessary</td>
</tr>
<tr>
<td></td>
<td>AHI ≥ 10 and Leak &lt; 0.4 L/s</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The only color code not shown is red/red, which indicates that CPAP was not used on the particular night of monitoring.

Clinical Pathways

For the purposes of this study, we defined clinical pathways for the interventionists to follow. The pathways specified how frequently the clinical team would check the CPAP compliance and efficacy data values on the ResTraxx Data Center website for each patient. Human monitoring is designed to be more intensive in the earlier stages of treatment, with a gradual tapering off over time if patterns of CPAP compliance are established. A green/green pathway (i.e., when all three parameters of compliance, AHI, and mask leak are within normal limits) specified this gradually attenuated monitoring schedule. A red/yellow pathway specified the general course of action required when one or more parameters were not within the normal range of values. In each case, the clinician and the patient collaboratively assessed the source of the problem, considered alternative solutions, and selected a corrective measure. The clinical team then continued close monitoring until each parameter was back within normal range. The red/yellow pathway referred the clinician to an intervention matrix of corrective actions to consider for each problem (Table 3).

Table 3. CPAP clinician intervention management matrix for TCC group (adapted from [23])

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Cause</th>
<th>Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry eyes</td>
<td>Leak</td>
<td>Verify mask fit/size</td>
</tr>
<tr>
<td>Irritated skin</td>
<td>Head gear too tight</td>
<td>Readjust head gear</td>
</tr>
<tr>
<td>Pressure sores</td>
<td>Incorrect mask fit</td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry nose, mouth, throat</td>
<td>Lack of humidified air</td>
<td>Use heated humidifier</td>
</tr>
<tr>
<td>Nasal congestion</td>
<td>Mouth breathing</td>
<td>Try chin strap</td>
</tr>
<tr>
<td>Pressure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feeling of need for more or less air</td>
<td>Incorrect pressure (too low or high)</td>
<td>Verify prescribed pressure</td>
</tr>
<tr>
<td>Chest discomfort</td>
<td>Claustrophobia</td>
<td>Add short periods of use during the day</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPAP noise</td>
<td>Blocked air intake</td>
<td>Check air filter</td>
</tr>
<tr>
<td>Bed partner disturbance</td>
<td>Multiple factors</td>
<td>Move unit further from bed</td>
</tr>
<tr>
<td>Still snoring and/or sleepy</td>
<td>Pressure too low</td>
<td>Consider pressure increase</td>
</tr>
</tbody>
</table>

Data Collection

Questionnaire data were collected at baseline and postintervention. The Measures section below describes each assessment tool and provides operational definitions. Flow generator data from all patients were both wirelessly transmitted to the secure ResTraxx Data Center server and manually downloaded by research staff at the end of the 2-month monitoring period. Data obtained wirelessly were compared to data obtained via manual download to verify accuracy in transmission and confirm the 100% accuracy rate reported previously in the literature for wireless transmission of CPAP data [24]. The study period was composed of 2270 nights for wireless data transmission. However, timely transmission failures occurred on 131 of those nights, 5.7% of the total, owing mainly to minor network issues related to residence location with intermittent coverage. Over the 2088 nights of data collection available for comparison, there were no discrepancies.
between the two data sources, that is, 100% accuracy was achieved in this study between data obtained wirelessly and data downloaded manually.

**Measures**

This study assessed a number of measures both at baseline and postintervention from a number of domains, including sleep study data, CPAP-related data, OSA symptoms, health-related quality of life, and psychological factors (ie, depressive symptoms). Sleep study data were obtained from the baseline Stardust sleep recording system measures that established the diagnosis of OSA and included the AHI. Sleep apnea symptom scales were based on previously published scales of sleep apnea symptom frequency that are reliable, valid, and highly predictive of OSA [25,26]. The Epworth Sleepiness Scale (ESS) [27,28] is a widely used subjective measure of excessive daytime sleepiness that queries likelihood of falling asleep in eight different situations on a scale from 0 (not likely) to 3 (highly likely). Scores on the ESS range from 0 to 24, with higher scores reflective of greater daytime sleepiness. In addition, the research team used a visual analog scale to measure sleepiness. The Center for Epidemiological Studies Depression Scale (CES-D) was used to assess depressive symptomatology [29,30].

A fundamental methodological advantage in studying CPAP compliance is that compliance is measured objectively via a device-internal clock counter. The primary measure used in this study was the number of hours per night that the unit was used at the prescribed pressure. For CPAP device efficacy, three facets of PAP efficacy were measured by the AutoSet Spirit flow generator: mask leak (L/s), pressure (cm H₂O), and AHI. AHI measurements by AutoSet Spirit have been shown to be highly correlated with the measures recorded by polysomnography [31]. Identical devices were provided to both the TCC and UCC groups to eliminate any potential variation attributable to the use of different devices.

OSA-specific health-related quality of life was assessed using the Functional Outcomes of Sleep Questionnaire (FOSQ). This is a 32-item self-report measure that assesses the impact of disorders of excessive sleepiness on multiple activities of daily living [32].

Clinician satisfaction and patient satisfaction were assessed by questionnaires that include both Likert-type items and open-ended questions. Participants were asked to rate their overall satisfaction with care (1 = poor; 5 = excellent), their likelihood of continuing to use CPAP (1 = not likely; 5 = highly likely), and their concern about being monitored wirelessly (1 = not concerned; 5 = highly concerned).

CPAP self-efficacy refers to OSA patients’ confidence or belief that they can adhere to the regimen necessary to manage their OSA with CPAP. The CPAP self-efficacy scale is a 5-item self-report scale that was developed and validated by the primary author [12]. Communication with the health care team was assessed by a 3-item self-report measure that measures the frequency with which patients use certain communication behaviors, including preparing a list of questions, asking questions about things they want to know and things they don’t understand about their treatment, and discussing any personal problems that may be related to their illness [33]. Respondents are asked to answer using a 6-point Likert-type response ranging from never (0) to always (5).

**Statistical Analysis**

For comparison between usual and telemonitored groups at postintervention, an unpaired t test was used for normally distributed variables, and the Mann-Whitney test was used for non-normally distributed variables. The improvement of variables from baseline was tested by paired t test.

**Power Analysis**

We based the power analysis on the effect size from one study that compared intensive clinical support with standard clinical support [15]. The CPAP compliance level in the intensive support group (5.4 ± 1.9 hours/night) was higher than in the standard care group (3.9 ± 2.5 hours/night) over the first month of treatment. In terms of effect sizes, this approximates a d-index of .65. Based on this effect size, an alpha level of .05, and a single-sided hypothesis test, 42 patients would be required to have a power level of .70, which would be an acceptable power level for this pilot study.

The one variable that is difficult to accurately estimate prospectively is the standard deviation (SD) for the treatment compliance; to the extent that SD is high relative to the mean difference, power is lower.

**Results**

The participants who completed this study were primarily male (98%), older, and overweight and had moderate-to-severe OSA. Table 4 provides details on the baseline characteristics of the sample and shows that the two groups did not differ on any of the measured scales at baseline. The sample was primarily middle-aged and overweight. In addition, approximately 61% were Caucasian, 15% Black, 10% Filipino, 7% Hispanic, 2% Asian or Pacific Islander, and 5% (self-described as) “other.” All of the participants reported education levels at or above the high school graduate level, with 61% having the equivalent of 14 years of education; 50% of the sample was married; 42% was retired, 37% was working (full or part time), and the remaining 21% was either unemployed, unable to work, or students. The mean (SD) for the education variable was 14.7 ± 2.5 years (3.2) and 14.3 years (2.7) for the UCC and TCC groups, respectively. The difference between these means was not statistically different (P = .62).
### Table 4. Baseline patient characteristics and treatment period, by study arm

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total Group</th>
<th>TCC</th>
<th>UCC</th>
<th>P value *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>59 ± 14.3</td>
<td>23-80</td>
<td>60 ± 10.8</td>
<td>42-80</td>
</tr>
<tr>
<td>Body mass index (kg/m²)</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>32.8 ± 5.7</td>
<td>26-45</td>
<td>33.3 ± 4.9</td>
<td>25-46</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>39 ± 16.8</td>
<td>21-94.7</td>
<td>44.8 ± 17.9</td>
<td>23.3-93.7</td>
</tr>
<tr>
<td>CPAP pressure (cm H₂O)</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>10.3 ± 1.6</td>
<td>8-13</td>
<td>10.4 ± 1.3</td>
<td>8-13</td>
</tr>
<tr>
<td>Sleep apnea symptoms: night</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>3.1 ± 0.7</td>
<td>1.8-4.7</td>
<td>3.2 ± 0.8</td>
<td>1.8-4.7</td>
</tr>
<tr>
<td>Sleep apnea symptoms: day</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>2.6 ± 0.8</td>
<td>0.9-4.7</td>
<td>2.6 ± 0.9</td>
<td>0.9-4.7</td>
</tr>
<tr>
<td>Epworth Sleepiness Scale</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>12.6 ± 5.8</td>
<td>4-23</td>
<td>13.7 ± 5.8</td>
<td>4-23</td>
</tr>
<tr>
<td>Sleepiness visual analog scale</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>5.8 ± 2.6</td>
<td>0-10</td>
<td>5.6 ± 3.0</td>
<td>0-10</td>
</tr>
<tr>
<td>Functional Outcomes of Sleep Questionnaire</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>13.8 ± 3.8</td>
<td>6.2-19.3</td>
<td>13 ± 4.5</td>
<td>5.3-19.3</td>
</tr>
<tr>
<td>Treatment period (number days monitored)</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>59.6 ± 4.0</td>
<td>43-63</td>
<td>60 ± 3.0</td>
<td>51-63</td>
</tr>
</tbody>
</table>

* t test comparing TCC vs UCC

### CPAP Compliance

Participants were followed for an average treatment period of 60 ± 4.0 days. The primary outcome measure of the study was level of CPAP treatment compliance: the TCC group used CPAP 4.1 ± 1.8 hours per night, while the UCC control group used CPAP 2.8 ± 2.2 hours per night (P = .07). This difference represented an effect size of 0.65, with membership in the telemonitored group resulting in a 46% increase in CPAP use relative to usual care. There was also a trend for the groups to differ on the percentage of nights with any amount of CPAP use (TCC: 78% ± 22%; UCC: 60% ± 32%; P = .07). Table 5 provides details on other measures of CPAP compliance and shows that while none reached statistical significance between study arms, all were in the direction of greater CPAP use in the TCC group.

### Table 5. CPAP compliance and efficacy data summary, postintervention

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total Group</th>
<th>TCC</th>
<th>UCC</th>
<th>P value *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td>Use (hours/night) (all days)</td>
<td>3.5 ± 2.1</td>
<td>0.2-6.8</td>
<td>4.1 ± 1.8</td>
<td>0.12-6.8</td>
</tr>
<tr>
<td>Use (hours/night) (days used)</td>
<td>4.4 ± 2.2</td>
<td>0.4-8.7</td>
<td>5.0 ± 1.8</td>
<td>0.5-7.7</td>
</tr>
<tr>
<td>% nights with CPAP use &gt; 0 hours of use</td>
<td>65 ± 31</td>
<td>0-100</td>
<td>78 ± 22</td>
<td>24-98</td>
</tr>
<tr>
<td>% nights with CPAP use &gt; 4 hours of use</td>
<td>44 ± 32</td>
<td>0-93</td>
<td>52 ± 27</td>
<td>0-93</td>
</tr>
<tr>
<td>Efficacy</td>
<td>Mean ± SD</td>
<td>Range</td>
<td>Mean ± SD</td>
<td>Range</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index (events/hour)</td>
<td>6.8 ± 5.3</td>
<td>0.1-25.6</td>
<td>7.9 ± 4.1</td>
<td>3.4-19.1</td>
</tr>
<tr>
<td>Arousal Index (events/hour)</td>
<td>1.5 ± 2.2</td>
<td>0.1-11.6</td>
<td>1.4 ± 1.3</td>
<td>0.2-4.9</td>
</tr>
<tr>
<td>Apnea-Hypopnea Index change</td>
<td>35.6 ± 16.4</td>
<td>12.5-89.3</td>
<td>38.1 ± 18.4</td>
<td>18.6-89.3</td>
</tr>
<tr>
<td>Mask leak, median (L/s)</td>
<td>0.18 ± .36</td>
<td>0-2.1</td>
<td>0.12 ± 0.11</td>
<td>0.01-0.44</td>
</tr>
<tr>
<td>Mask leak, 95th percentile (L/s)</td>
<td>0.44 ± .36</td>
<td>0.1-2.2</td>
<td>0.38 ± 0.18</td>
<td>0.17-0.82</td>
</tr>
<tr>
<td>Mask leak, maximum (L/s)</td>
<td>0.71 ± .41</td>
<td>0.1-2.2</td>
<td>0.68 ± 0.25</td>
<td>0.26-1.4</td>
</tr>
</tbody>
</table>

* t test comparing TCC vs UCC
CPAP Efficacy

The two classes of CPAP efficacy measures were effect of CPAP on disease severity (AHI) and effect of CPAP on reduction of mask leak. The mean AHI across the 2-month intervention period was significantly different between the groups (TCC: 7.9 ± 4.1; UCC: 5.0 ± 4.0; \( P = .04 \)), with the TCC group having higher AHI values. However, a more appropriate analysis than direct mean comparison is to take into account the baseline AHI by calculating the reduction in AHI from baseline. Therefore, change in AHI was calculated as baseline AHI (as measured by diagnostic overnight sleep study) minus the mean AHI (as measured by the flow generator device over the course of the intervention period). Table 5 shows the results of the \( t \) test for change in AHI; there was no statistically significant difference between the groups (TCC: 38.1 ± 18.4; UCC: 32.2 ± 14.8; \( P = .32 \)).

With respect to the effect of CPAP on mask leakage, no statistically significant differences in mask leak level were found between the groups on three difference measures: median leak, 95th percentile leak, and maximum leak. See Table 5 for more details.

Outcomes

No statistically significant differences were found for any of the outcome measures, as summarized in Table 6. The TCC group had slightly higher scores on the communication with health care team measure than the UCC group (3.3 vs 2.5; \( P = .07 \)).

Table 6. Outcome measures, postintervention

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total Group</th>
<th>TCC</th>
<th>UCC</th>
<th>( P ) value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep apnea symptoms: night</td>
<td>2.4 ± 0.62</td>
<td>2.4 ± 0.66</td>
<td>2.3 ± 0.61</td>
<td>.96</td>
</tr>
<tr>
<td>Sleep apnea symptoms: day</td>
<td>2.1 ± 0.89</td>
<td>2.0 ± 1.1</td>
<td>2.1 ± 0.65</td>
<td>.57</td>
</tr>
<tr>
<td>Epworth Sleepiness Scale</td>
<td>9.6 ± 5.9</td>
<td>9.2 ± 6.6</td>
<td>9.9 ± 5.2</td>
<td>.72</td>
</tr>
<tr>
<td>Sleepiness visual analog scale</td>
<td>4.3 ± 2.9</td>
<td>3.8 ± 3.4</td>
<td>4.8 ± 2.2</td>
<td>.35</td>
</tr>
<tr>
<td>Functional Outcomes of Sleep Questionnaire</td>
<td>14.8 ± 4.6</td>
<td>15.2 ± 5.0</td>
<td>14.4 ± 4.2</td>
<td>.61</td>
</tr>
<tr>
<td>Center for Epidemiological Studies Depression Scale</td>
<td>8.5 ± 6.4</td>
<td>8.6 ± 7.0</td>
<td>8.3 ± 5.8</td>
<td>.91</td>
</tr>
<tr>
<td>CPAP self-efficacy</td>
<td>3.8 ± 1.1</td>
<td>4.0 ± 1.2</td>
<td>3.5 ± 0.83</td>
<td>.21</td>
</tr>
<tr>
<td>Communication with health care team</td>
<td>2.9 ± 1.2</td>
<td>3.3 ± 1.2</td>
<td>2.5 ± 1.2</td>
<td>.07</td>
</tr>
</tbody>
</table>

*\( t \) test comparing TCC vs UCC

Patient Satisfaction

Patients in the TCC group rated their likelihood to continue using CPAP significantly higher than the UCC group (4.8 vs 4.3; \( P = .05 \)). The TCC and UCC groups did not differ in their ratings of satisfaction with care (both groups highly satisfied) or their concerns about being wirelessly monitored (both groups not concerned).

Discussion

The results of this pilot study suggest that use of telemonitored CPAP compliance and efficacy data to guide the collaborative clinical management of CPAP treatment appears to be as good as usual care in its effect on compliance rates and outcomes in new CPAP users. Given that CPAP use patterns are established early in the treatment initialization process, the monitoring of compliance and efficacy data early in this process, updated in continuous 24-hour periods, to oversee and, if necessary, intervene in treatment is one method clinicians have available to them.

While the usual care compliance rate of 2.8 hours per night is low compared to other published CPAP compliance intervention studies [14-16], it is within close range of compliance levels reported in a comparable studies of the veteran population [34,35], which is on the order of 3.1 hours per night. The TCC group in the present study had a compliance rate of 4.1 hours per night after the 2-month period, which represents a 46% increase in compliance over the mean compliance level of the UCC group (2.8 hours per night) and is equivalent to an effect size of 0.65. According to Cohen’s classification of effect sizes, this would represent a large effect [36].

This study did not find a statistically significant effect at the .05 alpha level for the TCC group on the primary outcome measure of CPAP compliance. The initial power analysis, described above in the Methods section, underestimated the residual variance. With the actual variance, a sample of the size that we collected had a low power, implying that a “failure to reject” at the .05 alpha level results in an unacceptably high type two error rate. The obtained effect size would be clinically significant if it could be established to be reliable, and the only way to do that is to perform a study with a larger sample, as we propose.

The present study confirmed the 100% accuracy rate of wireless data transmission in comparison to manually downloaded data. There was some concern at study outset over the potential for data loss via wireless transmission; however, we found the
loss was negligible. While some data may not have come through on the website (either due to residence location with intermittent coverage or to initial patient problems in attaching the units), the data were always available on the flow generator unit itself. It should be noted that once the wireless unit was properly attached, data from previous nights that are stored on the flow generator device can be re-transmitted and obtained wirelessly. As a further safeguard, data can always be manually downloaded directly from the flow generator device during a patient visit. Our experience was that the data could be obtained within a few days and did not negatively impact clinical management. Future generations of flow generator devices may benefit from the pre-installation of an internal wireless device, thereby avoiding potential patient problems with attaching the wireless unit, especially for older adult patients with less technical experience or limited manual dexterity.

The study design dictated that both groups have ResTraxx wireless devices attached to their flow generator units. Prior research has suggested that the mere use of medical devices or components can result in a placebo effect [37]. As such, the UCC group did not necessarily receive usual and customary care because of the presence of the wireless unit. The main implication of this difference is that this study may have underestimated the effect of TCC on CPAP compliance and efficacy measures compared to true usual care. To control and better assess this effect, a third study arm composed of UCC with no wireless device may be added in our future studies of TCC.

Mask leak was not significantly different between the groups. This result is likely owing to the fact that both groups had median mask leak levels that were within normal limits. Likewise, the AHI measured by the CPAP unit across the intervention period was not significantly different between the two groups. This may be a function of measurement (though there is evidence that the AHI measured by the flow generator device used in this study is quite comparable to the AHI measured by polysomnography [31]), sample size, or even limited recording time. It should be noted that limited recording time can play a role because the number of apneas and hypopneas are only measured during the time periods when the CPAP is used. In the present study, CPAP on-time was lower in the UCC group, so their AHI data may be less reliable.

TCC appeared to have no effect on outcomes relative to UCC. Only communication with the health care team was close to being statistically significant at the .05 alpha level. This measure assesses the frequency with which patients use certain communication behaviors, including preparing a list of questions, asking questions about things they want to know and things they don’t understand about their treatment, and discussing any personal problems that may be related to their illness. Focusing on the content and process of patient-sleep provider interactions in future CPAP compliance studies may prove to be a fruitful area of research, particularly in looking at the differences between face-to-face interactions compared to telephone calls.

It can be difficult to reliably measure outcomes in OSA patients given the heterogeneity of the clinical presentation. For example, it is well documented that measures of sleepiness and the current gold-standard measure of disease severity, the AHI, correlate only modestly in the 0.30 range [38]. This is largely due to the fact that OSA is a syndrome, so better characterization of subsets of OSA patients (ie, patient stratification by syndrome composition and severity) would allow more precise outcome measurement. Stratified sampling could not be conducted in the present pilot study owing to the small sample size. We did, however, conduct secondary analyses of AHI groups (moderate: AHI 15-29.99; severe: AHI ≥ 30), but all of the reported findings held within each group.

The present study is most comparable to three prior CPAP telemedicine studies. One study utilized a daily computer-based telephone system to monitor patients’ self-reported compliance behavior and provide automated counseling through a structured dialogue [39]. The impact of the intervention was not significant in comparison to usual care; however, the findings suggest that concurrent education and reinforcement during the initial and early treatment period are effective countermeasures to patient-reported attenuated compliance. Another study utilized computers to provide daily Internet-based informational support and feedback for problems experienced with CPAP use, again without objective measures of compliance, but found no significant differences between the telemedicine intervention and usual care group at 30 days in patient functional status and satisfaction with CPAP [40]. A third study pilot-tested a teleconferencing intervention in which a nurse visually assessed mask fit and patients’ CPAP procedures and provided counseling and reinforcement to a small sample of patients who were trying CPAP again after an initial 3-month period of poor compliance [41]. Although the patient education materials supplied during the initial period did not impact compliance rates, the nurse teleconferencing sessions during the second trial period significantly improved the compliance of the intervention group, suggesting that intensity of one-on-one counseling and feedback by a care provider is a salient variable.

This study was designed as a pilot exploration of the telemedicine intervention in comparison to the standard of care for OSA. Clearly, larger well-powered studies are necessary to follow up on the trends found in the data and to evaluate fully the effect of telemonitoring on compliance, efficacy, and key outcomes in this population.
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Abstract

Background: PubMed is the largest bibliographic index in the life sciences. It is freely available online and is used by professionals and the public to learn more about medical research. While primarily intended to serve researchers, PubMed provides an array of tools and services that can help a wider readership in the location, comprehension, evaluation, and utilization of medical research.

Objective: This study sought to establish the potential contributions made by a range of PubMed tools and services to the use of the database by complementary and alternative medicine practitioners.

Methods: In this study, 10 chiropractors, 7 registered massage therapists, and a homeopath (N = 18), 11 with prior research training and 7 without, were taken through a 2-hour introductory session with PubMed. The 10 PubMed tools and services considered in this study can be divided into three functions: (1) information retrieval (Boolean Search, Limits, Related Articles, Author Links, MeSH), (2) information access (Publisher Link, LinkOut, Bookshelf), and (3) information management (History, Send To, Email Alert). Participants were introduced to between six and 10 of these tools and services. The participants were asked to provide feedback on the value of each tool or service in terms of their information needs, which was ranked as positive, positive with emphasis, negative, or indifferent.

Results: The participants in this study expressed an interest in the three types of PubMed tools and services (information retrieval, access, and management), with less well-regarded tools including MeSH Database and Bookshelf. In terms of their comprehension of the research, the tools and services led the participants to reflect on their understanding as well as their critical reading and use of the research. There was universal support among the participants for greater access to complete articles, beyond the approximately 15% that are currently open access. The abstracts provided by PubMed were felt to be necessary in selecting literature to read but entirely inadequate for both evaluating and learning from the research. Thus, the restrictions and fees the participants faced in accessing full-text articles were points of frustration.

Conclusions: The study found strong indications of PubMed’s potential value in the professional development of these complementary and alternative medicine practitioners in terms of engaging with and understanding research. It provides support for the various initiatives intended to increase access, including a recommendation that the National Library of Medicine tap into the published research that is being archived by authors in institutional archives and through other websites.
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Introduction

This study considers the use of PubMed (www.pubmed.gov) by practitioners of complementary and alternative medicine (CAM). In 2001, Americans invested US $50 billion in this form of health care, according to John Weeks, editor of The Integrator, a newsletter tracking “the business of alternative medicine,” with 40% of American adults turning at some point to alternative medicine [1]. While some in the medical research community have argued that “there is no alternative medicine” as “there is only scientifically proven, evidence-based medicine supported by solid data, or unproven medicine for which there is no scientific evidence” [2], the US National Center for Complementary and Alternative Medicine (one of the National Institutes of Health) sponsors research in this field and serves as a clearinghouse for clinical trials and research summaries.

Within the scope of its standing as the largest bibliographic index on the life sciences, PubMed (containing Medline, formerly known as Index Medicus, as a subset) indexes medical research articles and includes material useful for physicians and pharmacists, as well as traditional Chinese medicine practitioners [3,4]. A study of nurses, health care assistants, midwives, and health visitors (registered nurses or midwives who promote mental, physical, and social well-being in the community) has shown that, among those who had sufficient access to online sources of health information, the access to journal literature was felt to have led to improved patient care [5].

A prerequisite for the successful pursuit of health information is what Norman and Skinner identify as eHealth literacy, or the skills that enable people “to seek, find, understand, and appraise health information” [6]. This study focuses on how, among a group of CAM practitioners, these abilities are supported by an array of PubMed tools and services. Up to this point, investigators have recognized that users of online health services are not a monolithic group. Studies have been conducted on the reading levels demanded of cancer patients [7], the overwhelming quantity of information available for first-time mothers [8], the limited search skills of college students studying health [9], the growing use of electronic resources by nurses and midwives who promote mental, physical, and social well-being in the community [10,11], and the growing confidence among doctors in their search strategies, although few use this skill on a real-time basis with patients [12].

The variety of approaches that these studies apply testifies to the idea that reading health literature online is situation specific and calls for context, and that investigations into eHealth literacy are fruitful when specific populations are delineated. Information retrieval studies have been done on citation retrieval [13] and literature searching [14] of PubMed, as well as on the use of the medical subject heading (MeSH) and Limits services [15]. Work has also been done in advising users how to best conduct CAM searches [16,17] with at least one study finding that PubMed indexing is not yet adequate for this field of medicine, especially with CAM clinical trials [17].

This study is intended to complement the more common focus among information science researchers on users’ information retrieval strategies with indexing services such as PubMed [18,19]. It addresses the value of PubMed’s specific tools and services for CAM practitioners, as these tools are introduced to them in the context of their own interests in the life sciences and their interest in learning about the use of PubMed. In focusing on the value and role of the tools and services, we are drawing on literacy and learning research in the subject domains, or “domain knowledge” as Alexander and others refer to it [20]. Alexander has established the degree to which a combination of personal interest and background knowledge contribute to the degree of learning in domain areas such as biology and physics, and she holds, in particular, that “one’s knowledge base is a scaffold that supports the construction of all future learning” [21].

In this sense, PubMed’s provision of tools and services (such as Related Articles and Bookshelf) can be seen to help users easily and immediately augment, in a limited way, shortcomings in their knowledge base. The tools and services compensate for shortcomings not only in searching for articles but also when comprehending, evaluating, and utilizing abstracts and full-text articles. The tools and services (such as Full-Text Access, Email Alert, Send To) also appear to be poised to support the user’s interest in and engagement with the indexed material (which is the other critical factor Alexander has identified for domain learning). By introducing CAM practitioners to the tools and services, one by one, and gaining from them a sense of the perceived value and contribution of each, this study seeks to determine the potential contribution of these tools and services to the knowledge-base scaffolding and the personal interest of health care workers who lie outside of PubMed’s originally intended audience of researchers and physicians. This work has obvious implications for the design of the tools, in PubMed’s effort to serve as broad an audience of health care practitioners as possible, and as a way, in turn, of extending the impact and benefits of life science research.

Methods

Sample

The participants in this study were drawn from among those practising CAM. They were recruited from three sources: (1) participants 1-5 were drawn from among students taking an online professional development course at a community college on research literacy for the health professions, (2) participants 6-9 were recruited from the Massage Therapy Association of British Columbia, and (3) participants 10-18 were drawn from the Canadian Memorial Chiropractic College. The eight women and 10 men who agreed to participate in the study ranged in age from their 20s to their 50s. Of the 18 participants, 10 were pursuing or possessed a chiropractic degree, seven were registered massage therapists, and one practised homeopathy. A total of 13 participants had a university degree, with one holding a master’s degree and another, a PhD. In terms of background with online research, participants 1-5 were taking a course on research literacy, while participants 13-18 had been introduced to the topic in a session with a librarian, with some one-on-one follow-up.
Design

Participants were offered an opportunity to learn how to use PubMed in one-on-one sessions with the researcher (MQ-R) in exchange for helping the researchers understand the value of PubMed’s various features to users such as themselves. The 10 PubMed tools and services considered in this study (Table 1) can be divided into three functions: information retrieval (Boolean Search, Limits, Related Articles, Author Links, MeSH), information access (Publisher Link, LinkOut, Bookshelf), and information management (History, Send To, Email Alert). The sessions with the participants took place between April 2004 and December 2006 and averaged 2 hours in length. Sessions held with participants 1-9 were conducted over the phone, with both participant and researcher accessing PubMed through the Internet, while sessions with participants 10-18 were conducted face-to-face with a single computer connected to the Internet, which the participant operated. Participants were introduced to between six and 10 PubMed tools. The participants in the phone sessions covered 7.1 items on average compared to 7.7 items covered by participants in the face-to-face sessions.

Prior to their PubMed training session, the researcher asked participants by email to identify a health science topic of interest to them. The researcher then found a suitable article based on the interest of the 14 participants who responded and sent it to them in advance of the PubMed session (Multimedia Appendix 1). The participants were asked to read the paper prior to the session. The starting point for each session, after introductions and preliminary questions about the participant’s background, was an initial search of PubMed on a topic of interest. Participants were then guided through a range of six to 10 PubMed tools and services depending on the pace of the 2-hour session and where the interests of the participants led (Multimedia Appendix 2). For each tool and service, they were introduced to how the feature worked, using concepts and papers of interest to them, and were asked to provide their thoughts on its potential value for their use of PubMed.

Table 1. PubMed tools and services introduced to participants

<table>
<thead>
<tr>
<th>Tool/Service</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean Search</td>
<td>Search terms can be entered using Boolean operators AND, OR, NOT.</td>
</tr>
<tr>
<td>Search Limits</td>
<td>Allows the user to limit the search by language; type of journal; gender; human or animal subjects; age; type of article; date; inclusion into PubMed.</td>
</tr>
<tr>
<td>Related Articles</td>
<td>This appears as a button/link with each citation and brings up a list of matching articles based on the original article.</td>
</tr>
<tr>
<td>Full-Text Access</td>
<td>This is provided through the publisher’s link on the abstract page and on the LinkOut page, with publisher, aggregator, PubMed Central, and/or subscribing libraries providing open access for roughly 15% of articles.</td>
</tr>
<tr>
<td>Send To</td>
<td>Send To allows users to email citations, convert citations to a text file, or save citations for editing and further action.</td>
</tr>
<tr>
<td>Search History</td>
<td>This tracks terms, time, and number of results in searches, while allowing Boolean searches combining different searches from the Search History.</td>
</tr>
<tr>
<td>Bookshelf</td>
<td>This provides links to relevant passages in a set of full-text life science books that range from basic science to clinical practices.</td>
</tr>
<tr>
<td>MeSH Vocab</td>
<td>MeSH is a controlled vocabulary database for ascertaining the most commonly used terms in PubMed.</td>
</tr>
<tr>
<td>Email Alert</td>
<td>The National Center for Biological Information (NCBI) of the National Library of Medicine (NLM) offers email notification of new work in specified topics.</td>
</tr>
<tr>
<td>Author Links</td>
<td>Authors’ names have links leading to a listing of all of their work in PubMed.</td>
</tr>
</tbody>
</table>

Analysis

The sessions were transcribed (Multimedia Appendix 3), and the two researchers created a summary table of the results by rating the responses for each tool as (+) positive (“that’s valuable”), (++) positive with emphasis (“I’d really use that”), or (−) negative or indifferent (“that makes sense”). Because of the session’s 2-hour time constraint and the semistructured handling of the sessions, not every tool was covered with every participant. As a follow-up to the PubMed session, the researcher emailed the participants 2 weeks later, asking them to describe their current use, if any, of PubMed and other Internet resources.

Results

What follows is a detailed qualitative analysis of the participants’ responses to each of the 10 PubMed tools and services covered in this study, with the aim of better understanding how such aspects of PubMed might be seen as contributing to its use by the participants. Differences in the responses among the participants (on the basis of training or university degree) was not the focus of the study, although, as might be expected, those with prior training and with university degrees tended to value PubMed tools and services more highly. Participants with prior training in the use of online research literature thought that, on average, 6.0 out of the 7.5 tools and services that were introduced to them would be valuable in their use of PubMed, while those without such training responded positively to 4.6 of the 7.1 items introduced to them (Table 2). Similarly, those with a university degree responded positively to 5.7 out of 7.4 items, compared to those without a university degree, who gave a positive evaluation to 4.8 out of 7.4 items.
Table 2. Value of PubMed tools and services for participants (N = 18)

<table>
<thead>
<tr>
<th>Participants</th>
<th>PubMed Tools and Services‡</th>
<th>Further Use of PubMed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code†</td>
<td>University Degree</td>
<td>Prior Online Research Training</td>
</tr>
<tr>
<td>MF1</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>CM2</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>HF3</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>MF4</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>MF5</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>MM6</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>MF7</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>MF8</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>MM9</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>CF10</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>CM11</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>CF12</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>CM13</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>CM14</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>CM15</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>CM16</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>CM17</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>CM18</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

* Prior familiarity with tool or service.
† First letter of code: M=registered massage therapist; C=chiropractor; H=homeopath. Second letter of code: M=male; F=female.
‡ +: positive evaluation of tool or service; ++: additional positive emphasis; −: negative or indifferent response to tool or service.
Blank cells indicate that tool or service was not covered in the participant’s session or participant did not respond to email follow-up.

Boolean Search

The basic starting point with PubMed, as with any online index or database, is the search, which typically allows the combining of search terms with AND, OR, or NOT for more accurate searching. These Boolean operators were familiar to a number of participants, but were a little vague for others: “I might have heard of it” (CF12). Learning about them made a considerable impression on a number of participants:

I will use the Boolean search methods even when using the different features of the database. This is incredibly important to know, use, and understand. It’s like the building blocks of searches. I’ve got to practise that one afterwards. [CM2]

At least one participant recognized that the search results were profoundly influenced by the terms of the search:

The difficulties is [sic] the prejudice you take to your search question. Maybe you missed something because you describe[d] it badly. [CM11]

Search Limits

A further search strategy that the participants found useful was the ability to apply Limits to the searches, including dates, author, links to free full-text articles, language, gender, human subjects, type of article, and so on (Figure 1): “I have used Limits with dates mainly...and if I am searching for a particular author” (MF1). Limits seemed useful for participants for finding specific information, such as when they needed to answer a particular question: “I think I would use this one [Limits] to look for something very specific, but if I wanted to browse around I would use Related Articles” (MF5), and “I think I would use the Limits if I have a problem patient who comes at me with a Google paper, like if she was a 45-year-old female who found something and said, ‘Why don’t I try this?’” (CF10). The participants found Limits useful because it allowed them to be selective about the information they would find, such as limiting their searches specifically to include only core clinical journals. This is because “they [core clinical journals] are well recognized in the medical community” (MF7), and, as another participant explains, “Because sometimes I don’t want to
know...what a really alternative journal says, I want to read the larger stuff” (CF12).

**Figure 1.** Limits tab on PubMed
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**Related Articles**

The ability to identify one very promising article and then find all of the related articles by clicking on a hyperlink (Figure 2) was highly valued by five participants: “I really like Related Articles; I saw it in the other database, and it is useful because it brings me to things that I would probably not have found otherwise, outside my own searching” (CM2). However, participants also intuited how Related Articles could be used in relation to Boolean searches to achieve a very efficient focus on the desired research: “These look really great…. I could spend hours just seeing what comes up from this feature after starting from one search” (HF3), and “This list [based on Related Articles] makes more sense to me than the original list that came up” (MF4). It did seem to a number of the participants that “Related Articles worked perfectly” (MF7). Yet, Related Articles did not work for everyone, as one chiropractor commented, “What [PubMed] thinks is similar is not what I think is similar” (CM18).

**Full-Text Access**

PubMed provides access to the complete articles that it indexes through a publisher’s link on the article’s abstract page (see Figure 2), as well as a link to PubMed Central if the journal’s contents have been placed in this open-access repository. In addition, LinkOut provides links to sites where the article can be accessed, including sites of the publisher, journal aggregators such as EBSCO and ProQuest, and university libraries that hold print and/or electronic editions of the article (which are accessible to members of those libraries). Many of the publishers and the aggregators provide nonsubscribers the ability to purchase access. For example, Elsevier’s Science Direct changes US $30 to purchase an article in any of its 2200 journals. In addition, PubMed clearly identifies that a small proportion (roughly 15%) of the literature has been made “open access”
by its publisher, either immediately upon publication or after a certain period (“moving wall” model), typically from 6 to 24 months following publication.

Figure 2. Partial results of a PubMed search on “complementary medicine,” showing icons (from top to bottom) for “no abstract,” “abstract only,” and “open access to full-text article” (although no abstract is available) and hyperlinks to “Related Articles” and “Links” (to the full text on publisher and/or library websites).

While the article’s abstract was typically included in PubMed’s indexing of an article, it was judged insufficient by participants as a way of both understanding and evaluating the research, whether they had had very little experience with the research or were well oriented to their field’s literature. As one first-time PubMed user stated as she looked at an abstract, “I definitely need to read the article. It [abstract] does not tell us enough” (MF8). This response is consistent with previous studies on the shortcomings of abstracts [22-24].

For most participants, the abstract was necessary as a starting point but was insufficient as source of information on its own. It served as a screen, as it would for a researcher:

So an abstract is really useful. If I felt the abstract was interesting, I would definitely need the full text to actually find the article useful to my work. An abstract only provides enough information to pass the first screening test. [CM2]

This chiropractor initially felt, on first looking through the list of PubMed search results, that “This information is not what I am looking for; it is too technical, too specialized.” However, by the time he had had the chance to download and look at an open-access article, he was expressing regrets: “This is incredible; it is so easy; I wish I could just finish reading the article right now” (CM2). Frustration over not being able to view full-text articles was a common theme: “There was an article that I was interested in looking at, and it said that it would not be available for about a year or 6 months” (CM14). “The only problem,” as a registered massage therapist put it, “is that the ones that are free are not the ones I was wanting” (MF8).

For some, visiting a research library was not an option, and the cost of purchasing a single article posed a serious obstacle: “It detered me, big time, having to pay for articles” (MF8), and “Oh, you can order papers; I don’t have money to order papers” (CM14). For others, using a credit card online was an issue: “I don’t think that’s a safe measure, with my credit card online” (MF5). Yet the interest in seeing an article was sufficient that a number of participants were prepared to give serious consideration to paying to download it: “It is incredibly important to have access to the full text of the article. I would even pay to access a full-text article” (CM2); “I think I’ll look for mostly free articles so I could actually read them. If I was desperate to find information and couldn’t find anything, then I might actually buy it” (HF3), and “depending on how valuable the article is I might be willing to do that” (MF7).

For one chiropractor, who administered a professional chiropractic organization, having access to the full-text article was a must. He felt that the full text offered a more accurate picture of the research and provided the language he needed to use for his own work, which was to lobby the Canadian government to further integrate chiropractic into standard public health policies. As he explained,

No one who has ever done research has ever done an abstract that exactly covers the detail of what’s done inside. So when you actually read the research paper you see more.... The abstract...never provides that robust meaty quote that I need. [CM11]

He went on to give an example from the New England Journal of Medicine in which the results reported in the body of the article placed the chiropractor’s treatment of childhood asthma in a far better light than the abstract did.

Another chiropractor conveyed the frustration of coming across a very good source of research, only to find access to the resource restricted. In this case, it was a systematic review conducted by the Cochrane Collaboration, which are not freely available:

It says [reading from the abstract] “evidence which is based on the Cochrane review of the subject.” This review is like topnotch.... It’s called a Cochrane collaboration, and we don’t have free access to that.... It would be phenomenal if we had access to that.... It’s all based on a strict protocol, like how many people were in the study.... If you want to know the vast information about a subject, you should go to Cochrane reviews. [CM14]
In the case of a chiropractor who felt that “often times I get most of the information I need from the abstract” (CM17), and thus did not need the full text, there was a recanting after a few moments:

Well, that’s not true. I do [need access to the full text]. Often times you are stuck because they tell you “in the article we describe” such and such. And then you do everything to get it. And we have different ways to get articles. [CM17]

A registered massage therapist noted how much she appreciated it when the researcher sent, prior to her session, the full text of an article of interest:

I especially valued that it was not just a summary.... It is very relevant to my work as a therapist, and as an instructor. [I] also found the references very helpful. [MF7]

And finally, a registered massage therapist who had recently obtained her MSc from a Canadian university, and thus had lost her ready access to the scholarly literature upon graduation, had learned about the issue of access in terms of how libraries were signing a new type of agreement with the journal publishers, which carefully controlled access:

The contracts that the academic institutions sign with the publishers, limiting access to students and faculty only, mean less access for the public. When hard copies were available, anyone could read, digest, copy relative sections, etc. Now, depending on the institutional policy, it may be difficult even to get access to view a full text. Needless to say, the cost of individual articles is exorbitant. [MF1]

The library would allow the public access to its online journals at a small number of “public” terminals (for those designated as “walk-ins” in the contract), but as this participant noted, [The university libraries] control [public access] very, very, very tightly. I went in and asked if I could use the computer.... I had 6 articles I wanted to see, and they let me do that. [MF1]

She concluded that this represented “the publisher’s stranglehold on the universities” (MF1). Another participant had caught wind of a hopeful agreement that would greatly increase access to medical research, not only for him, but the public at large:

I was talking to a librarian here at the public library and she said in [British Columbia, Canada] they were...trying to link the public library with the university library so that anybody that has a library card [could view the journals]. [MM6]

It was PubMed’s clear identification of, as well as links to, the open-access articles that was the one aspect which participants consistently valued. The participants felt strongly about the importance of being able to read the full text, and while a few had access to research libraries (McGill and University of British Columbia cited), others were willing to consider paying for that access. But in all cases, the value of open access to this literature was judged as a critical aspect in becoming better informed about what the research had to offer their professional practice.

**Send-To Tools**

Users are able to select, organize, and save the citations they find by sending the selected citations to a file, text, printer, clipboard, email, or RSS feed. Five of the participants were very impressed by how this tool allowed one to build a personal set of research resources:

I’ve done this before [email search results to self] when I have found research on the Web. I think it’s great; it is very easy, and I like to keep things in my inbox. This is a great tool that I would use. [CM2]

Another chiropractor commented on how it enabled him to integrate PubMed into his work:

Over the course of the day, I can sort it and then I have my list in order. Now I can take that display list and send it to text. [CM11]

**Search History**

PubMed keeps a record of each search that a user conducts, under History, allowing users to not only review their previous searches but to combine them using Boolean operators. “Wow. That’s amazing. If I ever want to go back to what I did, this is how. It’s like you don’t have to write anything down because it is all recorded automatically. This is really, really great” (HF3). While this tool only made it into the sessions of 10 participants, only one of those participants proved relatively indifferent to its powers: “That makes sense” (CM18).

**Bookshelf**

PubMed has integrated a number of full-text medical and life science books that can be searched separately or in conjunction with an article abstract to gain background information about key terms in the abstract (which are highlighted with links to the relevant passages in the books). Only one participant saw how access to the books might be used for providing background: “I really like it; if I am writing a thesis or a paper, I would see this as very useful” (MF5). More frequently, the participants in the study made a number of observations about the currency and focus of the research articles as the reasons they preferred them over books: “Well that’s interesting [referring to Bookshelf], but I like articles because they are more current” (MF1), and “I like journal articles because they are more specific” (HF3).

A chiropractor reinforced this idea, to a degree that suggested how the background role of PubMed’s Bookshelf program was being missed by some:

That’s interesting [referring to Bookshelf]. But...once you get into reading research articles, they are much better than reading books. Books are always behind a few years.... There is a lot of bias behind the author of the book—reading an article, you get the actual truth. [CM14]

Such responses suggest that the participants were picking up ideas about the importance of currency and the leading edge role of journals in the life sciences, ideas that need to be refined, certainly, but that are not far removed from common thinking within the research culture.
MeSH Vocabulary Database

The MeSH Database enables readers to look up the controlled vocabulary used to index the research literature. Among the 10 participants introduced to MeSH, there were challenges initially in comprehending it, to a degree not experienced with the other tools and services: “I don’t understand; what is this [MeSH Database]? Is this everything with the keywords?” (CF12), and “Well, I have taken the tutorial on the MeSH Database, and I’ve tried to use it, and I know it provides you with headings” (MF1). However, with further explanation and a chance to work with it, at least one participant found it “totally awesome and very useful” (MF8), and another appreciated that “it helps to distinguish things, and so you can go in one direction or another depending on what you want” (MM9). However, that same participant pointed out that what he felt was an element of bias:

The word “subluxation”...means something quite different to a medical doctor than it does to a chiropractor when it comes to small tiny restriction in motion or small tiny misalignment. But the medical profession still doesn’t believe such things can occur, so I see here that there is no such thing here as subluxation in the sense that the chiropractor means it—very interesting. [MM9]

PubMed’s sharing of its vocabulary used for indexing also spoke to the value of this service as a source of engagement and reflection.

Email Alert and Notification Services

The National Center for Biotechnology Information (NCBI) of the National Library of Medicine (NLM) is responsible for PubMed and offers users a personalized service that includes email alerts when materials of interest to them are indexed. While this tool came up in only five of the sessions, there was recognition of its value by all the participants: “I have an automatic referral for [from] NCBI every so often about updates of new research in this area” (MF1). A chiropractor had signed automatic referral for [from] NCBI every so often about updates of new research in this area” (MF1). A chiropractor had signed up with a similar service, PubCrawler, developed by a genetics research lab at Trinity College, Dublin, for alerting readers to new articles in areas of interest: “I’ve signed up to PubCrawler, which alerts me to new research in my area, and so [I] quite often scan these [almost daily]” (CM11).

Author Links

The ability to find other works by the same author, simply by clicking on the author’s name, was not generally valued by the participants with the exception of the homeopath and one of the chiropractors: “So I have heard of him before. I would think it would be interesting; it would be interesting to know what his perspective was on other things” (CF12). With the six participants who encountered this feature divided between interest in and indifference toward it, it may seem that this way of focusing on the work of an individual researcher is not as valued as the other means of tracking work.

Comprehending Research

In the course of reflecting on PubMed tools and services, some of the participants reflected on their understanding, as well as their critical reading and use, of the research they were searching. For example, a number of participants commented on the value of reading the abstract as a necessary first step in reading research: “I wouldn’t read a paper without an abstract” (HF3). By the same token, the abstract was not enough: “Definitely need to read the article. [Abstract] does not tell us enough here” (MF8). A chiropractor noted that the figures and illustrations available in the full text were needed to make sense of the orthopedic tests used in the study:

[The abstract is] a good summary, but...if the article had pictures and stuff, because maybe these are new tests that have come out that the school hasn’t taught us yet, and they might be better than the ones we’ve learned...[then access] would be important. [CM15]

Another chiropractor spoke of the importance of seeing the research methodology described in detail:

The abstracts usually don’t show enough about the methods of an article... It depends on the method, if the paper is actually good. [CM14]

Similarly, a third chiropractor, who was satisfied with the abstract alone when it came to “advice or recommendations,” felt that when the “treatment” of a client was at issue, then more than the abstract was needed:

I can’t break down the methods they used [with the abstract alone], and if there’s any flaws in it...I won’t get it from the abstract. So I would like to see the whole thing. [CM18]

The participants in this study were aware of their limits in understanding the research, which concerned specific domains of knowledge, as this chiropractor made clear: “I am trying to find one that is not as ‘biochemistry’ to read; those ones are terrible to read.” Yet, within a given search, the same participant was able to find research studies which, in dealing with “exercise for treating fibromyalgia,” were extremely helpful and comprehensible to the point where he “would want to prescribe” those exercises to his clients (CM16). More than one registered massage therapist was prepared to challenge the limits on her own understanding: “There’s a lot of qualitative research out there on complementary therapies, but not a lot of quantitative work, so I am looking for quantitative-oriented stuff” (MF5). However, she realized that she was not clear on what “the p factor” (sic) was and stated that “I’m not really up with statistics... I can understand some but not all” (MF5). A second registered massage therapist was willing to push her learning beyond the concerns of clinical practice: “Well, it’s not useful for me, for what I do, but it does tell me some information that I didn’t know before: the cell type that they are talking about, the engagement of it” (MF7).

If participants felt somewhat overwhelmed by the research at times—“It’s a little above my head” (CM13)—they also knew how to direct their reading in relation to their strengths. As a registered massage therapist put it: “This is a little too theoretical and general...[while I’m] looking for protocols for treating low back pain.... I’d be more on ‘protocol,’ ‘orthopedic,’ ‘massage therapy’” (MM9). Or, as a chiropractor explained: “It’s a bit too heavy; it is going to go beyond what I need clinically” (CF10). What was perhaps most notable about the participants’
responses to the research was their perception of the value of this public resource to their professional practice: “It’s pretty encouraging to find this [material in PubMed]; it’s not intimidating” (MF7), and “I use the database and feel quite comfortable with it” (CF10).

A Growing Research Culture

This research on CAM practitioners’ use of a life sciences research index reflects a growing influence of a research culture among the health professions and the public. Two participants made reference to their clients bringing in online health information:

My problem is telling [my clients] that what they are finding in Google is not that sound scientific information because any practitioner out there, anybody can put something out onto Google or their office website, but it’s not necessarily valid. I always have clients who are asking me about information that has come out on certain treatments, so that is primarily what I would tend to use this [PubMed] for. [MF5]

That same increased interest in recent research had been expressed within the CAM community as well, as the administrator of a chiropractic organization stated:

Our membership expects us to know things instantly if they are in the public domain. They say, “Why don’t you know? Everyone else knows”.[CM11]

The increasing prominence of research in the health services sector was also reflected in the training received by graduates of the Canadian Memorial Chiropractic College:

This school is very evidence-based. So a lot of the assignments are pretty much looking up research: sensitivity, specificity, tests, prognosis…. If you are efficient with any of these search engines, you can find the information quite quickly. I have used it in university as well, but not to a great extent. When I got here I had to use it much more. It depends on the clinician that you get; some are really, really, really, evidence-based, meaning they follow everything the research says. [CM17]

Another participant noted:

They [at the Canadian Memorial Chiropractic College] talk so much about evidence-based care in medicine and chiropractic, and you have to have research articles in order to attempt to that. You need a way to do it and PubMed is the only way I know. [CM16]

He went on to add that “it is free.” This was further confirmed by a classmate: “They [the school] thrust that down our throats: ‘Make sure you are up to date on that’” (CM15).

In turn, CAM practitioners are participating in the debates on the growing prominence of certain forms of medical research but in the following example also demonstrate limited understanding of the methodology:

I wrote an article about [how]...it is more or less impossible to do a [randomized clinical trial] of chiropractic. You can’t blind a practitioner; it’s more or less impossible to blind the patient, so any effect of randomization is nonsense. [CM11]

Overall, there is a growing global awareness of the important role played by research in the life sciences, and these CAM practitioners are learning that this body of knowledge has much to offer, with PubMed providing one means of obtaining access to it: “There’s a lot going on in Europe and Asia that I know nothing about unless they publish in Lymphology or unless they present at the ISL [International Society of Lymphology]” (MF7).

Continuing Use of PubMed

In response to follow-up emails that were sent out some weeks after the session with the researcher, seven participants affirmed that they were using or were planning to use PubMed:

Yes, I have used PubMed since our last conversation. I use it on a weekly basis. I use it to find information for patients and for myself. I am in the process of developing an acupuncture-related website and writing a book on health-related topics. [CM2]

Issues of access to research articles persisted in the use of PubMed for this chiropractor:

I have not purchased any articles, although I have been tempted. I tend to look at the full-text articles, and I have used the links LinkOut and Bookshelf with success. [CM2]

As well, he had begun to see how he could best use PubMed in his practice:

I think I’ll use it to get research, to get on-the-fly research to answer questions. But I wouldn’t send my patients to use the database or conduct searches on this database after a consult with them because I think it would be too complicated. I would not refer them to PubMed to find their own research. [CM2]

There were also indications from the participants of PubMed raising the quality of knowledge that informs their practice: “I’m using [PubMed] now to look something up instead of Google” (CF12).

Other participants spoke in the follow-up emails of their plans for continuing use of PubMed:

Now that I know more about it, I think I’ll use it more…. Now that we have had this session, I’ll be able to understand it a little bit better, especially this “Related Articles”. [CM15]

This same participant had explained in his session with the researcher how the Limits tool would serve his practice: “[This] would be great if I had a patient come in with a problem, and I had to really specify my search according to his needs” (CM15).

Another chiropractic student spoke of PubMed use in terms of its public access as a source of professional development:
I am not going to be in academia much longer. It would be great to know as much as I could before I leave. I plan on using this when I leave as well. [CM17]

Of course, not everyone who participated in this study went on to use PubMed afterward:

I often learn about research studies from [online] medical news sources [eg, Medical Post] and access them through links provided in the article versus searching PubMed. There is so much information out there, and I find it hard to find time to access it all!. [HF3]

A similar theme was sounded by a massage therapist:

I have no urgent reason to [use PubMed], and my time is too occupied to browse.... Currently, I do not [need PubMed]. [MM9]

And a chiropractor wrote to say that while he is sometimes “directed to PubMed as a resource” at his school, the problem is that he “could never really get the entire PDF files” that he wanted (CM13).

Discussion

This study confirmed our hypothesis that CAM practitioners would find that certain PubMed tools and services, on being introduced to them, had the potential to contribute to their engagement with and understanding of the research that interested them. This study did not seek to measure the actual contribution of these tools and services to the users’ learning. It was designed to establish whether these users perceived the tools and services as having value, as a first step to subsequent studies that will assess the differences that individual tools might make to the participants’ learning.

Among the PubMed tools and services to which the participants were introduced, only the service of full-text access proved a positive asset for engagement, comprehension, evaluation, and utilization. As well, the Boolean Search and Related Articles were also strong contributors to the participants’ work with PubMed, and all tools and services impressed more than a few participants as to their value and contribution.

In terms of the specific design of PubMed, it is clear that the NLM is continuing to improve its design and functionality [25]. For example, the participants found MeSH to be a particularly difficult tool to grasp; however, the NLM has since provided three animated tutorials (eg, “Searching with MeSH”) with voice-over, which make its operation much clearer, with at least one recent study attesting to MeSH as the preferred search strategy [26]. Still, one of this paper’s reviewers wisely advised one recent study attesting to MeSH as the preferred search strategy [26]. Still, one of this paper’s reviewers wisely advised that training in MeSH would greatly improve user searches, and the ways in which a user’s health vocabulary contributes to recognition and comprehension has been the subject of a recent study [27].

There have been design improvements, as well, with Related Articles, Limits, and other tools. With Bookshelf, the only feature that left over half of the participants who tried it seeing little value in it, PubMed has withdrawn the book links from an article’s abstract, while still offering users the ability to search its book holdings. Yet, these medical and basic science books could well serve as background resources when a reader is stymied by concepts in biochemistry and statistics, to name two areas that this study’s participants identified as weak for them [28]. There is reason, then, for the NLM to continue exploring ways of integrating the books into the literature searches in a way that encourages professionals in the health services to seek background clarification and context, as a way of improving their engagement with the research.

The study also has bearing on what has developed, with the rise of the Internet, into the “access issue.” This goes back to at least 1999, when Harold Varmus, then director of the National Institutes of Health, proposed that all medical research journals make their work freely available in PubMed Central 6 months after publication, an initiative that met with the successful resistance of commercial and society publishers [29]. More recent measures include the National Institutes of Health Public Access Policy, which asks funded researchers to voluntarily deposit copies of their published work in PubMed Central, but which has managed to achieve a less than 4% compliance rate to date [30]. As well, the proposed Federal Research Public Access Act of 2006 is currently before the Senate, which would mandate open access within 6 months of publication for a large proportion of US government–funded research [31]. The results of this study would seem to support efforts to increase access to research by making it clear how greater access could contribute to the practice of CAM, as well as to more traditional forms of clinical practice.

The participants’ consistent interest in having access to the full text of the articles indexed in PubMed leads to a strong and immediate recommendation to improve that access: The NLM should make every effort to capture an otherwise missing and substantial source of open access to research and scholarship, namely, the published health sciences research that has been posted by authors in institutional repositories and on websites. While PubMed has an excellent system for identifying and connecting to open-access articles made available by publishers, it needs to develop similarly effective systems for tapping the published work that authors have posted, with the publisher’s permission, in archives and on websites. With numerous archiving mandates, both in place and pending, for this form of open access to research that has been funded by governments and foundations, PubMed needs to ensure that it is able to take advantage of this movement to greater openness. For example, PubMed could include a means of searching the more than 800 repositories worldwide.

For those who study the use of health information, we see a need to push beyond the obvious limitations of this study. There are sufficient grounds for further studies carefully designed to assess the contribution that particular aspects of these tools provide for different types of users, with a focus on how the design of the tools and services augments the users’ comprehension, evaluation, and utilization of the materials they encounter.

The prospect of the ongoing development of resources such as PubMed, along with an increasing degree of public and
professional expectation of access to research and scholarship, holds much promise for the continuing educational quality of the Internet and society at large. While only a fraction of CAM practitioners and a proportion of their clients will pursue these forms of knowledge, there is a larger point to this. Through the combined efforts and commitment of the NLM, a good number of life science journals, and the researchers themselves (who post open-access copies of their work), the quality of knowledge that is publicly and universally available is increasing, adding to people’s understanding as well as to the health care practices that affect their lives. This study is one small demonstration of how the benefits of this greater access extend to a larger community than has been commonly considered when it comes to public resources such as PubMed.

Acknowledgments

We wish to express our appreciation to Trish Dryden, Rona Achilles, and Anne Taylor-Vaisey for helping to facilitate this study. We would also thank JMIR’s editor and the paper’s two reviewers, as well as Anne White, who provided helpful suggestions for improving the paper, and we acknowledge the generous support of the Social Sciences and Humanities Research Council of Canada for this research.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Articles sent to participants prior to PubMed sessions (pdf) [PDF file (Adobe Acrobat), 50 KB - jmir_v9i2e19_app1.pdf]

Multimedia Appendix 2

Searches conducted by participants in PubMed sessions [PDF file (Adobe Acrobat), 57 KB - jmir_v9i2e19_app2.pdf]

Multimedia Appendix 3

Complete interview transcript of PubMed sessions [PDF file (Adobe Acrobat), 675 KB - jmir_v9i2e19_app3.pdf]

References


Abbreviations

CAM: complementary and alternative medicine
MeSH: medical subject heading
NLM: National Library of Medicine
Language Preferences on Websites and in Google Searches for Human Health and Food Information

Punam Mony Singh¹, MD, FRCPC; Carly A Wight²; Olcan Sercinoglu³, BSc; David C Wilson⁴, BEng; Artem Boytsov³, BSc; Manish N Raizada⁵, PhD

¹Respirology Program, Faculty of Medicine, University of Toronto, Toronto, ON, Canada
²Croplink Global Food Security Initiative, Department of Plant Agriculture, University of Guelph, Guelph, ON, Canada
³Google Inc, Mountain View, CA, USA
⁴Department of Psychology, University of Guelph, Guelph, ON, Canada
⁵Croplink Global Food Security Initiative, Department of Plant Agriculture, University of Guelph, Guelph, ON, Canada

Abstract

Background: While it is known that the majority of pages on the World Wide Web are in English, little is known about the preferred language of users searching for health information online.

Objectives: (1) To help global and domestic publishers, for example health and food agencies, to determine the need for translation of online information from English into local languages. (2) To help these agencies determine which language(s) they should select when publishing information online in target nations and for target subpopulations within nations.

Methods: To estimate the percentage of Web publishers that translate their health and food websites, we measured the frequency at which domain names retrieved by Google overlap for language translations of the same health-related search term. To quantify language choice of searchers from different countries, Google provided estimates of the rate at which its search engine was queried in six languages relative to English for the terms “avian flu,” “tuberculosis,” “schizophrenia,” and “maize” (corn) from January 2004 to April 2006. The estimate was based on a 20% sample of all Google queries from 227 nations.

Results: We estimate that 80%-90% of health- and food-related institutions do not translate their websites into multiple languages, even when the information concerns pandemic disease such as avian influenza. Although Internet users are often well-educated, there was a strong preference for searching the Internet for health information in the local language, indigenous language, or immigrant language of origin. For “avian flu,” we found that only 1% of searches in non-English-speaking nations were in English, whereas for “tuberculosis” or “schizophrenia,” about 4%-40% of searches in non-English countries employed English. A subset of searches for health information presumably originating from immigrants occurred in their native tongue, not the language of the adopted country. However, Spanish-language online searches for “avian flu,” “schizophrenia,” and “maize/corn” in the United States occurred at only <1% of the English search rate, although the US online Hispanic population constitutes 12% of the total US online population. Sub-Saharan Africa and Bangladesh searches for health information occurred in unexpected languages, perhaps reflecting the presence of aid workers and the global migration of Internet users, respectively. In Latin America, indigenous-language search terms were often used rather than Spanish.

Conclusions: (1) Based on the strong preference for searching the Internet for health information in the local language, indigenous language, or immigrant language of origin, global and domestic health and food agencies should continue their efforts to translate their institutional websites into more languages. (2) We have provided linguistic online search pattern data to help health and food agencies better select languages for targeted website publishing.

(J Med Internet Res 2007;9(2):e18) doi:10.2196/jmir.9.2.e18
KEYWORDS
Health; Internet; Google; language; indigenous; food security; immigrant; avian flu; tuberculosis; maize; schizophrenia; nutrition; linguistic

Introduction

The World Wide Web has more than 15 billion pages [1] and has become an important source of health-related information [2-5]. In the United States, for example, it has been reported that 82% of female users and 77% of male users used the Internet to obtain medical information on a routine basis [6]. Google searches have even been shown to assist physicians in the correct diagnosis of medical ailments [7]. However, two thirds of the pages on the Web are published in English [8,9], even though the world has over 5 billion non-English speakers [10], including approximately 700 million non-English-speaking Internet users [8]. In fact, the vast majority of the world’s 6900 living linguistic groups [10] have little Web content available in their language [8,9]. Adding to this problem, search engines such as Google do not translate search terms into other languages [9]—perhaps a surprise to many users. To overcome linguistic barriers, the World Health Organization (WHO) and the Food and Agricultural Organization (FAO) now publish their websites in six and four major languages, respectively. However, other globally authoritative organizations, such as the Centers for Disease Control (CDC) in the United States, primarily publish online information in only one or two languages of domestic importance.

In spite of the significant challenges created by linguistic differences in effectively communicating health information to the world’s peoples online, we could find little quantitative data on this issue. Do the world’s online users, presumably wealthier and more educated than the general population, primarily search online for health information in their local language, or do they employ Web-prevalent languages such as English? Are current online translation efforts by the world’s health and food agencies beneficial, and should these agencies be spending more resources on these efforts? In a world of human migration, which language(s) should domestic governments and international agencies use in order to communicate online health information to target populations? To transmit information to front-line health professionals in developing nations, a group that can include international aid workers from wealthy nations, which language(s) should be employed to target a particular nation? Do indigenous peoples search for online health-related information using search terms belonging to their own language or the colonial language? Real-time, accurate communication of health information might be especially critical during a pandemic infectious disease outbreak or famine. To begin to answer these questions, we have used a case-study approach that examines linguistic preferences in Internet search engine queries.

Specifically, we measured search patterns on Google for four health- and food-related terms in seven languages in 227 nations. The four search terms we chose for our study were “avian flu,” “tuberculosis,” “schizophrenia,” and “maize” (corn). We chose “avian flu” because it is an ideal model for searching for online information concerning an emerging infectious disease pandemic; as of August 2006, avian influenza (virus subtype H5N1) had killed 141 people in 10 countries [11,12] in addition to prompting the slaughter of millions of animals [13]. We chose “tuberculosis” because it is a good model for searching an established global infectious disease, as it is a major cause of death for HIV-positive patients [14] and currently afflicts about 15 million people in 207 nations [15]. We chose “schizophrenia” because psychiatric and neurological diseases affect more than 450 million people globally [16,17] and because online mental health information has the potential to help nations that have few mental health specialists [17]. Schizophrenia afflicts over 24 million people worldwide [18]. Finally, because there are currently around 850 million chronically undernourished people in the world [19], under frequent threat of famine, and because malnutrition is a major underlying contributor to infectious disease susceptibility [20], we chose “maize” (corn) because it is an important search term for global food security agencies. Maize supplies one third of all human calories in Latin America and Sub-Saharan Africa [19] and, combined with its genetic relatives rice and wheat, supplies approximately 50% of all human calories globally, either directly or via animal feed [19].

In this paper, we quantitatively demonstrate the need for health and food website translation that not only targets the world’s major languages, but also linguistic minorities within nations, including immigrants, foreign aid workers, and indigenous groups.

Methods

Measuring the Extent to Which Health and Food Agencies Translate Websites

When an online publisher translates its Web site across languages, the same source domain name can be found in the different result lists of a search engine when entering different translated search terms. In an URL, the domain name is the identifier before the first slash (eg, for the WHO, the domain name is www.who.int). Therefore, to estimate the percentage of institutions, news agencies, and other sources that translate their health and food websites, we measured the frequency that domain names overlap (institutional sources overlap) in different results lists when Google is queried using different language translations of the same search term (eg, English “tuberculosis” versus Bahasa Indonesia “tuberkulosis”). The language translations used in this study are shown in Multimedia Appendix 1. We first extracted URLs from Google.com listed as “the most relevant” (about 500-1000 URLs) based on the Google page rank algorithm [21] on July 10, 2006. We then excluded nonunique domain names from within each query group; the remaining unique subset was then compared to the URLs retrieved using the comparison language.
Measurements of Online Search Rates and Language Choice

For each of the four terms and their translations, we measured the rate at which users from 227 different countries searched Google (Multimedia Appendix 2). The country of origin for each search was identified using the geographic locations of Internet Protocol (IP) addresses. The search rates were based on proprietary Google Inc. (Mountain View, CA) data using an algorithm that measured 20% of all first-page Web search queries from January 2004 to April 2006.

The search rate, \( M \), for a term, \( T \), originating from a specific country was then estimated from this large sample: the algorithm calculated the ratio of searches using a specific term (\( T \)) divided by all searches (\( A \)) from that nation during the time period, such that \( M = T/A \). Multimedia Appendix 2 contains the standard error (SE) for each search rate. To calculate the standard error, a normal distribution for the statistic was assumed. To convert standard error to the 95% confidence interval of the estimate, the following formula was used: 95% CI = \( M \pm (1.96 \times SE) \).

Only the search rates for selected languages are shown for each nation, not the total search rate across languages or the total number of searches, which are proprietary.

For ease of database searching and validation, we chose languages that share a Latin-based script similar to English. For detailed analysis, the languages chosen were English, Bahasa Indonesia, Spanish, Portuguese, German, and French, as they represent the primary or secondary language of about 100-500 million people worldwide and/or are significant post-colonial languages [10]. Because Turkey has reported cases of avian influenza [11,12], Turkish was added as a language of interest. A search term may be common to multiple languages, not all of which are noted here. Multimedia Appendix 1 contains a complete list of the language translations used to retrieve search rate data from the Google database.

Health and Food Security Indicators

For the number of human avian influenza cases (subtype H5N1), we employed the WHO Epidemic and Pandemic Alert and Response Database [12], updated on August 9, 2006. For the number of poultry outbreaks of type H5 since 2003, we used the August 16, 2006 Avian Flu Update from the Organisation Mondiale de la Santé Animale (OIE) [World Organisation for Animal Health] [13]. For tuberculosis (TB), we used Millennium Development Goal (MDG) Indicator 23, the estimated TB prevalence in 2004 from the Global Tuberculosis Database of the WHO Global Health Atlas [15]. The number of psychiatrists per 100000 people in 2005 was obtained from Project Atlas: Resources for Mental Health and Neurological Disorders, from the WHO Global Health Atlas Database [17]. The most recent maize consumption data (kcal/person/day in 2004) was from the Supply Utilization Accounts (SUA) Database of the Food and Agricultural Organization Statistical Division (FAOSTAT) [19].

Results

Measuring the Extent to Which Institutions Currently Translate Online Information

We measured the extent to which the world’s institutions, including health and food agencies, news organizations, and other sources, currently publish Web content in multiple languages. To quantify this, we measured the institutional source (host-domain) overlap between search results (first 500-1000 URLs) retrieved using English-language queries versus select comparison languages (Table 1). For example, as shown in Table 1, “avian flu” resulted in 906 hits, which included 539 unique hosts. The same search in French resulted in 801 hits, which included 375 hosts. Only 7.1% of the 539 hosts found in the English search were also found in the French search, while 10.1% of the 375 hosts found with the French search were also found in the English search. This means that approximately 7.1%-10.1% of all hosts have an English/French translation.

For “avian flu,” which has afflicted 56 people in Indonesia [12], only 6.8% and 2.4% of institutional domain names overlapped between Bahasa Indonesia searches and English-language searches, respectively (Table 1). For “tuberculosis,” we discovered only about 9% overlap in the institutional domain names retrieved for English and French/Portuguese translations: French and Portuguese are widely spoken by TB-afflicted nations in Africa and Brazil [15]. The host domain overlap was typically less than 10% between European languages; we were surprised by this low rate given the presence of common governmental institutions in Europe (eg, European Union). We extrapolate that 80%-90% of health- and food-related institutions do not translate their websites into multiple languages, even when the information concerns pandemic disease. This does not exclude the possibility that other agencies, such as domestic health agencies, might be translating this information.

We then specifically screened for Web pages belonging to the WHO and the CDC, both authoritative agencies for infectious disease information. Because the first page of search results is the most viewed [22], the rank order in which search results appear is critical. When we searched for “avian flu” in English on Google.com, the CDC website was the first hit, followed second by the WHO website. In the French translation, however, no CDC-affiliated Web pages appeared in the first 100 hits. When we searched Google Indonesia using the Bahasa Indonesia translation of “avian flu,” a WHO-affiliated Web page did not appear until page three of the search results (rank 21), and the first CDC-affiliated page appeared on page six (rank 63). Most significant, by searching for “avian flu” in Turkish using Google Turkey, we were unable to retrieve the websites of either the WHO or CDC in the first 500 search results.

As a cautionary note, we found that a single accent or special character in the search term sometimes changed the rank order of health search results significantly, consistent with more detailed analysis conducted for nonmedical terms [9,23]: for example, for avian flu, we found that “gripe aviária” (accent, Portuguese) yielded 49/100 top search results of Brazilian origin (ie, “br” in domain name), whereas “gripe aviaria” (no accent, Portuguese) yielded 40/100 top search results from...
Spanish-speaking nations and only 4/100 search results from Brazil. This is significant, because we found that Brazil, Portugal, and other Portuguese-speaking nations (Angola, Mozambique) searched Google for this term with and without the accent at nearly equal rates (Multimedia Appendix 2).

<table>
<thead>
<tr>
<th>English Search Term</th>
<th>Comparison Language</th>
<th>English Language Search URLs</th>
<th>Unique Hosts</th>
<th>Host Overlap with Comparison Languages</th>
<th>Comparative Language Search URLs</th>
<th>Unique Hosts</th>
<th>Host Overlap with English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avian flu</td>
<td>French</td>
<td>906</td>
<td>539</td>
<td>7.1%</td>
<td>801</td>
<td>375</td>
<td>10.1%</td>
</tr>
<tr>
<td>Avian flu</td>
<td>Indonesian</td>
<td>906</td>
<td>539</td>
<td>2.4%</td>
<td>472</td>
<td>190</td>
<td>6.8%</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>French</td>
<td>834</td>
<td>473</td>
<td>8.5%</td>
<td>790</td>
<td>426</td>
<td>9.4%</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>Portuguese Dutch</td>
<td>834</td>
<td>473</td>
<td>0.0%</td>
<td>809</td>
<td>443</td>
<td>0.0%</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>German Danish Afrikaans</td>
<td>834</td>
<td>473</td>
<td>0.8%</td>
<td>462</td>
<td>273</td>
<td>1.5%</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Spanish</td>
<td>813</td>
<td>444</td>
<td>10.8%</td>
<td>764</td>
<td>518</td>
<td>9.3%</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Bahasa Indonesia Malay (Bahasa Malayu)</td>
<td>813</td>
<td>444</td>
<td>17.1%</td>
<td>748</td>
<td>463</td>
<td>16.4%</td>
</tr>
<tr>
<td>Maize</td>
<td>Spanish</td>
<td>828</td>
<td>421</td>
<td>7.8%</td>
<td>830</td>
<td>543</td>
<td>6.1%</td>
</tr>
</tbody>
</table>

Language-Specific Searching of Infectious Disease Information

Though we did not retrieve many WHO- and CDC-affiliated Web pages when we searched across different languages, one possibility is that Internet users, many of whom are well-educated, are supplementing their Google searches for online health information by searching in English. If true, then there would be less of a need for the WHO and other global agencies to translate online information into diverse languages.

In our case study, we found the actual results to be variable (Table 2; Multimedia Appendix 2): for “avian flu,” we often found that only 1% of searches in non-English-speaking nations were in English, whereas for “tuberculosis” or “schizophrenia,” about 4%-40% of searches in non-English countries employed English. Brazil, which had an estimated 141000 cases of TB in 2004 [15], had an 18-fold higher query rate for “tuberculose” (Portuguese) than “tuberculosis” (English). However, the comparison is more important for languages that have much less Web content, such as Bahasa Indonesia and Turkish. Indonesia, which had the highest number of reported cases of human H5N1 viral infections in 2006 [12], had a 15-fold higher query rate for “avian flu” in Bahasa Indonesia (“flu burung”) than in English. We found that Turks used Turkish to search Google for health terms at 3- to over 1000-fold higher rates than English, French, German, or Spanish (Table 2; Multimedia Appendix 2). We did, however, find sites in Turkish that had translated information from the WHO. Whether or not the WHO, CDC, and FAO wish to leave it up to others to translate their information accurately and rapidly must be decided based on their confidence level of the eHealth capabilities of each target nation. Given the Google language-based search patterns, we conclude that during times of infectious disease outbreaks, though English may be useful, global agency-affiliated Web pages translated into local languages would likely be highly accessed and would have the benefits of being viewed as authoritative and accurate and of being transmitted in real time.

Language of Online Mental Health Information Searches

In terms of mental health, many developing nations have 10- to 100-fold fewer psychiatrists per capita than many developed nations [17] (Table 2). For this reason, global accessibility of online mental health information has the potential to be very beneficial to physicians and families of patients in developing nations [24]. Given ethnic taboos [24], we first asked whether or not Internet users from developing nations are searching online for mental health information—potentially useful information for global mental health experts. Indeed, we found that the search rate for “schizophrenia” was similar between developed and developing nations in the local language, demonstrating an active need for online mental health information in poor countries. We have made the full mental health dataset available (Multimedia Appendix 2). Given that Google estimates 3-fold more search results concerning schizophrenia in English versus the next 10 languages combined (data not shown), we asked whether middle- and low-income nations searched for this topic in English. We found that people from Brazil, a nation of about 180 million people, searched for “schizophrenia” in Portuguese at a 28-fold higher rate than in English (Table 2).
Table 2. Google search rates for selected health terms in local languages relative to English*

<table>
<thead>
<tr>
<th>Search Term</th>
<th>Country</th>
<th>Public Health Comparison Metric</th>
<th>Local Language</th>
<th>English Searches (% of Local Language Searches)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Avian flu</strong></td>
<td></td>
<td>Human Cases†</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Poultry Outbreaks)‡</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>0 (0)</td>
<td>English</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>0 (1)</td>
<td>French</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>0 (1)</td>
<td>German</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>12 (176)</td>
<td>Turkish</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Democratic Republic of Congo</td>
<td>0 (0)</td>
<td>French</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>0 (3)</td>
<td>French</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>0 (4)</td>
<td>French</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Mozambique</td>
<td>0 (0)</td>
<td>Portuguese</td>
<td>143.8</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>0 (0)</td>
<td>Spanish</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>0 (0)</td>
<td>Portuguese</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>56 (211)</td>
<td>Bahasa Indonesia</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td><strong>Tuberculosis</strong></td>
<td></td>
<td><strong>TB Cases</strong> §</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>10510</td>
<td>English</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>5901</td>
<td>French</td>
<td>9.8</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>5243</td>
<td>German</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>32371</td>
<td>Turkish</td>
<td>29.1</td>
<td></td>
</tr>
<tr>
<td>Democratic Republic of Congo</td>
<td>307554</td>
<td>French</td>
<td>23.6</td>
<td></td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>116349</td>
<td>French</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>46815</td>
<td>French</td>
<td>15.9</td>
<td></td>
</tr>
<tr>
<td>Mozambique</td>
<td>123360</td>
<td>Portuguese</td>
<td>28.4</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>45710</td>
<td>Spanish</td>
<td>same term</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>141115</td>
<td>Portuguese</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>605759</td>
<td>Bahasa Indonesia</td>
<td>1779.3</td>
<td></td>
</tr>
<tr>
<td><strong>Schizophrenia</strong></td>
<td></td>
<td>Psychiatrists per 100000§ People</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>13.70</td>
<td>English</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>22.00</td>
<td>French</td>
<td>6.6</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>1.00</td>
<td>Turkish</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>Democratic Republic of Congo</td>
<td>0.04</td>
<td>French</td>
<td>43.0</td>
<td></td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>0.20</td>
<td>French</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>0.05</td>
<td>French</td>
<td>9.5</td>
<td></td>
</tr>
<tr>
<td>Mozambique</td>
<td>0.04</td>
<td>Portuguese</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>2.70</td>
<td>Spanish</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>4.80</td>
<td>Portuguese</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>0.21</td>
<td>Bahasa Indonesia</td>
<td>115.4</td>
<td></td>
</tr>
</tbody>
</table>

*Based on sampling 20% of all searches on Google.com from January 2004 to April 2006.
†Subtype H5N1, from the WHO Epidemic and Pandemic Alert and Response Database [12], updated August 9, 2006.
‡Type H5 outbreaks since 2003, from the OIE [13], updated August 16, 2006.
In contrast, people from Indonesia, a nation of 220 million people, searched for "schizophrenia" at similar rates in Bahasa Indonesia as in English. As with infectious disease searching, our data would suggest that users from most nations tend to search Google for "schizophrenia" in their official language at up to 10-fold higher rates than other languages (Multimedia Appendix 2). Many of the world’s people might therefore benefit if the world’s most authoritative mental health agencies (eg, US National Institute of Mental Health) translated information into other languages, even though this is not part of their domestic mandate.

The Online Search Rates of Immigrant Minorities

In some developed nations, there is concern that immigrant groups might spread infectious diseases. In Europe, the TB prevalence is 43/100000 people in Turkey but lower in wealthier nations such as Germany (6/100000); in Asia, the TB prevalence is 273/100000 people in Indonesia, compared to 48/100000 in Singapore [15] (Table 2). Unlike many of their neighbors, both Turkey and Indonesia have reported human cases of avian influenza [12]. Governments may be interested to know whether their immigrant communities consult infectious disease–related websites originating from their adopted country or their native country. As a case study, we examined the search rates of Turks and Indonesians after they migrated to other nations in Europe or Asia, respectively, as determined by searches in Turkish and Bahasa Indonesia originating outside Turkey and Indonesia. The Turkish and Indonesian languages are distinct relative to many of their surrounding nations, permitting us to discern the search behavior of these populations after they have emigrated, provided they search in their native language. As shown in Table 3, we detected searches in Turkish for “avian flu” and “tuberculosis” throughout Europe, including high rates in Belgium and Austria, respectively. In Asia, we could detect searches in Bahasa Indonesia for “tuberculosis” and very high rates for “avian flu” throughout Asia and the Pacific region, including Hong Kong, Singapore, and Australia. We cannot exclude that these (presumed) Turkish and Indonesian immigrants also searched online in their adopted language(s), nor could we measure the fraction of their searches in their native language versus adopted language(s). However, based on the fraction of a country’s population that belongs to a particular immigrant group versus the fraction of searches conducted in the immigrant language compared to the adopted language, then if every person in a country searched the Internet for the same term at the same rate, but in different languages, we could then extrapolate that Turkish immigrants in Belgium searched for “avian flu,” “schizophrenia,” and “tuberculosis” 100%, 40%, and 15% of the time, respectively, in Turkish rather than French (Table 3). Using the same simplistic assumptions, in Austria, 39% of searches for “tuberculosis” by Turkish immigrants were in Turkish rather than German. In reality, immigrant groups are likely searching for a term such as “avian flu” at a higher rate than the general population when the corresponding disease affects their homeland and is in the news. However, we also found high search rates for “tuberculosis” and even “schizophrenia” in Turkish in these nations, which are less featured in the news. We conclude that it is important for health officials to be aware that if they wish to disseminate health information to susceptible immigrant groups, they should not rely on websites published in the majority language(s) of the nation. High priority domestic health-related websites should be multilingual, particularly those that concern infectious disease.

Our analysis also revealed surprises: for example, in Bangladesh, one of the world’s poorest and most populated nations, with 136 million residents, we found that the search rate for “avian flu” in Bahasa Indonesia (“flu burung”) was equivalent to the search rate in English (Table 3); the Bahasa Indonesia translation of “schizophrenia” was also high in Bangladesh. The high Bahasa Indonesia search rate may reflect the fact that many Bangladeshi citizens work in Singapore and Malaysia, nations that speak a similar language, Malay (Bahasa Malayu) [25]; it would appear that when they return to Bangladesh, Bangladeshis continue to use the terminology they learned while away, but the reason is unclear. We suggest that international health organizations aiding Bangladesh should publish or meta tag health information in Malay (Bahasa Malayu) to reach health practitioners in that nation. This result also highlights the practical value of analyzing linguistic preferences during online searching.

Finally, we were surprised to find that online searches for “avian flu,” “schizophrenia,” and “maize/corn” in Spanish in the United States occurred at less than 1% of the English search rate (Table 3). The US online Hispanic population (legal and illegal) is estimated to be 12% of the total US online population, of which nearly half use Spanish for some (28%) or all (21%) of their Internet usage [8,26]. Therefore, our data suggest that Latin American immigrant groups in the United States search for health information to a lesser degree in Spanish than might be predicted, although these data could also be a result of the digital divide between the groups.

---

§Estimated TB prevalence in 2004 from the WHO Global Tuberculosis Database [15].
‖2005 data from Project Atlas: Resources for Mental Health and Neurological Disorders, from the WHO Global Health Atlas Database [17].
### Table 3. Online search rates of immigrant minorities

<table>
<thead>
<tr>
<th>Search Term</th>
<th>Country</th>
<th>Immigrant Language</th>
<th>Comparative Major Language* of Adopted Country</th>
<th>Immigrant Language Searches per 10000 Major Language Searches</th>
<th>Relevant Immigrants per 10000 Total Population†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Turkish immigrants in Europe</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avian flu</td>
<td>Belgium</td>
<td>Turkish</td>
<td>French</td>
<td>56.1</td>
<td>39.7‡</td>
</tr>
<tr>
<td></td>
<td>Switzerland</td>
<td>Turkish</td>
<td>German</td>
<td>9.2</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>United Kingdom</td>
<td>Turkish</td>
<td>English</td>
<td>31.2</td>
<td>N/A</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>Austria</td>
<td>Turkish</td>
<td>German</td>
<td>60.2</td>
<td>155.4§</td>
</tr>
<tr>
<td></td>
<td>Belgium</td>
<td>Turkish</td>
<td>French</td>
<td>5.8</td>
<td>39.7‡</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Turkish</td>
<td>German</td>
<td>11.8</td>
<td>212.2¶</td>
</tr>
<tr>
<td></td>
<td>Switzerland</td>
<td>Turkish</td>
<td>German</td>
<td>10.7</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>United Kingdom</td>
<td>Turkish</td>
<td>English</td>
<td>2.8</td>
<td>N/A</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Belgium</td>
<td>Turkish</td>
<td>French</td>
<td>15.9</td>
<td>39.7‡</td>
</tr>
<tr>
<td></td>
<td>Switzerland</td>
<td>Turkish</td>
<td>French</td>
<td>62.2</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>United Kingdom</td>
<td>Turkish</td>
<td>English</td>
<td>2.9</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Indonesian/Malaysian immigrants in Asia/Pacific</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avian flu</td>
<td>Australia</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>234.7</td>
<td>625.2¶</td>
</tr>
<tr>
<td></td>
<td>Bangladesh</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>10474.0</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Hong Kong</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>3424.4</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>India</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>154.4</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Singapore</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>2268.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>Hong Kong</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>23.3</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Singapore</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>17.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Australia</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>6.0</td>
<td>625.2¶</td>
</tr>
<tr>
<td></td>
<td>Bangladesh</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>687.4</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Hong Kong</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>295.1</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>India</td>
<td>Bahasa Indonesia</td>
<td>English</td>
<td>16.0</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Spanish immigrants in English-Speaking North America</strong>#</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avian flu</td>
<td>Unites States</td>
<td>Spanish</td>
<td>English</td>
<td>102.8</td>
<td>&gt; 503.0**</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>Unites States</td>
<td>Spanish</td>
<td>English</td>
<td>91.8</td>
<td>&gt; 503.0**</td>
</tr>
<tr>
<td>Corn (maize)‡‡</td>
<td>Unites States</td>
<td>Spanish</td>
<td>English Indigenous (“choclo”/“elote”)</td>
<td>37.9</td>
<td>&gt; 503.0**</td>
</tr>
</tbody>
</table>

*Major language for which Google search rates were accessible, not necessarily the largest linguistic group of the nation.
§Data are from Statistics Austria, Volkszählung. Hauptergebnisse I – Österreich, 2001 census data. URL: statistik.at/neuerscheinungen/vzaustria.shtml.
¶Data are from Statistikat Bundesamt (Federal Statistical Office, Germany), 2006 data. URL: http://www.destatis.de/themen/e/ihm_bevoelk.htm.
Data are from Statistics Austria, Volkszählung. Hauptergebnisse I – Österreich, 2001 census data. URL: statistik.at/neuerscheinungen/vzaustria.shtml.
#“Tuberculosis” is not included as it is the same term in both English and Spanish.
‡‡The search term used was “corn.”
Table 4. Search rates in European languages in Sub-Saharan Africa

<table>
<thead>
<tr>
<th>Country</th>
<th>Colonial Language*</th>
<th>Minority Language</th>
<th>Minority Language Searches per 10000 Colonial Language Searches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Search Term: Avian Flu</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angola</td>
<td>Portuguese</td>
<td>English</td>
<td>6629</td>
</tr>
<tr>
<td>Cameroon</td>
<td>French</td>
<td>German</td>
<td>323</td>
</tr>
<tr>
<td>Ghana</td>
<td>English</td>
<td>French</td>
<td>2024</td>
</tr>
<tr>
<td>Ghana</td>
<td>English</td>
<td>German</td>
<td>1744</td>
</tr>
<tr>
<td>Ghana</td>
<td>English</td>
<td>Dutch</td>
<td>498</td>
</tr>
<tr>
<td>Kenya</td>
<td>English</td>
<td>French</td>
<td>2941</td>
</tr>
<tr>
<td>Mozambique</td>
<td>Portuguese</td>
<td>English</td>
<td>14286</td>
</tr>
<tr>
<td>Mozambique</td>
<td>Portuguese</td>
<td>French</td>
<td>4444</td>
</tr>
<tr>
<td>Nigeria</td>
<td>English</td>
<td>French</td>
<td>4235</td>
</tr>
<tr>
<td>Nigeria</td>
<td>English</td>
<td>German</td>
<td>897</td>
</tr>
<tr>
<td>Rwanda</td>
<td>French</td>
<td>English</td>
<td>1481</td>
</tr>
<tr>
<td>Senegal</td>
<td>French</td>
<td>English</td>
<td>732</td>
</tr>
<tr>
<td><strong>Search Term: Tuberculosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angola</td>
<td>Portuguese French</td>
<td>English</td>
<td>1504</td>
</tr>
<tr>
<td>Cameroon</td>
<td>French Portuguese</td>
<td>English</td>
<td>2405</td>
</tr>
<tr>
<td>Democratic Republic of Congo</td>
<td></td>
<td>English</td>
<td>2364</td>
</tr>
<tr>
<td>Ghana</td>
<td>English</td>
<td>French</td>
<td>836</td>
</tr>
<tr>
<td>Kenya</td>
<td>English</td>
<td>French</td>
<td>1128</td>
</tr>
<tr>
<td>Mozambique</td>
<td>Portuguese French</td>
<td>English</td>
<td>2842</td>
</tr>
<tr>
<td>Nigeria</td>
<td>English</td>
<td>French</td>
<td>506</td>
</tr>
<tr>
<td>Rwanda</td>
<td>French Portuguese</td>
<td>English</td>
<td>2808</td>
</tr>
<tr>
<td>South Africa</td>
<td>English</td>
<td>Afrikaans</td>
<td>1547</td>
</tr>
<tr>
<td><strong>Search Term: Schizophrenia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angola</td>
<td>Portuguese Spanish</td>
<td>English</td>
<td>1547</td>
</tr>
<tr>
<td>Cameroon</td>
<td>French</td>
<td>English</td>
<td>1922</td>
</tr>
<tr>
<td>Democratic Republic of Congo</td>
<td></td>
<td>English</td>
<td>4304</td>
</tr>
<tr>
<td>Ghana</td>
<td>English</td>
<td>French</td>
<td>488</td>
</tr>
<tr>
<td>Mozambique</td>
<td>Portuguese Spanish</td>
<td>English</td>
<td>2441</td>
</tr>
<tr>
<td>Rwanda</td>
<td>French</td>
<td>English</td>
<td>18453</td>
</tr>
<tr>
<td>Senegal</td>
<td>French</td>
<td>English</td>
<td>3287</td>
</tr>
</tbody>
</table>

*When two languages are noted, the term is the same in both languages.
Search Rates in European Languages in Sub-Saharan Africa

Sub-Saharan Africa suffers from high rates of infectious disease, including TB and HIV [18], and high rates of malnutrition [19]. As demonstrated in Table 4, our search results suggest that the dissemination of online health or food security information to this region by international agencies should not be limited to the colonial language(s) of the target nations. For example, in English-speaking Ghana, 20% of searches for avian flu were in French (“grippe aviaire”), 17% in German (“vogelgrippe”), and 5% in Dutch (“vogelgriep”) relative to English (Table 4). In Mozambique, a former Portuguese colony, we found 1.4 times more searches for “avian flu” in English relative to Portuguese, and a high rate in French. In the Democratic Republic of Congo (DRC), a former French colony with more than 300,000 TB infections in 2004 [15], 24% of the searches for tuberculosis were in English relative to French. Because Internet use is only 1.9% is Ghana, 0.7% in Mozambique, and 0.2% in DRC [8], it is plausible that these high rates of non-colonial language searches using Google may reflect searches by health professionals trained in other nations, including workers from international agencies who would be expected to have better Internet access than the general population.

The Effect of Region-Specific Cultural and Indigenous Terminology

Finally, we measured the effects of cultural bias within the same linguistic group, using a term important for human nutrition and food security, “maize.” Maize is eaten directly, but it is also a major source of animal feed worldwide. Maize is known as “corn” in the United States and the United Kingdom, but as “maize” in many other English-speaking nations. We found that the US searches for “corn” were at a 28-fold higher rate than for “maize,” while other English-speaking nations such as Nigeria and Zimbabwe queried “maize” at a 1.5- to 4-fold higher rate than “corn,” respectively (Table 5); in the latter nations, “corn” may also refer to any large cereal grain (eg, wheat). This search behavior has consequences, as we found only three domain names that overlapped between searches for “maize” versus “corn” out of the first 50 unique Google search results. Therefore, when African nations attempt to retrieve information about growing maize in English, they may unknowingly be excluding authoritative information from the United States and other Western English-speaking nations, such as practical information from the US National Corn Growers’ Association, whose website does not appear in the first 100 Google hits for “maize,” but ranks sixth when “corn” is searched. Similarly, when international organizations such as the FAO wish to transmit knowledge, for example, using Spanish or Portuguese in Latin America, indigenous terminology usage may make some of this information inaccessible. Maize originated from Southern Mexico and fed indigenous Latin American civilizations [27]. In Mexico and Guatemala, we found that an indigenous synonym for maize, “elote,” was searched at a similar rate to the Spanish term, “maíz” (Table 5). In Peru, however, we found that a different indigenous term, “choclo,” was searched at a 2-fold higher rate than “maíz.” We conclude that cultural and indigenous linguistic divisions may be preventing large numbers of food security and nutrition websites from reaching those people aiding 800 million malnourished people or 1.2 billion agricultural workers that live in developing countries [19]. Cultural and indigenous bias may be particularly prevalent for terms related to crops, diseases, or pathogens that have pre-colonial origins.

### Table 5. The effect of region-specific cultural and indigenous terminology

<table>
<thead>
<tr>
<th>Country</th>
<th>Calories from Maize (kcal/person/day)</th>
<th>Search Term Comparison</th>
<th>Search Rate Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>N/A†</td>
<td>corn:maize</td>
<td>36:1</td>
</tr>
<tr>
<td>United States</td>
<td>512</td>
<td>corn:maize</td>
<td>28:1</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>115</td>
<td>corn:maize</td>
<td>7:1</td>
</tr>
<tr>
<td>India</td>
<td>38</td>
<td>corn:maize</td>
<td>2:1</td>
</tr>
<tr>
<td>Nigeria</td>
<td>179</td>
<td>corn:maize</td>
<td>1:2</td>
</tr>
<tr>
<td>Kenya</td>
<td>775</td>
<td>corn:maize</td>
<td>1:3</td>
</tr>
<tr>
<td>Tanzania</td>
<td>646</td>
<td>corn:maize</td>
<td>1:4</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>720</td>
<td>corn:maize</td>
<td>1:4</td>
</tr>
<tr>
<td>Spain</td>
<td>N/A†</td>
<td>maíz:elote:choclo</td>
<td>10:1:4</td>
</tr>
<tr>
<td>Venezuela</td>
<td>467</td>
<td>maíz:elote:choclo</td>
<td>16:1:3</td>
</tr>
<tr>
<td>Colombia</td>
<td>312</td>
<td>maíz:elote:choclo</td>
<td>20:1:5</td>
</tr>
<tr>
<td>Mexico</td>
<td>1081</td>
<td>maíz:elote:choclo</td>
<td>14:16:1</td>
</tr>
<tr>
<td>Guatemala</td>
<td>869</td>
<td>maíz:elote:choclo</td>
<td>12:10:1</td>
</tr>
<tr>
<td>Peru</td>
<td>145</td>
<td>maíz:elote:choclo</td>
<td>11:1:25</td>
</tr>
<tr>
<td>Argentina</td>
<td>132</td>
<td>maíz:elote:choclo</td>
<td>41:1:51</td>
</tr>
</tbody>
</table>

*Data from FAOSTAT [19].
†N/A: Data not available.
Discussion

Principal Results

In a world where infectious disease pandemics and threats of famine are always present, and in spite of the fact that the World Wide Web offers great hope for rapid and accurate sharing of information between peoples, we have demonstrated that one linguistic group does not or cannot access the health and food security websites of a different linguistic group. Our data suggest at least three reasons for this.

The first reason is that the websites of most institutions are not published in more than one or two languages. When we sampled Web pages found by the English-language queries “avian flu,” “tuberculosis,” “schizophrenia,” and “maize/corn” and their counterpart queries in other languages, the Google search results typically overlapped by only less than 10% in terms of the domain names retrieved, indicating that 90% of the relevant Web pages had not been translated into at least two languages (see Table 1). For example, when Turkish or Bahasa Indonesia was used as the search language, Web pages from very authoritative sources, such as the CDC or WHO, were not retrieved by Google. We also found that a single linguistic accent or special character in the search query could significantly alter the number and content of health-related search results retrieved by Google. Therefore, one reason for the linguistic digital divide is that the majority of health and food Web pages are not translated into multiple languages and/or that their cross-language retrieval by search engines is poor.

The first problem would not be important if the world’s online community, better educated than the general public, searched in English, since the majority of the world’s Web pages are published in English [8,9]. However, we found that there was a 2- to 100-fold higher Google search rate for health and food terms in the native language of a country compared to English (see Table 2).

Finally, within a nation, it might be assumed that language would not be a problem if a domestic agency only published their health websites in the majority language of their own people. However, we found that in Asia and Western Europe, a subset of immigrants from Indonesia and Turkey, respectively, searched Google for health and food information in their native language, not the language(s) of their adopted countries (see Table 3). In Sub-Saharan Africa, we detected unexpectedly high search rates for health information in non-colonial European languages (see Table 4), perhaps reflecting the presence of international aid workers. Finally, in Latin America, we found that indigenous words were used to search Google for information about food, rather than the colonial language of Spanish (see Table 5). Therefore, domestic agencies, in addition to global agencies, face a linguistic challenge when publishing information online: their target audiences still require information to be published in different languages, even though Internet users are presumably more educated and thus more multilingual than the general population.

Recommendations

Given our observation that the world’s peoples appear to be searching for health and food terms in their local language or mother tongue, not in English, previous online language translation efforts by the WHO and FAO have no doubt been worthwhile. This is also revealed by the high page rank (first page results) of WHO-affiliated search results when Google is searched for infectious disease information in one of the WHO’s six online languages. We recommend that these efforts be continued and further expanded to include more languages; this recommendation applies to global agencies, but also to domestic agencies, in order to meet immigrant or indigenous needs and/or to make information accessible to other nations. To achieve such translation goals, better health-specific translation software must be developed and more translators are needed who specialize in human health and food security terminology. For example, improved cross-language search retrieval [23] of health information by online search engines would be beneficial. These investments should then be used to initially target health and food security information to the world’s most important linguistic groups, which include speakers of Chinese (1080 million people), Hindi (about 500 million), English (350-500 million), Spanish (390 million), Arabic (255 million), Portuguese (190 million), Bengali (215 million), Russian (255 million), Bahasa Indonesia (200 million), Japanese (127 million), Punjabi (104 million), German (123 million), and French (119 million) [10]. In a world that is primarily non-English speaking, such attempts will help to reduce the linguistic digital divide in health and food information on the World Wide Web.

Furthermore, as we did in this study (see Table 2 to Table 5), we recommend that when global or domestic health and food security organizations wish to use the Internet to disseminate information to other nations [28] or to their own immigrant or indigenous communities, they should first consult search engine query rates for different translations of possible search terms in order to determine which online languages are most needed. Multimedia Appendix 2 contains extensive linguistic online search pattern data to help health and food agencies better select languages for targeted website publishing. In order to measure search rates for other subjects of interest, we note that free online tools exist, such as Google Trends. In some situations, such as targeting indigenous groups, who often speak the majority language of a nation, all that may be needed is to imbed translated keywords into a majority-language website (eg, Spanish) so that search engines such as Google can cross-retrieve relevant information.

Future Studies

Though this study examined the extent to which agencies such as the WHO are publishing information in multiple languages, we did not systematically address the quality of health and food information available in different languages. Quality analysis would especially be important for minor languages that have little content available on the Web: for example, we estimate that there are more than 4000-fold fewer search results in Bahasa Indonesia than in English for “tuberculosis,” more than 200-fold fewer search results for “avian flu” in Arabic or Japanese than
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in English, and about 500-fold fewer search results for “schizophrenia” in Arabic than in English. Though these precise numbers are considered to be unreliable [29], they do illustrate the point that most of the world’s linguistic groups, even major ones, have much less available online health information relative to English. As to the quality of the websites that are available, this will require systematic analysis, which poses significant methodological problems [30]. One could, however, perform a subjective survey-based evaluation by multilingual physicians, as has been performed to evaluate disease-specific websites published in English [31]. Such a survey should include quantifying to what extent online information from the WHO, CDC, and FAO is being translated into the world’s minor languages in order to help these agencies determine where they need to target their online translation efforts.
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Abstract

This paper describes the objectives of a collaborative initiative that attempts to provide the evidence that increased information technology (IT) capabilities, availability, and use lead directly to improved clinical quality, safety, and effectiveness within the inpatient hospital setting. This collaborative network has defined specific measurement indicators in an attempt to examine the existence, timing, and level of improvements in health outcomes that can be derived from IT investment. These indicators are in three areas: (1) IT costs (which includes both initial and ongoing investment), (2) IT infusion (ie, system availability, adoption, and deployment), and (3) health performance (eg, clinical efficacy, efficiency, quality, and effectiveness). Herein, we outline the theoretical framework, the methodology employed to create the metrics, and the benefits that can be obtained.
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Introduction

A critical question is now facing health care: Does spending on information technology (IT) lead to greater system availability, increased clinician use, improved decision making, and better health outcomes? It is believed that one of the reasons health care systems have not widely adopted IT is that the benefits that emanate from investment in IT are poorly, if at all, defined [1-3]. In an attempt to address this need, this research initiative has developed several measures that link clinical system availability, use, and cost to clinical impact over a wide range of health care scenarios. Overall, it is the goal of IMPROVE-IT (indices measuring performance relating outcomes, value and expenditure through information technology) to demonstrate the relationship between IT and better health outcomes. Ultimately, the IMPROVE-IT project is attempting to provide a basis for the creation and dissemination of the evidence that increased IT capabilities, availability, and use lead directly to improved clinical quality, safety, and effectiveness, focusing primarily within the inpatient hospital setting [4].

The research literature has discussed the need for measuring the value associated with IT [5,6]. In order to accomplish this, there is a need to develop better methods for tracking IT spending, system availability, and utilization. Recent studies have attempted to estimate the business value generated from IT investment in health care in specific areas, but they have not recommended any method for measuring a broader (eg, hospital-wide) effect or for dealing with the problems of partial implementation [7-11]. In addition, studies are now underway to establish long-awaited quality benchmarks and performance measures for the health system across a number of perspectives, such as physician adherence to best practices [12], availability of systems [13], statistical modeling to predict efficiency [14], and overall scorecard development [15]. However, there has
yet to be a detailed study examining the relationship between IT investment and improvement in financial efficiencies and health performance outcomes, where the results and benefits are observed.

It is hypothesized that IT spending provides an environment for a new and comprehensive level of care to exist. That is, without new technology and better information, clinicians would not be able to deliver the effective care that they can when these types of investment are made. IT can provide an opportunity to assess trends that formerly have taken much longer to identify. Improved information access can lead to rapid decision making relating to that information. Often, a clinical decision support tool is a component of the new system. Decisions aided by this support system may improve the operation of the organization: actions can now be taken sooner than they were historically, if they were taken at all. Finally, IT can be used to evaluate its own effectiveness by providing information on the improvement across a wide range of indicators. In short, better information can lead to better care, as demonstrated by improved health outcomes, such as creating the ability to diagnose patients more accurately, as well as sooner; to comply with patients’ wishes; to reduce the number or severity of errors; and to support care delivery through better access to information.

Although capturing and documenting IT investment, utilization, and outcomes may appear, on the surface, to be straightforward, there are many disparate factors and complexities that make this process extremely difficult. For example, while the concept of an electronic health record (EHR) seems clear, we believe that to actually create the infrastructure required to support EHRs, one must include many more aspects of clinical information and communications technologies. In an effort to simplify this process to some degree, in this paper we will use the term clinical information systems (CISs) to refer to this larger conglomeration of clinical information and communications technology. Secondly, before one can begin to manage such an effort, one must have the means (or availability) to measure that progress. Measuring the extent to which these systems have been deployed and are being used are the first two critical steps in measuring the overall impact these systems will ultimately have on the quality of care received by all patients.

As a result, and borrowing several concepts from conventional quality measurement efforts, it is clear that we must be able to measure aspects of the structure, process, and outcomes that make up these CISs. These concepts translate into measurements of health information management technology availability, use, and effectiveness at many different levels. For example, we believe that we must make these measurements at the single physician level, the clinic level, the hospital level, the entire health care organization level, and even the local, regional, and national levels. In addition, all of these measurements need to be made from the multiple viewpoints of the key users of these systems, namely, patients, clinicians, and those involved in population health activities (eg, public health departments). As in any large-scale measurement and evaluation effort, designing and validating the measures will be one of the most important and difficult challenges to overcome. In the immediate term, the objective is to entrench the philosophy of measurement through the selection of a “pilot” group of indicators being reported on in a hospital setting.

Going forward, contributing hospitals will be asked to provide measures on their hospital’s performance each quarter to a secured website. In exchange for this commitment, hospitals will be provided access to the secured website and all of the reported results (prior to publication). These results will be generated quarterly and will present performance measures and comparisons of individual member hospitals to an average “benchmark” as well as to other unidentified peer group hospitals.

**Phased Approach to Making Measurements**

In addition to the conceptual model of the measurement system and identification of the key system users, we believe that we must use an iterative phased approach that will allow us to begin making measurements while we continue learning “how best to make these measurements.” This iterative approach will also allow us to move forward at varying rates in different organizations and even regions of the country. This is based on our firm belief that before one can expect to demonstrate improvements in any of the outcome measures associated with the CIS technology, we must first demonstrate that the key system users are actually using the information systems. Similarly, we believe that before we can expect to be able to measure any system use, we must be able to demonstrate that the requisite systems are in place and available to our key users. Therefore, we propose a three-phase iterative approach to beginning the measurements:

1. **Phase I** will consist of the measurements required to demonstrate “availability” of the systems.
2. **Phase II** will consist of the measurements required to demonstrate “use” of the systems.
3. **Phase III** will consist of the measurements required to demonstrate the effect of these systems on various performance measures that are often associated with IT use.

The first step in our research plan was to host a conference (November 11-12, 2004, Toronto, Canada) that would bring together people from a wide variety of stakeholder groups. In order to define the metrics, we needed to generate a consensus from many perspectives as to what was important to measure and how the measures should be calculated. On an ongoing basis, it is envisioned that these metrics would evolve and become much more comprehensive and complex; however, it is critical that the early-stage metrics be meaningful and feasibly generated from data that were clear, concise, and accessible.

The first day presentations included input from researchers, hospitals, integrated regions, consulting companies, vendors, and community care agencies. These presentations demonstrated first hand the strategy and the implementation of many information system initiatives throughout North America. The second day of the conference focused on measurement, highlighting the need to define a strategy and then implement a measurement and evaluation plan that reinforces that specific strategy. Then, post-implementation, the metrics can outline in
detail both the successes and the failures. Finally, the conference ended with placing the participants into breakout groups to work on defining the indicators that we will begin to track. The goal of our conference was to arrive at a consensus regarding the origin of these indicators. These results from our conference are presented below.

**IT Costs**

IT costs can be divided into four basic categories (adapted from van Bemmel and Musen [16]).

**Hardware**

This is all of the equipment necessary for data input, processing, communication, and archiving (e.g., personal computers, servers, routers, network cabling or wireless access points, and storage devices). One should also factor in the equipment necessary to insure system reliability, including battery backup systems, off-site data storage and fail-over systems, and even on-site emergency power generators. This equipment could be purchased, rented, or leased. These costs should include the initial purchase price, the expected amortization period (usually 3-5 years), depreciation, and maintenance and operating costs. (Operating expenses generally include items such as computer storage tapes and disks, paper, printer cartridges, and so on. While often considered a small part of the total IT costs, a general rule of thumb is that the yearly cost of a printer, including depreciation, maintenance, and operating expenses, is roughly equivalent to the original purchase price.)

**Software**

This includes all of the software required to keep the organization functioning. This should include both system software such as the operating systems, database management systems, network operating systems, data communication software, and compilers (in the event that the organization is developing their own applications), along with the application software such as the results review, provider order entry, clinical documentation, admit/discharge/transfer, registration, scheduling, and billing. This software may be purchased, rented, or leased. These costs should include the initial purchase price or development costs, as well as ongoing maintenance contracts or costs (often one third of the original purchase or development costs).

**Personnel**

This represents all of the people (both central, assuming a local hospital is part of a larger organization, and local) required to keep the systems working, including management, developers, implementers, technicians, and those charged with system and application maintenance. In addition, one should factor in the costs of the people charged with providing initial training (both the cost of the trainers as well as the time spent by the clinicians away from their jobs) and ongoing support to the clinicians (e.g., help desk operators). An initial estimate of this number could be the number of full-time equivalents (FTEs) in the information technology department along with an average overhead cost associated with FTEs in your organization. (Overhead costs include such items as financial and personnel management, furniture, and telephone and mail services and are usually calculated as a percentage, roughly 10-40% of each individual’s salary and fringe benefit cost.)

**Space**

This number should reflect the costs to purchase, maintain, and manage the space or real estate required to house all of the personnel and equipment associated with the IT department. In addition to the purchase price, rent, or leasing fees and their associated amortization and depreciation costs, one should also factor in the costs of providing heat, light, and cleaning services within these areas. An initial estimate of this number could be the total number of square meters taken up by the IT department. Clearly, the cost of this space will depend greatly on whether it is located within the hospital or at an off-site facility. It will also vary depending on the use of the space, for example, space for personnel probably costs significantly more than the space required to store backup disks or tapes.

Any specific measures developed or selected should be capable of taking into consideration at least the following three main methods an organization might use to obtain its IT solutions: (1) buy it from vendors, (2) build it themselves, (3) or outsource the work. In each of these three modes, one would expect that some of the cost categories would increase while others would decrease. For example, if you buy a system from a vendor, your software purchase costs should be higher, but your personnel software development costs would consequently be lower. Likewise, if an organization outsources their work, then you would expect to see significantly lower costs in all four of the IT investment categories, but one would have to add back in the cost of outsourcing the contract.

**IT Cost Measures**

In order to begin this process of measurement, reporting, and analysis with as much consensus as possible, members of IMPROVE-IT convened to work on identifying the first generation metrics. One interesting debate focuses around whether the cost indicators should be just that, an indicator, or an all-inclusive cost calculation similar to a balance sheet item. In the end, the agreement was to focus on the former for two reasons. First, a simple straightforward indicator will be easier to calculate, which will entice more hospitals to submit their findings. Second, and perhaps more importantly, our emphasis is to identify a statistical relationship between IT spending and changes in health outcomes. As such, the actual amount invested is not as important as an indicator that can be considered as a predictor—not only of overall spending, but, hopefully, of changes in outcomes as well.

After much deliberation and consultation, the following measures were selected as the first generation of indicators along the cost axis:

- **Amount of money spent on IT hardware over the last year:** This straightforward indicator deals with current ongoing investment in hardware. It is hoped that this indicator will reflect the commitment to ongoing investment in new technology.
- **Amount of money spent on software by the organization over the last year:** This second investment indicator deals with the ongoing software costs.
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• Total number of people on IT staff—FTEs: The third investment indicator will incorporate the human resources needed to operate and manage the new technology. Once again, this indicator will provide insight into the amount of support required.

• Amount of space: The final investment indicator simply measures the space required (ie, office space in square feet) to house the IT personnel and hardware for the organization.

**IT Infusion**

IT availability can be defined as the existence of, and access to, the requisite technology to collect, store, display, and transmit patient-identifiable, structured, clinical data in electronic formats. Therefore, we must be able to identify whether health care institutions and their providers have access to various health IT components.

One such metric would be in the area of percentage of patients in a region who have their health data available in an electronic format. As measurement techniques become more sophisticated, the measure could be improved to estimate the “completeness” of each patient’s health record, although at the present time the definition of a “complete” EHR is still not precisely defined. On September 1, 2004, the American Health Information Management Association, Healthcare Information and Management Systems Society, and The National Alliance for Health Information Technology announced the formation of a Certification Commission for Healthcare Information Technology (CCHIT). They were charged with creating an efficient, impartial, and trusted mechanism for certifying ambulatory EHRs and other health care IT products. On January 7, 2007, the Commission announced that an additional set of 18 ambulatory EHRs had been certified, bringing the total to 55 [17].

Much of the current IT research literature, and practice, has focused on measuring and determining the optimal hardware and software configurations. What the industry truly needs, however, is analysis focused on the use of these computerized information systems and how they can provide organization-wide benefits. The adoption of new IT in the health care industry involves more than hardware and software issues. We need the ability to accurately measure the degree of “infusion” (or system capabilities), availability, and use of various CIS features so that we can begin comparing CIS implementations from different vendors at different organizations. While others [18] have developed very technically oriented measures, we believe [19] that one should go beyond technical attributes and focus on the behavior of clinicians to really answer the question, “What information technology is available and how is it used?”

This is not as straightforward a calculation as it might appear at first glance. Many subjective decisions are made independently by hospitals and other providers before any data are captured or analyses produced. These subjective decisions, which relate to what to capture, how to calculate it, and how to make the analysis relevant, all affect the final product. Due to the complexity of the concept of infusion, there are numerous options and metric calculations that can be selected. If two organizations make a different decision, which is almost a certainty, even if they happen to call the measure by the same name, the possibility is very low that they will compare identical factors. As a result, a cooperative venture is a necessary condition for meaningful comparisons. Once these measures have been agreed upon, then, and only then, can standards and baseline benchmarks be employed industry wide.

The general consensus is that availability and use of IT are two distinct concepts, and, therefore, we have identified three measures for each of these two separate concepts.

**IT Availability Measures**

To measure availability, the first indicator is the number of clinical applications that are available to 50% or more of the clinicians in an organization. As a proxy, “available” is interpreted as clinicians who “have a login that allows them to access that part of the system.” Examples of the types of clinical applications we considered to be key components included:

- computer-based provider order entry (CPOE)
- computer-based order communication
- MD-level admitting, discharge, and daily progress notes
- RN-level nurse charting
- clinical laboratory results review
- picture archiving and communication systems (PACS)
- admit/discharge/transfer systems
- clinical data warehouse
- scheduling
- billing
- patient registration

Various types of clinical decision support (based on the Clinical Decision Support Implementers’ Workbook [20]) are available:

- proactive order sets
- preventive health maintenance reminders
- drug ordering alerts: drug-drug interactions, drug-allergy interactions, duplicate therapy
- access to online reference materials
- condition- or order-specific data displays
- support for complex clinical guidelines, protocols, or pathways

The second availability measure is the percentage of time the CIS was “available for use” by clinicians. We termed this as the percentage of system uptime. It should be calculated as follows:

\[
\text{% system uptime} = 100 \times \left(\frac{\text{total time} - \text{scheduled downtime} - \text{unscheduled downtime}}{\text{total time}}\right)
\]

Where:

- Total time is the total number of minutes in a day times the number of days over which the measure is taken.
- Scheduled downtime includes all scheduled reasons for system unavailability, including system upgrades, routine hardware maintenance, system backups, etc.
- Unscheduled downtime includes all unscheduled reasons for system unavailability, including power outages, equipment failures, software lockups, etc.
The third availability measure is total number of unique patients with some type of clinical data available in the clinical repository. If possible, it would be better to factor in the number of years of data that each of these patients has available, which would allow us to calculate an availability measure of the total number of patient-years of clinical data available to clinicians. Another relatively simple proxy for this measurement could be the amount of disk space taken up by the clinical data contained in all the clinical systems. In the end, a simple count of unique patients was selected.

**IT Use Measures**

IT use can be defined as actual hands-on employment of information systems by patients, providers, and those involved in population health. At the end-user level, this equates to actual use of various applications such as clinical results review or provider order entry. At the aggregate level, usage can be measured by the number of clinicians who routinely use the system to enter and review patient-level data.

The first CIS use measure is percentage of clinicians with an active user ID / password combination who actually log in to the system more than one time each day. We considered several other methods of “normalizing” the number of user log-ins, including number of log-ins per occupied bed and mean number of unique log-ins per individual patient. Once this measure reaches a uniformly high level, that is, the vast majority of institutions have well over 90% of their clinicians logging in each week, then we would consider revising this measure to reflect the mean percentage of all clinical applications available to each clinician that the clinician actually utilizes during the week or month.

For the second use measure, we selected percentage of patients with a completed chart (as defined by all needed data signed by all the appropriate clinicians) within 24 hours of their hospital discharge or outpatient visit.

For the final use measure, we focused on application-specific use measures. Here the goal would be to add one or more of these measures each year as our focus on the key clinical applications changes over time. Currently, there is tremendous emphasis on the use of computer-based provider order entry to reduce the number of errors in the ordering process; therefore, we chose the percentage of all orders entered directly by the physician’s assistant, nurse practitioner, and the like) [21]. In subsequent years, we could easily imagine including, for example, the following:

- percentage of patients with a log-in to their personal health record who actually logged on in a given month
- percentage of clinicians who dictate their clinical notes (which currently requires the additional step of human transcription) rather than enter them directly via the keyboard
- overall percentage of clinical alerts or reminders that are overridden by clinicians

**Health Performance**

State-of-the-art IT can potentially help clinicians and ancillary personnel to improve the overall care delivery process, which should lead to improvements in health outcomes [22]. These improvements will not occur unless there is a concerted effort to improve the process itself. Evaluating the impact of advanced IT on the health care delivery system requires not only standard measures, but the measurements must also demonstrate that the IT led to, or helped lead to, the observed clinical outcome. In other words, one must be able to infer a potential relationship between the use of the IT and the observed measure. Identifying these relationships can be difficult. In addition, our objective is to use, as much as possible, available health outcome or process measures that are already being used in other clinical quality, safety, and effectiveness evaluation practices (such as various Balanced Scorecard initiatives [23]). The following example measures attempt to document various aspects of the IT evaluation framework outlined above.

We have chosen the measures developed by the Center for Medicare and Medicaid Services of the United States as part of their National Voluntary Hospital Reporting Initiative to represent this area. While we recognized that these “process” measures do not represent actual health outcomes, we felt that in an effort to begin this work, it was most important to select measures that virtually all US hospitals were already making. In the first release of this measure, hospitals were asked to report their performance in three areas of care:

1. acute myocardial infarction (AMI): In the United States, approximately 1 million people suffer an AMI each year, making it one of the leading causes of hospital admission for patients age 65 and older.
2. congestive heart failure (CHF): CHF is the most common hospital admission diagnosis in patients aged 65 or older, accounting for more than 700,000 hospitalizations across the United States each year.
3. community acquired pneumonia (CAP): This causes 4 million episodes of illness and nearly 1 million hospital admissions each year.

Within each of these focus areas, the Center for Medicare and Medicaid Services identified two to five specific measurements that hospitals were asked to report [24]. Therefore, our complete list of health outcome measures is as follows.

**AMI:**

- percentage of patients hospitalized with AMI who receive their initial treatment 30 min after arrival at the hospital
- percentage of patients who receive their percutaneous coronary intervention within 120 min of hospital arrival

**CHF:**

- percentage of patients hospitalized with CHF who receive their left ventricular assessment within 30 min after admission to the hospital
- percentage of patients hospitalized with CHF who were prescribed an angiotensin converting enzyme (ACE) inhibitor prior to discharge

http://www.jmir.org/2007/2/e9/
CAP:
- percentage of patients hospitalized with CAP who receive their initial dose of antibiotics within 4 hours after admission to the hospital
- percentage of hospitalized pneumonia patients 65 years or older who were given a pneumococcal vaccine, if indicated, prior to discharge
- percentage of hospitalized pneumonia patients who have an arterial blood gas drawn, or who are monitored using pulse oximetry, within 24 hours of hospital arrival

Currently over 90% of the hospitals in the United States are reporting these measures. We anticipate being able to use the values reported through this voluntary reporting initiative as our proxy indicator of health outcomes for each hospital.

Finally, we realize that it is often difficult to identify a specific link or relationship between a specific CIS feature and many of these high-level process measures, but we cling to the belief that better, more accessible information, like that provided by a state-of-the-art CIS, should lead to better and more rapid clinical decision making. These improvements in decision making, or perhaps a simple reminder that a decision needs to be made, should in turn lead to improvements in these process measures.

Measurement Going Forward

In order for the measurement to be meaningful, in addition to identifying the specific calculations, the size and type of hospital and the type of IT implemented must be consistent within peer groups. Therefore, each member hospital will need to be categorized on the following three factors:

1. number of beds
2. community care versus academic center
3. type(s) of IT
   - physician/provider order entry (POE)
   - electronic health record (EHR)
   - clinical decision support (CDS)
   - clinical data repository (CDR)
   - ancillary systems interoperability (with internal systems such as labs, pharmacy, diagnostic imaging, emergency department triage systems)

This will result in much more meaningful comparisons as hospitals will be analyzed with respect to other similar, or peer group, hospitals.

Certainly, the specific outcome measures (either in terms of efficiency or effectiveness) that are calculated should relate in detail to the type of IT implemented (and being measured). The health outcome metrics presented above are intended to demonstrate the potential effect from any number of IT interventions. For example, the benefits for AMI patients could be the result of information delivery improvements related to the successful adoption of POE, EHR, CDS, CDR, or ancillary systems (such as emergency department IT). Other likely outcomes that must be further defined in order to relate to a designated IT system include the following:

- reduced length of stay
- lower readmission rates
- lower mortality
- reduced adverse events
- fewer complications with comorbidities
- faster turnaround cycle
- reduced human resource (doctors as well as other in-hospital staff) costs
- reduced diagnostic imaging costs
- reduced materials and supplies costs
- lower overall hospital costs (net of IT investment)

The following three steps emanate directly from the first generation metrics presented herein.

1. Establish national and international benchmarks for all common evaluation measures: Recruitment of membership is ongoing. We will use member data to develop a set of national and international cost, infusion, and effectiveness benchmarks. Benchmarks will be created to identify the 10th, 50th, and 90th percentiles of performance based on similar peer hospitals.

2. Explore statistical relationships between measures to illustrate potential cause and effect relationships: During the statistical analysis, we will identify the different factors that affect the timing and the amount of benefit that one should expect from IT investment, as this will allow for better prediction and easier management of expectations. Once a model of IT valuation is created, one of the primary benefits is the awareness of the interrelationships that exist among the many characteristics of the organization or its particular subindustry category.

3. Develop a complete and overall quality index that measures true impact of effective information systems in the inpatient setting: This will be accomplished over time as the data quality improves and the level of statistical analyses becomes more sophisticated.

Conclusion

This research will study whether increased IT capabilities, availability, and use lead to improved clinical quality, safety, and effectiveness in the inpatient clinical setting. To reiterate, the logic underlying this hypothesis is as follows:

- Investment in IT inherently provides newer and more powerful technology and technological solutions.
- This improvement in “solution power” should then generate, and hence make available, “better” (more timely, valid, relevant, precise) information.
- Increasing the availability of this better information within the health care setting makes it more likely that decision makers will access or use this information to make better decisions.
- Finally, these better decisions should lead to results of increased efficiency (time and monetary gains) and effectiveness (improvement in measurable health outcomes across a variety of dimensions).

Consequently, it is anticipated that the mere act of identifying metrics, doing the calculations, and making the comparisons...
will have a positive impact on effective IT utilization in health care. There has been much established in the management literature pertaining to the act of measurement and the effect its mere presence can have on an outcome [25]. In particular, the Hawthorne Effect describes the fact that people perform better when they are being watched or measured, at least in the short term. The creation of indicators will highlight the importance of IT and will motivate the member hospitals to improve their results. Even if the measures identified herein are not optimal, they still serve a very important purpose of starting the debate as well as being the first steps in evaluating what is working and what is not.

In addition to the quantitative initiative presented here, we believe that similar qualitative studies should be conducted on the state of clinical and administrative information exchange standards and on the “values” of potential users of these systems. While these qualitative estimates of progress will not be as easy to interpret, they provide at least a glimpse of the progress that the industry is making in these critical arenas.

Examples of the types of topics these qualitative reviews might address include:

- qualitative assessment of the legal climate relating to public access to relevant data sources
- patient privacy protections
- legal restrictions on sending/receiving various data types
- electronic signatures
- prescription transmission to pharmacies
- legal restrictions on sending laboratory results to patients
- requirements to submit data to centralized databases
- availability of unique provider identification (UPI)

Likewise, in assessing the values of key system users, one might delve into:

- qualitative assessment of the perceived value of using IT for patient care
- incentives to adoption
- number of insurance companies reimbursing physicians for use of e-visits

Well-documented effects of health-related IT on health and health care represent vital metrics for the advancement of IT deployment. The value of the infrastructure ultimately must be evaluated, perhaps using the six quality attributes defined by the Institute of Medicine (safety, timeliness, efficiency, effectiveness, equity, patient-centeredness) as measurement axes [26]. Although benefits and costs of IT have been measured in limited settings, measurements on the effects herein envisioned, on a national or international scale, have never been made. To accomplish this, of course, we must first establish the critical measurements of system availability and use.

In summary, while we firmly believe that the implementation and widespread adoption of IT throughout health care has had and will continue to have a significant positive effect, little documented evidence supports this belief. The IMPROVE-IT project is intended to demonstrate the tremendous positive influence that IT is having on health care. Improving efficiency requires knowledge of current inefficiencies, and improving effectiveness requires an understanding of the measurable outcomes of health care. No process can be managed or improved without first understanding the current status (ie, evaluating inherent performance measures).
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Abstract

Much has been written about insufficient user involvement in the design of eHealth applications, the lack of evidence demonstrating impact, and the difficulties these bring for adoption. Part of the problem lies in the differing languages, cultures, motives, and operational constraints of producers and evaluators of eHealth systems and services. This paper reflects on the benefits of and barriers to interdisciplinary collaboration in eHealth, focusing particularly on the relationship between software developers and health services researchers. It argues that the common pattern of silo or parallel working may be ameliorated by developing mutual awareness and respect for each other's methods, epistemologies, and contextual drivers and by recognizing and harnessing potential synergies. Similarities and differences between models and techniques used in both communities are highlighted in order to illustrate the potential for integrated approaches and the strengths of unique paradigms. By sharing information about our research approaches and seeking to actively collaborate in the process of design and evaluation, the aim of achieving technologies that are truly user-informed, fit for context, high quality, and of demonstrated value is more likely to be realized. This may involve embracing new ways of working jointly that are unfamiliar to the stakeholders involved and that challenge disciplinary conventions. It also has policy implications for agencies commissioning research and development in this area.

(J Med Internet Res 2007;9(2):e15) doi:10.2196/jmir.9.2.e15
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Aims and Origin of This Article

This paper represents a personal viewpoint based on a nonsystematic review of the literature and the experience of observing and participating in the design, evaluation, and analysis of health informatics interventions. It originated as a briefing document for members of a multidisciplinary team of clinicians, researchers, and software designers, which was designed to foster shared understanding and plan a program of formative and evaluative work. The paper draws on existing literature advocating interdisciplinary methods in medical informatics but focuses on generating a dialogue between software developers and researchers working in this area.

The article begins by considering the increasing heterogeneity of the field, the need for multiple research perspectives, and the implications of scientific subcultures; it discusses the importance of research for ensuring that new eHealth technologies are adopted and effective; it highlights common concepts and methods in software design and health services research; and it then considers the benefits, challenges, and facilitators to interdisciplinary collaboration.

For the purposes of this paper, the term eHealth is used broadly as a synonym for health informatics or medical informatics and health services research for health technology assessment and health systems research.
Out of the Basement: Changing Stakeholders in Medical Informatics

Not so long ago, medical informatics was largely the preserve of computing professionals and managers due to its focus on aspects of information technology "hidden" beneath the surface of health care organizations, such as operating systems, architectures, and databases. While epidemiologists were quick to harness the potential of electronic patient records for research and disease surveillance, it was the growth in practice-based computing during the 1990s that increased awareness of information technologies among clinical stakeholders and saw their gradual integration into the processes of care. Among the general public, awareness of eHealth, as the field is becoming known [1], has burgeoned since the turn of the 21st century, parallelising access to the Internet and the proliferation of Web-based health and lifestyle resources. This is reflected at the policy level, where governments have become increasingly interested in the potential of information and communications technologies to improve the organization and delivery of health services and to support patient empowerment for self-care [2].

In the United Kingdom, for example, the National Health Service (NHS) National Programme for Information Technology is gradually bringing the health service into people’s homes via initiatives such as NHSDirectOnline and NHSHealthSpace, which offer not only information but also opportunities for electronic consulting and personal health care organization (eg, records, appointments) [3].

Reflecting this societal trend, academic involvement in medical informatics has become ever more interdisciplinary, with growing participation by the social, economic, and legal sciences (eg, around managing change, ethics, and cost-effectiveness) and the emergence of translational fields such as bioinformatics that promise to challenge existing medical models. At the same time, the boundaries between scientific, policy, and commercial areas of research and development are becoming grayer, as academia and industry respond to government funding opportunities and the policy community responds to emerging evidence and new technologies.

Growing use of the term health informatics, in preference to medical informatics, also reflects a shift toward inclusiveness. Figure 1 represents this shifting landscape in terms of the stakeholders, technical focus, disciplinary drivers, and objectives of medical informatics practice and research. It is not intended as a comprehensive chronological account of the field’s evolution, although the domains reflect observations from previous analyses of the literature [1]. A key change has been the increasing breadth and complexity of the field not only in terms of new technologies but also the perspectives that are being brought to bear in planning, understanding, and evaluating these technologies.

Figure 1. The increasing breadth and complexity of eHealth in terms of the stakeholders, technologies, objectives and disciplines involved.

<table>
<thead>
<tr>
<th>Time</th>
<th>Stakeholders</th>
<th>Technical Focus</th>
<th>Objectives</th>
<th>Disciplinary Drivers</th>
<th>Breadth and Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Health system managers</td>
<td>Infrastructures</td>
<td>Managing clinical and organizational information (eg, billing, purchasing)</td>
<td>Specialist (eg, computer science, management)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IT experts</td>
<td>Hardware</td>
<td>Auditing practice</td>
<td>Clinical needs</td>
<td>Research drivers (eg, artificial intelligence, decision science, epidemiology, evaluation science)</td>
</tr>
<tr>
<td></td>
<td>Health care organizations</td>
<td>Operating systems</td>
<td>Implementing procedures</td>
<td>Policy needs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medical researchers</td>
<td>Databases</td>
<td>Supporting evidence-based practice</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health professionals</td>
<td>Clinical administration systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Support staff</td>
<td>Clinical decision support systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Policy makers</td>
<td>Medical imaging</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>System vendors</td>
<td>Electronic libraries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Patients</td>
<td>E-prescribing, booking, etc</td>
<td>Changing professional behavior</td>
<td>Medicine, ethics, law, economics, business, sociology, social anthropology, psychology, information science, education science, policy studies, bioinformatics, e-science</td>
<td></td>
</tr>
<tr>
<td></td>
<td>General public</td>
<td>Internet-based health information/support</td>
<td>Engaging clinicians</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mass media</td>
<td>Mobile disease monitoring</td>
<td>Engaging patients and the public</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health grids</td>
<td>Supporting health self-management</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Protecting patient confidentiality and safety</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Cumulative and not strictly chronological
Scientific Subcultures and Their Implications for Interdisciplinary Working

The increasing heterogeneity of the eHealth field raises challenges for interdisciplinary working and the translation of research to policy and practice. These challenges have to do with the management of nonshared concepts and languages and the values ascribed to different forms of scientific and technological endeavor, within what may be termed the knowledge economy of eHealth.

Despite popular stereotypes about “the” scientific paradigm, different disciplines have evolved uniquely over time and have their own theoretical or applied stance, criteria for appraising quality, and their own ways of working. Although we agree on basic principles of objectivity and methodological adherence, the way in which we see the world and approach new research problems is affected by a host of contextual and historical factors that are specific to individual disciplines, making truly interdisciplinary working difficult to achieve [4].

Unpicking all these factors is beyond the scope of a single paper; however, a useful guide is to be found in the comparison of two important areas of activity that are central to modern eHealth—namely, software design and health services research (HSR). The reason for concentrating on these is that managing their relationship is fundamental to ensuring that eHealth innovations achieve their potential to improve the quality, efficiency, and safety of patient care. This paper focuses on the software development process, with particular reference to user-centered design methods. Its origins lie in the author’s growing appreciation of the nature, value, and limitations of evaluation methods used in the software engineering community and the lack of awareness of these among health services researchers evaluating eHealth resources. While several high-profile documents have explored potential synergies between HSR and the broad field of medical informatics, and these have undoubtedly contributed to quality improvements in some areas, their potential impact across the wider eHealth landscape is far from being realized [5-12]. In practice, many eHealth software developments, and the HSR projects associated with them, take place in the context of short contractual episodes, where neither developers nor health services researchers have the time or incentive to engage in cross-disciplinary learning. As a result, developers and researchers of eHealth regularly work in parallel universes, each regarding the other’s domain of activity as separate and neglecting the potential for useful interaction.

The Need for More Research in Development

Although developing technical solutions remains central to medical informatics, recent years have seen a growing emphasis on identifying and resolving barriers to implementation. Particular attention has been devoted to understanding so-called people and organizational factors, such as stakeholder resistance to change and the appropriate integration of new technologies into work patterns [13,14]. Two key themes have emerged from this discourse, which have direct relevance for the potential effectiveness of eHealth innovations:

1. The clinical appropriateness and usability of eHealth technologies have been compromised by insufficient end-user engagement in the design process.
2. The effectiveness of emerging eHealth technologies in improving the processes or outcomes of health care is unproven.

To consider the first theme, while there is general consensus among software designers on the importance of engaging users in software design and testing, commercial drivers and a historical focus on product development have meant that this has often been inadequate in the past, resulting in top-down developments whose problems may only emerge after rollout. The health care sector has been particularly prone to such problems in recent years, and there are numerous examples of potentially useful systems that have failed or been abandoned due to unanticipated technical, human, or organizational issues [15-17]. Design flaws can affect the ease of use and reliability of systems and may even be dangerous, creating ill-feeling and reducing clinicians’ willingness to use emerging systems, software, and hardware in practice [18,19]. Even seemingly minor problems with usability or conceptual fit can destabilize the implementation of otherwise highly engineered and valid technologies. The discussion that follows illustrates how developers are rising to this challenge.

To consider the second theme of eHealth technologies being unproven, while research in this area is burgeoning, it remains a fact that there is little reliable evidence to demonstrate the measurable impact, risks, or cost-effectiveness of eHealth innovations, except in a modest number of application areas [20-22]. This creates uncertainty and hence a reluctance on the part of clinicians and policy makers to implement such technologies. Where rigorous research designs have been employed, this has often been in the context of academic studies in which the future sustainability or generalizability of the products being evaluated cannot be assured. Indeed, a recent systematic review of health information technologies demonstrated that of 257 published evaluations, a staggering one quarter emanated from four academic institutions that implemented internally developed systems, while only nine reported on commercially developed systems [22].

Tackling these problems requires the application of joint thinking between practitioners in the two fields so as to ensure high-quality, user-informed products of demonstrated effectiveness. However, cultural divides between the traditional software developer and health researcher communities have inhibited this process.

An Evolutionary Snapshot

Software development represents an application of computer science, a field rooted in engineering and mathematics. Although it has drawn on philosophy (eg, semantics, logic) and social science (eg, human-computer interface research, social technology studies), its historical focus has been on building machines and the software they require, albeit with ever more
complex digital innovations such as the Internet and intelligent agents. This focus on product development has led to a close alliance with the business and service sectors, and, although basic science is highly valued, there has been an understandable emphasis on applied research and development within university curricula. Within the workforce itself, economic drivers prioritize the production of resources that meet key functionality criteria and client-defined requirements within commercially viable time frames. Evaluation often takes a lower priority, and rapid application development using small convenience samples of users is common [23].

HSR is an interdisciplinary field concerned with the scientific study of the structure, processes, and effects of health services, technologies, and policies. This harnesses traditionally medical research approaches from epidemiology and clinical science, alongside the social and economic sciences, utilizing a mixture of quantitative and qualitative methodologies appropriate for the specific problem under investigation. It is closely allied to the evidence-based medicine movement, which holds that clinical practice should be driven by evidence of what interventions work best and for whom. As well as measuring impacts, such research is also about enquiry. For example, it may explore the needs of particular stakeholder groups or demographic patterns of health and health care utilization in order to identify the place of a potential new intervention or examine the reasons why an intervention is more easily adopted or more effective in different contexts. A defining characteristic of this field is the strong emphasis on methodological rigor. From randomized controlled trials to qualitative case studies, the focus is on detailed planning and recording of procedures and on transparent, theoretically informed participant sampling and data analysis. This area is less influenced by commercial drivers, although there is a strong emphasis on research that addresses health service policy needs.

Thus, software design is mainly concerned with developing interventions, and HSR, with evaluating them. But look closer and the reality is not so clear cut. In fact, much of HSR is geared toward informing the design of new interventions, including eHealth technologies, while rigorous software design encompasses evaluation processes that would be very familiar to health service researchers.

However, within these two communities there has been a mutual lack of awareness of each others’ theoretical stance, motives, and modus operandi, exacerbated by differences in language, epistemologies, and the representation of concepts. This reflects the origins of the two disciplines and the funding environment, which place different expectations on eHealth design and research projects.

**Compatibilities in Models and Methods of Software Development and Health Services Research**

While various academic approaches have been applied to the study of software design and diffusion (eg, in the management literature), in the context of this paper the compatibilities between process models of software development and HSR are particularly relevant. These compatibilities illustrate the importance of exploration and evaluation for informing developments and quality improvements in both domains, the value of user engagement in this process, and the natural progression to assessment of the effects.

**Lifecycle Models as an Exemplar from Software Engineering**

Within software engineering, numerous models have been proposed to describe the process by which products should be designed and tested to ensure they are fit for purpose in the intended setting [24]. Particular parallels with HSR can be found in a category known as lifecycle models, the most common of which are the Waterfall, Spiral, and Star models, referring to the sequence and pattern of substages involved (Figure 2) [25-27]. Of these, the Spiral and Star models are frequently advocated due to their ability to cope with iteration and complexity, although in practice the more sequential Waterfall method is often used [28]. All of these illustrate the codependence of development and evaluation, while the Spiral and Star models emphasize iterative design. Although they have been slow to evolve, software design and development methodologies now almost universally include user-developer interaction for requirements determination, testing, and acceptance activities; indeed, this is a central feature of the Star Model. Figure 3 illustrates the model of user-centered design of the International Organization for Standardization (ISO) that is increasingly adopted when developing interactive systems [29]. The critical feature of this, and other approaches to user-centered design (or usability engineering), is the emphasis on determining users’ needs of the system, understanding the context in which the system will be delivered, and designing products from the ground-up rather than based on developers’ preconceptions or rigid procurement briefs. Such methods are being increasingly advocated, and their successful use is being reported in the medical research literature [30,31]. In some development settings, the user has taken a further step toward the center of the design process; for example, a paradigm employed in the defense sector uses software to directly involve users in developing their own problem-solving intelligent agents [32].
Figure 2. Key software lifecycle models: Waterfall [25], Spiral [26], Star [27] model
Phased and Iterative Models of Health Services Research

There is little awareness of software lifecycle models among typical health services researchers, yet these are highly compatible with phased approaches to drug development and the evaluation of complex interventions in health care, which emphasize the need for exploratory, explanatory, and pragmatic phases, as illustrated in Figures 4a and 4b [33]. Particular parallels can be seen in the stages of concept formation, needs assessment, and evaluation in the intended setting.

Figure 4a. Sequential stages in evaluation of complex interventions (after [33]). Similar steps are used in the evaluation of new drugs, from initial preclinical research through to postmarketing surveillance.
Similarly, models of user-centered design bear a close resemblance to iterative HSR models such as Action Research [34] and Continuous Quality Improvement [35], examples of which are given in Figures 5 and 6. These also conceive of a cycle or series of cycles through which users’ needs are assessed, interventions developed, problems identified, and changes made to the intervention or the management of its delivery. Indeed, these models are advocated within both the health care and software development arenas [36,37].
Overlapping Research Techniques in Health Services Research and Software Design

As well as the parallels between overarching process models, there is considerable overlap in the precise research techniques used in both software development and HSR. While the terminology varies, user-centered design methods such as requirements gathering, observation of task walk-throughs, think aloud protocols, and group-based feedback are similar to HSR methods such as needs assessment, participant observation, semistructured interviews, and focus groups; indeed, these terms are regularly used to describe activities in information technology labs, although the way in which they are applied may be somewhat different. Examples of techniques used in
both fields are provided in Table 1 to illustrate areas of overlap and divergence. Differences in the portfolios of methods reflect the somewhat dissimilar (although overlapping) goals of evaluation within software engineering and HSR: the former focusing on optimizing product design and fitness for purpose, and the latter on exploring new phenomena, generating hypotheses, demonstrating impact, or informing policy. Most noteworthy is the absence of rigorous impact assessment (controlled trials) within the scope of software engineering, in contrast to its high status within HSR. An important differentiating feature not reflected in Table 1 is the heavy emphasis on theoretical sampling and meticulous time-intensive approaches to qualitative data analysis within HSR. This contrasts with the more rapid identification of needs and responses common in development projects and the often unstructured and iterative nature of the design process. Nevertheless, software engineering can also involve quantitative usability techniques that draw on cognitive psychology. When these are employed, it is often in a highly systematic manner, involving multiple measurements and theoretically based analysis, although the objectives are best met with depth studies of small numbers of users. These methods have great value for the understanding of human errors and information processing, and, although there is little knowledge of them within the HSR community, they are increasingly being reported in medically indexed journals [38-40].

Table 1. Examples of methods in user-centered design and health services research

<table>
<thead>
<tr>
<th>Software and Usability Engineering</th>
<th>Health Services Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needs Assessment (conceptual, formative)</td>
<td>Needs Assessment (conceptual, formative)</td>
</tr>
<tr>
<td>Requirements gathering; assessment of prototypes/simulations; user interviews</td>
<td>Interviews; document analysis; telephone or postal surveys; focus groups; observation; discrete choice simulations</td>
</tr>
<tr>
<td>Assessment (primarily formative)</td>
<td>Assessment (formative or summative)</td>
</tr>
<tr>
<td>Heuristic evaluation; cognitive walk-throughs; formal usability inspection; pluralistic walk-throughs; feature inspection; consistency inspection; standards inspection; guideline checklists; thinking aloud protocol; prototyping; co-discovery methods; question asking protocol; performance measurement; gaze tracking; ethnographic study / field observations; surveys; questionnaires; journaled sessions; self-reporting logs; remote usage observation; screen snapshots; blind voting; card sorting; archetypal research, action research</td>
<td>Experimental and quasi-experimental designs (eg, randomized controlled trial; controlled before and after study; interrupted time series; case control study; cost-benefit analysis) Qualitative outcomes assessment: rigorous qualitative data analysis using sociological methods (eg, ethnographic studies) Observation/exploration: remote (eg, epidemiological, records-based); direct (eg, participant or nonparticipant) Participative evaluation (eg, action research / continuous quality improvement)</td>
</tr>
</tbody>
</table>

Note: This is a non-exhaustive list drawing on several taxonomies that is designed merely to illustrate some of the common and distinctive techniques used in both disciplines.

Integrated Models in Medical Informatics

Within the interdisciplinary field of medical informatics, hybrid models have appeared that draw on both traditions, an example of which is offered in Figure 7. Importantly, there is a growing acceptance that evaluation should ideally be approached as a longitudinal process occurring through a series of overlapping and iterative stages relevant to the maturity of the technology in its lifecycle, from initial conception to rollout. Various authors have attempted to represent these stages and to provide taxonomies of research methods appropriate to each [41]; however, three broad phases of activity may be discerned. The first of these involves drafting new interventions based on an assessment of stakeholder needs and theory, and testing these with content experts and users to ensure they fulfil these needs and are technically robust (concept and prototype evaluation). The second involves assessing the impact of the innovations on the processes and outcomes of care in selected target settings, including hard measures such as efficiency, clinical status, cost, and error rates, softer measures of attitudes and satisfaction, and qualitative outcomes (outcomes evaluation). A third phase involves evaluating systems after rollout (pragmatic evaluation), for example, to assess variations in uptake, reported errors, technical problems, stakeholder satisfaction, or longer term impacts on process or outcome indicators. At each of these stages, the model should allow for the results of the research to inform continuous quality improvements. In practice, key stages are often neglected, reducing both the quality and adoption of new eHealth products.
Benefits, Challenges, and Facilitators of Interdisciplinary Collaboration

Potential Benefits

The types of conceptual and methodological commonalities outlined above demonstrate that collaborative working between eHealth services researchers and software developers is both possible and appropriate. In addition to producing better and safer interventions [18,19,42], effective collaboration will strengthen the quality of evaluations and enhance the evidence base in this area, thus facilitating policy and purchasing decisions. While involvement in formal research may seem like a hindrance to developers, particularly in the commercial environment, economic as well as intellectual benefits may accrue by demonstrating that systems are effective, cost-effective, and safe, as well as technically robust, accessible, and usable [8]. Indeed, the value of so-called evidence-based business is being increasingly recognized in the technology sector [43]. At the same time, rigorous qualitative studies can demonstrate the acceptability and utility of new tools to users as well as features of the setting or implementation methods that may influence their adoption. For health services researchers, the ability to enter the world of the developer presents valuable opportunities to influence the scoping, design, and evaluation processes used to develop electronic health care...
interventions that may then be subjected to clinical trials, thus ensuring conceptual fit and minimizing the risk of confounding by suboptimal functionality or usability [44]. It also offers a new skill set that may help researchers to recognize cognitive barriers to technology adoption and thus aid interpretation of descriptive or evaluative data. An added benefit for both groups is the increased ability to publish that comes from adopting systematic and replicable sampling and analytic methods in the course of user-centered design, thus facilitating dissemination to both audiences [45].

Challenges

There is a need to move the current agenda away from a state of parallel working, which is common in multidisciplinary projects involving the computing and medical sciences, to one of truly interdisciplinary working. This requires an appreciation of each others’ terminologies, goals, and methods and the sharing of experiential learning about the benefits and limitations of alternative approaches. It also calls for the generation of a new breed of transdisciplinary experts familiar with the implementation of both skill sets and able to combine them in novel ways in order to achieve maximum value for eHealth research and development. Overcoming cultural and methodological divisions between disciplines represents a major challenge. There is a natural inclination to remain pure to concepts and methods that may have taken many generations to evolve, and questions arise around how far to take joint approaches before compromising each discipline’s ability to demonstrate their specific expertise [4]. There is also a fundamental tension between the need to innovate, which may require conceptual leaps of faith and rapid developments, and the pressure to adopt methodologically robust standards of scoping, sampling, and evaluation that may be time-consuming and of questionable value at the early stages of prototyping. This can create antagonism and defensiveness in both camps, thus inhibiting potential synergies. Successful interdisciplinarity therefore requires the establishment of trust and mutual respect in addition to methodological pluralism, and this represents a challenge, particularly where the opportunity to become embedded in the other’s world is not available. Importantly, different approaches will be appropriate for addressing different objectives in different settings and at different stages of software maturity, and a challenge for project leaders and commissioners is to develop a deep enough understanding of multiple methods to be able to tailor these appropriately. For example, controlled trials may be ideal for studying the impact of eHealth systems on measures of clinical outcome or efficiency, but they are poorly suited to exploring social, contextual, or technical barriers to adoption and certainly will have little to offer developers designing a new Web interface. Conversely, think aloud methods may be extremely useful for assessing the usability of a decision support tool but say very little about its clinical validity or effectiveness [46-48]. The value attributable to different forms of evidence thus varies depending on the context in which it is used, although adherence to high standards of data collection, analysis, and reporting is a universal objective. It should also be recognized that academic incentives favoring controlled studies (eg, research funding, impact ratings) may create a conflict for health services researchers wishing to engage in applied and collaborative projects.

Facilitators

The move toward more holistic training in medical informatics advocated by bodies such as the American Medical Informatics Association represents one step to achieving these goals [5,9], and there is evidence of a trend toward increasing pluralism in the objects of evaluation projects, which may signal a move toward greater interdisciplinarity [48]. Pockets of transdisciplinary working are emerging as eHealth becomes a target of research, for example, within academic units of human-computer interaction and science and technology studies, while the field of information science has a long tradition of research exploring socioeconomic and organizational influences on technology development and adoption, from which eHealth researchers and developers have much to learn [49]. Nevertheless, few individuals working on eHealth projects have received formal cross-disciplinary training and many are doing so as part of a broader portfolio of projects (often on short-term contracts), restricting their motivation to invest in learning the methods and modus operandi of their disciplinary counterparts.

There is a need to influence potential funders, who have traditionally held different expectations for design and evaluation projects in terms of expected outputs (eg, new products vs new knowledge) and methodologies (eg, user-centered design vs studies of clinical impact) and who may underestimate the value of unfamiliar approaches. Importantly, it is essential for those commissioning new eHealth products to be aware of the value of high-quality evaluation during the development process and to allow the time and resources for this to be built into the project. While research agencies are coming to recognize the need to pay attention to usability engineering and other software design methodologies when developing eHealth tools for research, the message of added value needs to be more widely communicated. This is particularly so in view of the revenue currently being invested in health-related websites, many of which are often of poor quality and unknown effectiveness [50], and the vast expenditure being devoted to eHealth technologies by governments worldwide [51]. Without this understanding, those commissioning products in this area will continue to be unwittingly complicit in the process of suboptimal design, while those commissioning evaluation will risk poor value for money if the questions asked are inappropriate or the research methods not suited to answering them [52-54].

Conclusions

Designing effective eHealth systems and services requires the application of expertise from diverse fields and will benefit from interdisciplinary collaboration. This may be eased by increasing familiarity with each others’ terminologies, theoretical bases, and research methods, with the ultimate objective of achieving transdisciplinary working. There is sufficient overlap in the techniques and concepts employed within the software design and HSR communities to make this a reality, but realizing this requires the development of mutual trust and respect for each others’ aims, epistemologies, and
contextual drivers, as well as a willingness to step outside traditional working boundaries. New funding strategies that recognize the value of alternative methodologies and of joint working between developers and evaluators are also called for.

This paper has merely scratched the surface of a wider debate on the value of interdisciplinarity for improving the quality and effectiveness of eHealth, although it is hoped that by highlighting the potential synergies between HSR and software development it will help to provoke constructive dialogue between these two communities. Maximizing the potential of eHealth also requires the involvement of a wider constituency of disciplinary experts, including social, management, and legal scientists, all of whom have a stake in the field. Interdisciplinary networks, such as the one managed by the author, offer one means of addressing this need.
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