K-Means Clustering

Here, we want to discuss the algorithm used for the user pattern discovery. Generally
speaking, clustering describes the task of grouping objects together with the intention
of having similar objects in the same group and dissimilar objects across groups. Thus,
clustering is a form of exploratory data analysis suited for the discovery of previously
unknown patterns. Clustering algorithms typically take points in a hyperspace as input
and produce groups of them as output. A human analyst can then take a look at
descriptions of the groups and identify, which patterns distinguish the members of one
group from those of other groups.
We proceeded as follows:

1. We represented every user by a data point in euclidean R? by finding appropriate
numerical features and normalizing them. This means our n users were represented
by x1,x2,...,x, € R%

2. We performed repeated K-Means clusterings with different values of K (the number
of clusters). Depending on the resulting cluster size distributions and internal
evaluation metrics, we chose the best performing K. We used the Davies Bouldin
Index [2], the Dunn Index [3] and a variant of the Dunn Index based on average
linkage as evaluation metrics and looked for sharp increases of the metric (in the
case of the Dunn indices) or decreases (in the case of Davies Bouldin).

3. We interpreted summary statistics of the clusters resulting form the best value of
K in order to give names to the clusters.

The K-Means is a well known and very traditional algorithm first proposed in [4]. It
is efficient and known for producing quite good results despite the heuristic nature of
the algorithm. The algorithm uses centroids as cluster-defining entities and proceeds as
described in Algorithm 1.

The abstract steps mentioned in Algorithm 1 describe the following:

Initialize Originally, the K initial centroids were placed randomly in the feature space.
This, however, left the results open to pure chance and a bad placement of the orig-
inal centroids could lead to an unwanted final result. Therefore, the deterministic




Initialize: Place k initial centroids ¢y, ca, ..., ¢ somewhere in the vector space;
repeat

Assign each data point x; to the nearest centroid c;

Update each centroid ¢; to be the centroid of all data points assigned to it;

until convergence criterion is reached;
Algorithm 1: The K-Means algorithm on a high level of abstraction.

initialization step proposed in [1] is used in this work. The proposed alternative is
of heuristic nature and is expected to produce better results on average than the
random initialization. It proceeds as follows:

e The two data points with the greatest distance in between them are selected
as ¢1 and ca:

a1 =xj,c0 =y ||z — x| > ||lwr — x|V, 2 € X,

The euclidean distance between two points p and ¢ in a d-dimensional space
is defined as

Ip—aqll =V (p1 —@1)>+ (P2 — @2)2 + ... + (pa — q2)*-

e Every remaining centroid is placed in an iterative way one after another.
When the nth centroid ¢, needs to be placed in the vector space, the data
point with the largest minimum distance to all previous centroids is chosen.
If R denotes the set of every data point that has not been used as a centroid
yet, the assignment of the nth centroid can be formulated mathematically as

cn = argmax(min({{lz — 1], |z — 2|, ..., [|# — cn—1l[}))
TER

R=A{z1,z2,...,2zp} \ {c1,C2,...,Ccn_1}.

Assign Assigning a data point z to the closest centroid means finding the centroid with
the minimum euclidean distance to the data point. The used distance measure is
the same as the one used in the initialization step.

Update Each centroid is assigned the arithmetic mean of all the data points assigned
to it. Let .S; denote the set of all data points assigned to ¢;. The assignment can

then be expressed as
1
c; = . X
(] |S,L| Z K3

T, €S;




Convergence criterion In this case, total convergence is used as a criterion: The algo-
rithm stops, when no data point was re-assigned to another centroid in the current
iteration.
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