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Abstract

Background: Although many people with serious diseases participate in online support communities, little research has
investigated how participants elicit and provide social support on these sites.

Objective: Thefirst goal wasto propose and test amodel of the dynamic process through which participants in online support
communitieselicit and provide emotional and informational support. The second was to demonstrate the value of computer coding
of conversational data using machine learning techniques (1) by replicating results derived from human-coded data about how
people dlicit support and (2) by answering questions that are intractable with small samples of human-coded data, namely how
exposure to different types of social support predicts continued participation in online support communities. The third was to
provide adetailed description of these machine learning techniquesto enable other researchersto perform large-scale dataanaysis
in these communities.

Methods: Communication among approximately 90,000 registered users of an online cancer support community was analyzed.
The corpus comprised 1,562,459 messages organized into 68,158 discussion threads. Amazon Mechanical Turk workers coded
(1) 1000 thread-starting messages on 5 attributes (positive and negative emotional self-disclosure, positive and negative
informational self-disclosure, questions) and (2) 1000 replies on emotional and informational support. Their judgmentswere used
to train machine learning models that automatically estimated the amount of these 7 attributes in the messages. Across attributes,
the average Pearson correlation between human-based judgments and computer-based judgments was .65.

Results: Part 1 used human-coded data to investigate relationships between (1) 4 kinds of self-disclosure and question asking
in thread-starting posts and (2) the amount of emaotional and informational support inthefirst reply. Self-disclosure about negative
emotions (beta=.24, P<.001), negative events (beta=.25, P<.001), and positive events (beta=.10, P=.02) increased emotional
support. However, asking questions depressed emotional support (beta=—21, P<.001). In contrast, asking questions increased
informational support (beta=.38, P<.001), whereas positive informational self-disclosure depressed it (beta=—09, P=.003).
Self-disclosure led to the perception of emotional needs, which elicited emotional support, whereas asking questions led to the
perception of informational needs, which elicited informational support. Part 2 used machine-coded datato replicate these results.
Part 3 analyzed the machine-coded data and showed that exposure to more emotional support predicted staying in the group
longer 33% (hazard ratio=0.67, P<.001), whereas exposure to more informational support predicted leaving the group sooner
(hazard ratio=1.05, P<.001).
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Self-disclosure is effective in eliciting emotional support, whereas question asking is effective in eliciting

informational support. Moreover, perceptions that people desire particular kinds of support influence the support they receive.
Finally, the type of support people receive affectsthelikelihood of their staying in or leaving the group. These results demonstrate
the utility of machine learning methods for investigating the dynamics of socia support exchangein online support communities.

(J Med Internet Res 2015;17(4):€99) doi: 10.2196/jmir.3558
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Introduction

Background

A high percentage of people with chronic or life-threatening
diseases use online resources to obtain information about their
condition and ways to cope with it. Although informational
websites are the most popular, many people—especially cancer
patients and survivors—participate in online health support
communities[1,2]. A recent meta-analysis suggested that online
support communities are effectivein decreasing depression and
increasing self-efficacy and quality of life[3]. Although several
clinical trials suggest that participation in I nternet-based support
communities improves emotional well-being (eg, [4,9]),
conclusions are ambiguous because most interventions have
multiple components of which support group participation is
only a part [6]. Moreover, research aso shows that support
interventions often do not provide the benefits they were
designed to produce (eg, [ 7]). Thus, much remainsto belearned
about when and why support is effective in online communities.

Of the several categories of social support that have been
identified in offline and online communities, emotional and
informational support have received the most theoretical and
empirical attention. Ridings and Gefen [8] reported that 76%
of peoplewho join online health communities do so to exchange
emotional and informational support. Emotional support refers
tothe provision of caring, sympathy, or encouragement, whereas
informational support refers to the provision of information or
advice. Evidencein offline settingsindicatesthat cancer patients
seek out emationa support [9] and claim that it is especialy
helpful [10]. And research suggeststhat peer discussion focusing
on emotiona support enhances cancer patients' psychological
adjustment [11,12]. Participantsin cancer support communities
aso exchange information and advice about diagnoses,
treatments, adverse effects, relations with physicians, financial
problems, and so on. And research suggests that information
exchanged in offline support groups is associated with
improvement in psychological well-being [13].

Interestingly, most research on social support, both offline and
online, has focused on its physical and psychological effects,
rather than on how it is elicited. For this reason, very little is
known about the strategies that people use to seek support from
others. Thisis surprising because the exchange of support isa
dynamic communication process involving actions by support
seekers and support providers [14]. During support €licitation,
support seekersuse avariety of techniquesto indicate their need
for support. During support provision, support providers
recoghize seekers behavior as requests for support and decide
how to respond.

http://www.jmir.org/2015/4/e99/

Strategiesfor Obtaining Social Support

The Socia Support Activation Model [15] categorizes
support-seeking behaviorsalong 2 dimensions: (1) direct versus
indirect elicitation and (2) verbal versus nonverbal elicitation.
In online environments, where communicationisverbal, adirect
eicitation strategy might involve asking a question about a
medication, whereas an indirect strategy might involve
expressing fear about adiagnosis. Moreover, thereis suggestive
evidence that these 2 kinds of strategies may be used to dlicit
different kinds of support. For example, prior research suggests
that participants in online support communities ask questions
to get factual information [16] and that focused questions are
more effective in getting useful answers than are open-ended
ones [17]. In contrast, to €licit emotional support, participants
often tell narratives about their disease and their emotional
reactions to it [16,18]. The goa of this research is to further
clarify the process by which members of online cancer support
communities obtain informational and emotional support from
other members of their group.

Animportant feature of our research isitsreliance on automated
techniques for analyzing a large number of conversational
exchanges between community members. Most studies on
communication in support communities are based on hand
coding relatively small samples of messages (eg, [16,18-22]).
Even Meier and colleagues’ [21] relatively ambitious effort
only coded emotional and informational support in
approximately 3000 messages. Because online support
communities usualy generate large numbers of posts, it is
impractical to hand code all messages. Previous research has
shownthat it isfeasibleto partially automate sometext analyses
of conversations in online support communities (eg, [23,24]),
but there has been little effort to fully automate the analysis of
large numbers of messages in these communities.

Utilizing large-scale data and computer-aided content analysis
isvaluablefor 3 reasons. First, because machine learning model's
can usualy be easily replicated, they enable researchers
interested in similar research questions to deploy comparable
methods to challenge, verify, or extend others’ results. Second,
the large-scale data that can be analyzed by machine learning
methods allow researchers to answer more subtle research
guestions, conduct finer-grained analyses, and examine
longer-term interaction patterns among participants. For
example, using data from almost 60,000 exchanges from more
than 30,000 participantsin a breast cancer support community
over a 9-year period, we have shown that being exposed to
emotional and informational support has different effects on
members subsequent participation in the group [25]. Third,
computer-aided content analysis opens up opportunities for
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real-time interventions. For example, an online support
community can use an automated model to detect the type of
support an author of aparticular post is seeking and then direct
that person to discussions or other participants most relevant to
his or her need.

In this paper, we use archival datato examine the relationships
between the conversationa moves people make in
thread-starting posts and the amount and type of support they
receivein responseto them. In part 1, we conducted the analysis
using a relatively small sample of approximately 1000
hand-coded conversational threads. In part 2, wereplicated these
results using machine learning algorithmsto analyze more than
67,000 conversational threads. These algorithms use statistical
procedures analogous to multiple regression to correlate
language characteristics of messages with human judgments of
them [26]. Specifically, part 2 describes techniques to
automatically identify the extent to which messages exchanged
in breast cancer discussion forums sought and provided
emotional and informational support. Parts 1 and 2 test
hypotheses suggested by, but not rigorously tested in, prior
studies: (1) self-disclosure of support seekers elicits emotional
support, whereas (2) asking questions elicits informational
support. Finally, part 3 demonstrates additional benefits of
automated coding by briefly reviewing previously published
analyses showing that the type of support participants are
exposed to predicts their continued participation in the group.

Conceptual Model

Figure 1 shows the model underlying our research. The model
posits that different élicitation strategies on the part of support
seekers (personal self-disclosure vs asking questions) produce

Figure 1. Conceptual model of social support elicitation and provision.
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different kinds of support from providers (emotional support
vs informational support, respectively). Moreover, the model
posits that this effect is mediated by the perceived needs of the
support seeker. More specifically, the model posits that
self-disclosure, irrespective of its content (emotional,
informational) or valence (positive, negative), leadsto perceived
emotional needs, which in turn elicit emotional support. In
contrast, asking a question leads to perceived informational
needs, which in turn elicit informational support.

In this model, we hypothesize that the effects of elicitation
strategies on support are mediated by the perceived needs of
the support seeker. Thishypothesisisimportant because, without
such a process, a relationship between a seeker’s behavior and
others' responses could be interpreted as behavioral mimicry.
Behaviora mimicry isawell-established phenomenon in human
communication [27]; it occursfor both language (eg, [28]) and
nonverbal behavior (eg, [29]), and it leads to better language
understanding and interpersonal rapport. In conversations in
support groups, behavioral mimicry could be confused with
attempts to meet perceived needs. For example, most types of
self-disclosure use first-person singular pronouns in
constructions such as, “Well it's been 2 weeks since my doctor
called and gave me the results and | have been up and down
since” or “I'm a 35 y/o happily married mother of 2 and
completely and utterly shaken to my core” People who give
emotional support by replying with their own cancer experiences
(eg, “I remember being in your place. | am only 4 months out
from bilateral mastectomy and things have improved
tremendoudly. Life will get better.”) are also likely to use
first-person pronouns.
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Part 1: Using Human-Coded Data to
Model How People Elicit Emotional and
Informational Support

Overview

Part 1 investigated the language strategies that support group
members useto elicit emotional and informational support and
the meditational role of their perceived needs. Because each of
the constructs in Figure 1 is based on human judgments, this
part of the study was limited to an analysis of approximately
1000 exchanges.

M ethods

Research Site

We studied support conversationsin alarge online breast cancer
support community with avariety of communication platforms,
including discussion boards and chat rooms. The discussion
board platform was one of the most popular and active online
breast cancer support communities on the Internet. At thetime
of our research, it had more than 90,000 registered members
and 66 forums organized by criteria such as disease stage (eg,
metastatic breast cancer), treatment (eg, hormonal therapy),
demographic characteristics (eg, women aged 40-60 years), and
treatment options (eg, breast reconstruction). In the forums,
members ask questions, share stories, and read posts about how
to deal with their disease. This discussion board platform is a
rich environment for studying the dynamics of online support
communities.

We collected all public posts on the discussion boards of the
online support community from October 2001 to January 2011.
During this period, the boards contained a total of 1,562,459
messages in 68,158 discussion threads. The median length of
adiscussion thread was 6 messages (mean 22.9, SD 280.5). The

http://www.jmir.org/2015/4/e99/
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median life span of a thread, from the first thread-starting
message to the last, was 2 days (mean 29.3, SD 115.6). A total
of 81.12% (55,291/68,158) of thread-starting messages received
a response within 24 hours, whereas 11.42% (7785/68,158)
never received aresponse.

Measuring Elicitation Strategies, Perceived Support
Needs, and Support Provision

We employed Amazon Mechanical Turk (MTurk) workers to
judge how many messagesfrom arandom sample of 1000 thread
starters and their first replies contained each of the constructs
in Figure 1, such as negative informational self-disclosure or
emotional support. MTurk is an online marketplace for
crowdsourcing. It allows regquestersto post jobs, called Human
Intelligence Tasks (HITs), which workers, known as Turkers,
can choose to perform. Snow et a [30] have shown that the
combined judgments of a small number (between 5 to 7) of
naive judges on MTurk lead to ratings of texts that are very
similar to those that experts make on such dimensions as
emotions expressed, relative timing of events referred to, word
similarity, word sense disambiguation, and linguistic entailment
or implication.

We created independent tasks for judging each concept in Figure
1. Onegroup of Turkersrated how many thread starter messages
contained self-disclosure about eventsin the poster’slife or her
thoughts and feelings. A second group rated how many thread
starters asked questions. A third group rated how many thread
starters sought emotional or informational support. Finaly, a
fourth group was shown the first replies to the thread starters
(with the corresponding thread startersfor reference) and judged
how many provided informational and emotional support. The
wording for the 9 judgments Turkers made are listed in Table
1. The Turkers made their judgments using a 7-point Likert
scale (1=none; 7=a great deal).
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Table 1. The tasks Turkers performed and the resulting intraclass correlation (ICC) for each construct.
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Construct ICC Definition for Turkers Prompt for Turkers
Emotional self-disclosure Emotional self-disclosure is concerned with the extent to which the
writer has discussed her feelings and emotions with others, such as hap-
piness, fears, sadness, and anger.
Positive emotional self-dis-  0.90 Example of positive emotional self-disclosure: “Now that chemoisdone, To what extent does this message
closure | find myself waking up in the morning feeling a huge burden hasbeen  contain positive emotional self-
lifted from my shoulders.” disclosure?
Negative emotiona self-diss 0.94 Example of negative emotional self-disclosure: “| am freaked out after  To what extent does this message
closure reading my mammogram report.” contain negative emotional self-
disclosure?
Informational self-disclosure Informational self-disclosure is concerned with the extent to which the
writer has discussed her personal information with others, such ashealth
conditions, diagnosisresults, and family status. Informational self-disclo-
sure can be related to the positive, negative, or neutral life events of the
writer.
Positive informational self- 0.85 Example of positive informational self-disclosure: “Took family to To what extent does this message
disclosure Cleveland Zoo for thefirst timein years and years” contain positiveinformational self-
disclosure?
Negativeinformational self- 0.91  Example of negative informational self-disclosure: “1 found alumpin  To what extent does this message
disclosure my armpit about 5 weeks ago. It's not fixed, but moveable. | have peri-  contain negative informational
odictingling or single sharp painsin my left breast every onceinawhile”  self-disclosure?
Asking a question 0.91  When asking aquestion, the writer is requesting a response from the To what extent is this message
group. Questions can be asked directly and indirectly. Examples of asking a question?
guestions:
“What will you go through for asmall chance to live longer?’
“So | guess my question is, can aNOT dense breast, just average, have
missed tumors on imaging?’
“1 am wondering if anyone has any advice on what | should do?’
“Looking for any insight others may have on this”
Eliciting support
Emotional support elicita= 0.91  When seeking emotional support, thewriter istrying to get understanding, To what extent is this message
tion encouragement, affirmation, sympathy, or caring. seeking emotional support?
Informational support elici- 0.95  When seeking informational support, the writer istrying to get advice, To what extent is this message
tation referrals, or knowledge. seeking informational support?
Providing support Thereare 2 kinds of social support: emotional support and informational
support.
Provide emotional support  0.92 Emotional support messages provide understanding, encouragement, How much emotional support does
affirmation, sympathy, or caring. this message provide?
Provideinformational sup- 0.92  Informational support messages provide advice, referrals, or knowledge. How much informational support

port

does this message provide?

Ten Turkers made each judgment, with different subsetsrating
each message. We aggregated workers' responses for each
message by averaging their ratings. Turkerswere paid US $0.03
per message for judging question asking and US $0.05 per
message for judging emotional self-disclosure, informational
self-disclosure, perceived support needs, and support provision.
To encourage workersto take the numeric-rating task seriousdly,

they also highlighted words and phrases in the message that
provided evidence for their ratings. To further control the
annotation quality, we restricted the worker pool to Turkers
who indicated a United States location and had at |east of 98%
their work accepted by their previous Turk employers.

Table 2 provides descriptive statistics and correlations among
the 7 constructs judged by the Turkers.
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Table 2. Descriptive statistics and correlations among constructs coded by Turkers.

Variable Mean (SD) 1 2 3 4 5 6 7 8

1. Positive emotional disclosure 1.55 (0.96) 1

2. Negative emotional disclosure 2.39 (1.52) —-.06 1

3. Positive informational disclosure 1.89 (1.09) .76 -.09 1

4. Negative informational disclosure 3.58(1.72) =17 .68 -24 1

5. Question asking 4.94 (2.17) -3 06 -34 31 1

6. Emotional support elicitation 2.75 (1.66) A3 .79 .09 58 =11 1

7. Informational support elicitation 4.21 (2.01) -36 -06 -37 26 .88 -.28 1

8. Provide emotional support 2.68(1.43) .16 .39 A4 32 =17 49 -24 1

9. Provide informational support 2.93(1.47) -23 -01 -23 A7 42 -13 49 =17

Following are 2 examples from our final hand-coded dataset.
Example 1 shows a message with high emotional support and
low informational support and example 2 showsamessage with
low emotional support and high informational support. The
example messages are lightly disguised using the techniques
suggested by Bruckman [31]. Although the examplesillustrate
cases in which one type of support is high and the other low,
across the full hand-coded sample, the two types of support
were only weakly negatively correlated (rg7,=—.17, P<.001).

Example 1 (emotional support=5.7; informational support=1.0):

Julie-you have had such a difficult road, but yet you
still manage to do well in school...I amtruly inspired
by you. Big cyber hugs and best wishes to you:>

Example 2 (emotional support=1.2; informational support=4.5):

Extranodal extension occurswhen the tumor extends
through the wall of the lymph node. Thisis noted on
pathology reports, but in the main it isn't very
significant, and isn’t used in assessing cancer stage.
We assessed the reliability of raters’ judgments using intraclass
correlations (ICC), which indicate the proportion of the variance
injudgmentsthat can be attributed to the message being judged.
Table 1 showsthe ICCsfor the social support-related constructs
used in this research. We validated Turkers judgments by
comparing their judgments to expert judgments of the
informational and emotional support contained in 50 messages
selected from corporastudied by Meier et a [21] and Bambina
[16]. The correlations between Turkers' and experts average
ratings for emotional support (r=.70) and informational support
(r=.76) were both high.

Results

Relationship Between Elicitation Strategiesand Support
Provision

We first tested the hypotheses that self-disclosure elicits
emoational support whereas questions dlicit informational support
using the dataset of 1000 Turker-coded messages. We used
structural equation modeling to examine the relationships
between the amount of self-disclosure and question asking in
the thread starters and the amount of emotional and
informational support provided in the first reply. Standardized
regression coefficients (B) are reported. Figure 2 is the path

http://www.jmir.org/2015/4/e99/

model showing the results. This model fits the human-coded
data well, with the comparative fit index (CFI)=0.98 and the
root mean squared error of approximation (RMSEA)=0.062
(see [32] for rules-of-thumb for evaluating the goodness of fit
for structural equation models, a CFI>0.97 is generally
considered a good fit, whereas a RMSEA between 0.05 and
0.08 isgenerally considered an acceptablefit). Notethat we did
not include the relationships between positive/negative
emotional self-disclosure and informational support provision
in the model because these relationships were not significant
and excluding them improved the model fit. This applied to all
the models reported in this paper.

The morethread-starting messages contained negative emotional
self-disclosure (beta=.24, SE 0.04, P<.001) and negative
informational self-disclosure (beta=.25, SE 0.04, P<.001), the
more responses to them provided emotional support. Positive
informational self-disclosure was also associated with more
emotional support in replies, although not as strongly (beta=.10,
SE 0.04, P=.02). However, positive emotional self-disclosure
was not significantly associated with more emotional support
(beta=.07, SE 0.04, P=.10). In contrast to these effects of
self-disclosure which generally increased emotional support,
asking questions was associated with receiving less emotional
support (beta=—21, SE 0.03, P<.001).

Participants used different strategies to elicit informational
support. Thread starters were more likely to get information
and advice when they explicitly asked for it, but less likely to
receive it when they described positive events in their lives.
The more the thread starters asked questions, the more the first
reply provided informational support (beta=.38, SE 0.03,
P<.001). In contrast, when the thread starter revealed more
positive informational self-disclosure, the reply contained less
informational support (beta=—09, SE 0.03, P=.003). Negative
informational self-disclosure was not associated with receiving
informational support (beta=.03, SE .03, P=.306). Theseresults
are consistent with prior research indicating that asking explicit
guestions and providing a rationae elicited information and
advice [33,34]. In contrast, when thread starters described
positive events in their lives, they were less likely to receive
information and advice, even if they asked questions. Perhaps
in these cases, recipients believed that the thread starter did not
really need their help, although asking for it.
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Figure 2. Path model showing the analysis of the social support communication process based on Turker-coded data. Values represent standardized
regression coefficients. €1 and €2 represent error terms. * P<05; ** P<01; *** P<001.

Mediation Effect of Perceived Support Needs

When peopl e started athread with self-disclosure and especially
when they reveal ed negative thoughts and feelings and negative
events in their lives, and when they refrained from asking
questions, others were likely to offer them emotional support.
However, when they asked questions and refrained from
describing positive events in their lives, others offered them
information and advice instead. We assumed these language
featureslead to social support because other participantsin the
community perceived them asindicators of aneed for emotional
support and informational support, respectively. That is, other
members of the community treated these language features as
requestsfor particular kinds of support. To test thisassumption,
we conducted mediation analysisto assesswhether the language
features in thread-starting messages have their effects on the
emotional and information support in replies because they
signaled adesire for a particular kind of support.

Results are shown in Figure 3, which includes only the direct
paths between constructs. Although the CFl index (0.98)
indicated that the mediation model was a good fit to the data,
the RM SEA criterion (0.119) was problematic. As Schermelleh
et a [32] noted, “it is quite difficult to decide on data-model fit
or misfit, especialy if various measures of model fit point to
conflicting conclusions about the extent to which the model
actually matchesthe observed data...[Although rules-of-thumb
exist about what constitutes a good fitting SEM model], these
rule-of-thumb cutoff criteria are quite arbitrary and should not
be taken too seriously.” We interpret our findings as indicating
mediation. As Figure 3 illustrates, people received emotional
support when they were perceived as seeking it (beta=.30, SE

http://www.jmir.org/2015/4/e99/
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0.04, P<.001) and informational support when they were
perceived as seeking that (beta=.36, SE 0.04, P<.001). The
effects of the language features that predicted receiving either
informational or emotional support in Figure 2 were all at least
partially mediated by the perception that the author was seeking
this particular kind of support, as shown in Figure 3. The data
came from human judgments of each construct. Numbers
represent standardized regression coefficients from a structural
equation model. Only direct links between constructs significant
a P<.05 are shown. Indirect effects can be calculated by
multiplying the direct effects (eg, the indirect effects of asking
guestions on receiving informational support mediated by
seeking informational support is .80*.36=.29).

Focusing on the receipt of emotional support, the effects of all
the speech actswere either partially or completely mediated by
their influence on judgments that the writer was seeking
emotional support. Negative emotional self-disclosure (writing
about sadness, fear, anger, and other negative thoughts and
feelings) was associated with receiving more emotional support,
and this effect was completely mediated by the perception that
the writer was seeking emotional support (indirect effect/total
effect=.19/.21=90%); the direct effect of negative emotional
self-disclosure on getting emotional support became
insignificant after controlling for the perception that the writer
was seeking emotional support (beta=.02, P=.74). Similarly,
the effect of positive informational self-disclosure on receiving
emotional support waspartially mediated by judgmentsthat the
writer was seeking emotional support (.03/.13=23%), leaving
a nonsignificant direct path (beta=.10, P=.07). The effect of
negative informational self-disclosure on receiving emotional
support was a so partially mediated by judgmentsthat the writer
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was seeking emotional support (.08/.23=35%). Thedirect effect
of negative informational self-disclosure on receiving emotional
support decreased from .25 (in Figure 2) to .15 (P<.001) when
controlling for the perception that the writer was seeking
emotional support. The negative effect of asking questions on
receiving emotional support was also partially mediated by the
judgment that the writer was not seeking emotional support
(—.04/—14=29%). However, asking questions also had a direct
negative effect on receiving emotional support (beta=—.10,
P<.001).

Wang et a

Focusing on the receipt of informational support, the effects of
positive and negative informational self-disclosure and asking
guestions were completely mediated by their direct influence
on judgmentsthat the writer was seeking informational support.
Although people were likely to receive informational support
after asking questions (total effect=.26), the total effect was
mediated by the link between asking questions and seeking
information and between seeking information and receiving it
(.29/.26=112%). Similarly, 42% of the total negative association
of positive information disclosure on receiving informational
support was mediated by its association with the perception the
writer was seeking informational support (—.05/—12=42%).

Figure 3. Direct effects of language featuresin athread-starting post on the perception that the poster was seeking emotional and informational support
and on the receipt of emotional and informational support. Values represent standardized regression coefficients. €1, €2, €3, and €4 indicate error terms.

* P<.05; ** P<.01; *** P<.001.
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Part 2: Using Machine-Coded Data to
Model How People Elicit Emotional and
Informational Support

M ethods

Overview

Part 2 sought to partialy replicate the analyses previously
described, which were based on human coding of 1000
interactions, by using machinelearning techniquesto automate
the coding of 58,357 interactions. We constructed machine
learning models to automatically measure both the language
elicitation strategies posters used in their thread-starting posts
and the emotional and informational support they received in
the first reply to them. Our goa was to use machine learning
approachesto correlate characteristics of messageswith human
judgments made about various dlicitation strategies and the
presence of emotional and informational support. As described
subsequently, the input features included language
characteristics of the messages, such as their length, presence
of wordsfrom general and domain-specific dictionaries, syntax
features (eg, the ordering of noun and verb phrases), higher-level
semantic features (eg, the presence of advice and questions),
and questions. The outputs were numerical values representing
the extent to which a message asked questions or provided
various types of self-disclosure or support. A model was
successful if (1) its assessments of the outcomes of interest
matched those produced by human judges and (2) it was
parsimonious, using a small number of input features while
producing an accurate assessment.

Building, validating, and applying the machine learning models
involved 5 steps. First, human judges hand-coded language
strategies and support provisionsin asample of messages. Their
judgments represented the “ ground truth” or “gold standard” to
which we compared the machine learning estimates. Second,
we represented the messages as a set of language features that
could be interpreted by computers and would be the input to
the machine learning algorithms. Third, we identified the best
machinelearning models from apart of the hand-coded data by
iteratively testing different configurations of machine learning
algorithms and combinations of input features. Fourth, to
evaluate the performance of the final models, we applied them
to a holdout sample of data. Finally, we tested hypotheses by
applying the machine learning models to automatically code
the 58,357 thread starter—first reply pairsin the entire dataset.

Building Machine Learning Models for Social Support
Concepts

Because most health researchers will not be familiar with the
methods used to construct the machine learning models to
measure self-disclosure, question asking, and emotional and
informational support, wewill describethem and their rationale
in some detail. For ageneral treatment of machine learning, we
refer the reader to Witten et a [35]. The processes for building
models for each construct in our model were similar, so we
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illustrate the general approach by describing how to measure
the presence of emotional and informational support.

Step 1: Creating the Human-Coded Dataset

We used the annotations collected in part 1 asthe human-coded
dataset for machine learning model training. The details
regarding how we obtained the human annotations were
described in part 1.

Step 2: I dentifying L anguage Features

In the second step, messages were represented as lower-level,
computer-readable language features, which were likely to
provide cues that atext was self-disclosing, asking a question,
or offering emotional or informational support. We focused our
search for language featuresin domains that we believed would
reflect the topics and writing styles people use when they talk
about their disease and their relationship to it. We focused on
the 6 language domains:

1. Body: one of the most common conversational themesin
online health support communitiesinvol ves patients' bodies
and how disease changes their bodies. Participants might
describe their bodily conditions to look for advice or to
share their experiences with others. Sometimes they tell
othersthe results of their treatment by mentioning changes
in their bodies, such as weight loss or the size of a tumor.
Thediscussion of the body can signal the offering of support
and not just self-disclosure.

2. Positive/negative emotions and events: revealing underlying
emotions or sharing personal life events and stories is a
way to self-disclose and provide support. Online support
participants often share personal feelings about themselves
and use language that indicates happiness, fear, anger, and
other emotional states. People also often describe positive
things that happened in their lives, such as successful
treatment, to encourage others and provide support to them.

3. Socid: social relations are crucial for cancer survivors.
Their disease may change how they interact with others.
Through interaction with others, they can feel supported
and gain the strength to face their disease. In the absence
of support, they may feel abandoned.

4. Spiritual: spiritual or religious comments can provide social
support, especially for those with strong religious beliefs.
Examples of spiritual commentsin thisonline breast cancer
community are“God bless” and “1’ll add you to my prayer
list”

5. Time: time-related information is often mentioned in online
support discussions. For instance, cancer stages and
treatment processes involve references to time.

6. Language structures: language structures, such as sentence
structure and punctuation, can be indicators of social
support. For example, sentencesthat start with the pronoun
“1" are likely to be self-disclosing. And when a writer is
asking direct questions, the sentences often end with
guestion marks or use averb-subject order (eg, “canyou”).

To operationalize the linguistic features in the 6 domains, we
measured 3 kinds of low-level language features as summarized
in Textbox 1.
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1. Linguistic Inquiry and Word Count (LIWC) dictionaries
«  Pronoun: I, we, you, shefhe, they, impersonal pronoun
o Tense auxiliary verb, past, present, future

.  Emotion: positive emation, negative emotion (anxiety, anger, sadness)

«  Other topics: cognitive mechanism, biological processes, time, religion, death

2. Latent Dirichlet allocation (LDA) topical dictionaries

« Prediagnosis, trestment plan, forum communication, adjusting to diagnosis, financial concerns, lymphedema, diet, family and friends, positive
life events, surgery, thoughts and feelings, chemoradiation, family history, emotional reaction, tumor treatment, spiritual, emotional support,

routine and schedule, hair |oss and appearance, postsurgery problems

3. Syntactic and sentiment features

o Length: sentence count, word count per sentence

«  Negation: not

o Part-of-speech: proper nouns, adjectives, cardinal numbers

« Advice pattern: advice verbs, <Please + VERB>, <If + you>, <You + MODAL>
o Question pattern: question marks, any, <VERB + SUBJECT>, indirect questions
.  State: be verbs, stative verbs, <SUBJECT_|>, <SUBJECT _| + positive ADJECTIVE>, <SUBJECT _| + negative ADJECTIVE>

o Subjectivity: strong subjectivity, weak subjectivity
o  Drug: FDA drugs

The first type of language feature was derived from generic
dictionaries developed by Pennebaker and colleagues [36] in
the Linguistic Inquiry and Word Count (LIWC) program, which
measures function words (especially varioustypes of pronouns)
and topics with psychological relevance (eg, positive emotion
words, negative emotion words, cognition words). Second, we
created specialized, cancer-related dictionaries using latent
Dirichlet allocation (LDA) topic modeling. Third, weincluded
syntactic features of the messages. Finally, because storytelling
isitself a complicated language feature, we included a feature
that indicateswhether amessage revealsastory about the writer.

The LIWC program isaword counting program that calcul ates
the frequency with which words in a text match each of 68
predefined dictionaries representing linguistic dimensions (eg,
pronouns, tense), psychological constructs (eg, positive
emotion), and persona concerns(eg, leisure, death) [36]. Alpers
and colleagues[23] analyzed several hundred postsin an online
breast cancer community using a human rater and LIWC and
demonstrated a moderate correlation between the ratings
assigned by therater and LI1WC scores. Motivated by their work,
weincluded LIWC scoresin our machine learning models and
considered them as baseline features. LIWC dictionaries were
selected based on their a priori relevance to social support
concepts. For example, for emotional support, words from the
we dictionary (eg, “we” “us” “ours’) express feeling of
companionship and solidarity, whereas those from the positive
emotion (eg, “love’) and religion dictionaries (eg, “pray”)
express encouragement. For informational support, wordsform
the impersonal pronoun dictionary (eg, “it") and the present
tense dictionaries are often used to describe objective facts. We
included 17 LIWC dictionaries listed in Textbox 1.

"o
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The preceding features are generic rather than tailored to the
content of cancer-related discussions. Research on analyzing
text in support communities suggests that different topics can
signal different types of social support interactions [37]. For
example, when people use surgery-related terms, such as
reconstruction, skin, and surgeon, they are likely to be seeking
information, but when people express their fears and other
feelings, they are likely to be seeking emotional support. LDA
is a statistical generative model that can be used to discover
hidden topicsin documents and the words associated with each
topic [38]. We first trained an LDA model using 30,000 breast
cancer messages randomly selected from the entire dataset. The
model was set to derive 20 latent topics. For each topic, we
chose the 500 words with the highest association with the topic
and used them to build atopic dictionary. Two experts familiar
with cancer manually assigned alabel to each topic (see Table
3). Examples of topics derived from the LDA analysisinclude
emotional reaction (eg, “better,” “lucky,” and “sacred”), diet
(“fat,” “weight,” “food,” “exercise” and “body”), and tumor
treatment (eg, “biopsy,” “nodes,” “positive” and “report”).
Textbox 1 lists the 20 topics included in the LDA analysis and
Table 3 also shows the words that are most representative of
each LDA topic dictionary. Each LDA topical feature calculates
thefrequency of wordsin amessage matching its corresponding
dictionary. When the LDA procedure identified topics that
overlapped with preexisting LIWC dictionaries (eg, the LDA
family/friendsdictionary overlapsthe LIWC friends and family
dictionaries), we used only one of the dictionariesin the machine
learning models for reasons of parsimony.
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Table 3. Samples of vocabulary in latent Dirichlet allocation (LDA) topic dictionaries.

LDA topic Sample vocabulary
Prediagnosis Told, appointment, wait, back
Treatment plan Clinical, risk, medicine, therapy

Forum communication
Adjusting to diagnosis
Financial concerns
Lymphedema

Diet

Family/friends
Positive life events
Surgery
Thoughts/feelings
Chemoradiation
Family history
Emotional reaction
Tumor treatment
Spiritual

Emotional support
Routine/schedule

Hair loss/appearance

Postsurgery problems

Post, read, help, thread
Understand, trying, experience
Insurance, plan, company, pay
Arm, pain, swelling, fluid, area
Eat, weight, food, exercise, body
Daughter, sister, wife

Love, nice, happy, enjoy, fun
Breast, surgeon, mastectomy
Think, remember, believe
Chemo, radiation, treatment
Mom, children, age, young
Better, lucky, scared

Biopsy, nodes, positive, report
Love, god, prayer, bless, peace
Hope, hug, glad, sorry, best, luck
Today, night, sleep, work

Hair, wig, grow, head

Pain, blood, tamoxifen, symptom

Sentence count and word count per sentence were features
designed to represent the length and complexity of messages.
The negation feature is the number of sentences in a message
containing negation words or phrases, such as “not,”
“shouldn’t,” or “did not.” Because some parts of speech (POS)
can signal disease-relevant information or emotion, we counted
the number of several specific POS tags. For instance,
professional labels can be signaled as proper nouns (eg, “Dr.
Smith”), emotional states can be signaled by adjectives (eg,
“happy” life), and numbers can be used to describe symptoms
or treatments (eg, “ 10 days since the biopsy”). We applied the
Stanford POS tagger [39] to assign POS tags for words and
extracted relevant POS features. To identify sentencesinvolving
requests and advice, we identified several text patterns or verbs
in messages. For instance, <PleasetVERB> is a pattern that
detects sentences beginning with the word “please” followed
by averb (eg, “Please give’). <You+MODAL > is a pattern that
counts the number of sentencesthat start with apronoun “you”
and are immediately followed by a modal verb expressing
possibilities (eg, “should,” “might,” “must”). Furthermore, the
advice verbs feature considered the occurrence of verbs such
as“make,” “suggest,” and “wish.” The question pattern features
were designed to count the number of both direct and indirect
guestion sentencesin amessage. There were 4 question pattern
features, including count of question marks, count of indefinite
pronouns (eg, “any,” “anyone,” “anybody”), sentences starting
with a modal verb (eg, “Does anyone know...”), and indirect
guestions (eg, “| am wondering if..."). The state features were
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designed to capture states that last for a while. These features
are potentially related to description of emotiona states and
storytelling. We counted the number of “be” verbs (eg, “My
mom is depressed”), stative verbs (eg, “I love my mom™),
sentences starting with the subject “1” (ie, <SUBJECT _1>), and
sentences starting with the subject “1” followed by positive or
negative adjectives (ie, <SUBJECT _| + positive ADJECTIVE>
and <SUBJECT_| + negative ADJECTIVE>). Sentiment
features described the subjectivity of atext segment. We counted
the number of strong subjectivity words (eg, “reject,” “nervous’)
and weak subjectivity words (eg, “idea,” “suggest”) for every
message using the OpinionFinder subjectivity lexicon [40].
Finally, the number of drug termsin each message was counted,
based on an exhaustive list of medicine names collected from
the Food and Drug Administration website [41].

Thebinary story featureindicated whether or not the writer was
telling a personal story in the message. A linguistic expert
categorized 2200 randomly sel ected messages as a story or not
a story. We then built a machine learning model to predict
whether the writer of a message was or was not telling a story.
The feature set for this model included all the basic language
features described previously. The kappa agreement statistic
between human coding and computer prediction was .88, which
indicates high agreement [42]. We then applied the story model
to detect story messages in the 1.5 million messages collected
from the support community. In Table 4, the basic language
features are mapped onto the language usage domains.
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Table 4. Mapping of language features onto language usage domains.
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Language features and usage domains  LIWC

LDA topics Syntax

Body Biology processes, death

Positive/negative emotions and events ~ Sentiment, cognitive mecha-

nism
Social Pronouns
Spiritual Religion
Time Time
Language structure Tense

Prediagnosis, treatment plan, adjust-
ing to diagnosis, lymphedema, diet,
surgery, chemo radiation, family
history, tumor treatment, hairloss
and appearance, postsurgery prob-
lems

Drug

Financia concerns, positive life
events, thoughts and feelings, emo-
tional reaction, emotional support

State, subjectivity

Forum communication, family and —
friends

Spiritual —
Routine and schedule —

— Length, negation, part-of-speech,
advice pattern, question pattern

Steps 3 and 4: Construction and Performance of Machine
Learning Models

Our task was a machine learning regression problem. We built
7 machine learning regression equations to predict in each
message the mean of the Turkers judgments of the amount of
emotional or informational support, question asking, or
self-disclosure (see the judgment dimensionslisted in Table 5).
The predictor variables were the dictionaries and other features
listed in Textbox 1 and the story feature. We used Weka, a
machine learning toolkit, to build the support vector machine
regression models (SMOreg) [35]. The 1000 thread starters or
their first replies coded by MTurk workers were randomly
partitioned into atraining set (80%), a development set (10%),

http://www.jmir.org/2015/4/e99/

and a test set (10%). The training set was used to build the
models. The devel opment set was used to eval uate the accuracy
of different configurations of the models and variations in the
features used. Once the models achieved good performance on
the devel opment data, we used the test set to evaluate how well
the final regression equations performed. We evaluated the
predictions using the Pearson product moment correlation
between the human-coded ratings and machine measurements
for the 100 messagesin the test sample. The agreement between
the human-coded ratings and machine measurements was .65
averaged across the 7 dimensions and ranged from .85 for
informational support provision to .44 for positive emotional
self-disclosure. Table 5 shows the evaluation results for each
support-related construct.
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Table 5. Accuracy and features for 7 machine learning models.

Machine learning model and top 10 features Accuracy (Pearson r)2 Feature weight of SM Oregb
Positive emotional self-disclosure 44
Positive emotion 0.32
Word count per sentence 0.28
Religion 0.25
<Please + VERB> -0.21
Sentence count 0.16
<SUBJECT_| + positive ADJECTIVE> 0.13
Negation -0.10
We 0.07
Financial concerns -0.07
Strong subjectivity 0.07
Negative emotional self-disclosure .59
Anxiety 1.18
Anger 0.51
<SUBJECT_I> 0.40
Sadness 0.28
<SUBJECT_| + negative ADJECTIVE> 0.27
Death 0.23
Negation 0.18
Strong subjectivity 0.17
Word count per sentence 0.14
Sentence count 0.14
Positive informational self-disclosure 45
Positive emotion 0.31
Religion 0.27
Sadness -0.25
Sentence count 0.25
Word count per sentence 0.23
<Please + VERB> -0.20
<SUBJECT _| + positive ADJECTIVE> 0.16
Routine and schedule 0.13
Biological processes -0.13
Auxiliary verb -0.12
Negative infor mational self-disclosure .64
Anxiety 0.42
Sentence count 041
Any 0.32
Biological processes 0.28
Tumor treatment 0.26
<SUBJECT_I> 0.26
<SUBJECT_| + positive ADJECTIVE> -0.25
Anger 0.24
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Machine learning model and top 10 features Accuracy (Pearson r)2 Feature weight of SM Oregb
| 0.23
Lymphedema 0.21

Question asking .78
Sentence count -0.82
Religion -0.72
Word count per sentence -0.64
Positive emotion -0.59
Question marks 0.52
Any 0.50
Proper nouns -0.40
<Please + VERB> 0.36
Spiritual -0.30
Negation 0.27

Emotional support provision .81
Sentence count 0.55
Emotional support 0.46
We 0.45
She/He -0.44
You 0.37
Question marks -0.33
Strong subjectivity 0.24
Adjusting to diagnosis 0.23
Beverbs 0.23
Positive life events -0.23

Informational support provision .85
Sentence count 113
Word count per sentence 0.38
Question marks -0.33
Spiritual -0.26
Postsurgery problems 0.22
| -0.20
<If + you> 0.20
Strong subjectivity -0.19
Forum communication -0.17
Tumor treatment 0.16

8Theaccuracy correlationisthe Pearson product moment correlation between the average of 10 human judgments and the output of the machinelearning
model.
b The output feature weight of the support vector machine regression model shows the strength of the association between the presence of afeaturein
amessage and human judgments of that message.

Table 5 also presents the 10 most important features associated
with each model. Each number in the tabl e represents an output
weight of the support vector machine regression model showing
the strength of the association between human judgments and
machine predictions. For example, the occurrence of religion
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wordsfrom LIWC was apositiveindicator of positive emotional
self-disclosure (weight=.25) but a negative predictor of asking
questions (weight=—72). In Table 5, features listed in angle
brackets indicate patterns (eg, SUBJECT | indicates a pattern
with the pronoun “1” in the subject position in the sentence),
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whereas other features are names of LIWC or LDA-derived
dictionaries.

Giventhe adequate validity of all these models, wethen applied
them to measure the amount of emotional and informational
support, self-disclosure, and question asking for each of the 1.5
million messages in our dataset (Step 5).

Results

Machine-Coded Versus Human-Coded Data

Using machine-coded data from 58,357 thread starters that
received at least 1 reply, we sought to partially replicate the

Wang et al

analyses presented in part 1 (Figure 2) which tested the
hypothesesthat self-disclosure dlicits emotional support whereas
questions elicited informational support. We did not attempt to
replicate the mediation analysis from Figure 3 using
machine-coded data because the lower-level language features
predicting perceived support needs would be the same as those
predicting self-disclosure and question asking, producing
problems of common method variance. Table 6 shows the
descriptive statistics and correl ations among the variables used
in the model.

Table 6. Descriptive statistics and correlations among constructs using machine learning (N=58,357 discussion threads).

Variable? Mean (SD) 1 2 3 4 5 6

1. Positive emotional disclosure 1.27 (0.26) 1

2. Negative emotional disclosure 2.29 (1.08) 19 1

3. Positive informational disclosure 1.67 (0.41) .83 14 1

4. Negative informational disclosure 3.69 (1.26) -.05 67 .04 1

5. Question 5.26 (1.29) -53 16 -48 5 1

6. Provide emotional support 2.64 (1.06) .24 23 24 A7 =13 1

7. Provide informational support 2.95(1.18) -22 .08 -20 21 .36 -16

@ All variables were estimates from machine learning models predicting the amount a message contained the constructs in the first column, rated on a
7-point Likert scale where 1=not at all and 7=very much. The self-disclosure and question measures were based on the thread-starting message, whereas
the measures of emotional and informational support were based on the first reply received in the thread.

Figure 4 is the path model showing the results in which the
language features in the thread-starting posts were used to
predict the amount of emotional and information support
provided in the first reply. The results reported are similar to
those obtained if we used the average amount of support
provided in thefirst 5 replies. Thismodel fit the data very well
according to both the CFl (CFI=0.998) and the RMSEA
(RMSEA=0.016).

Most results from this large sample of machine-coded data
replicated those from the small sample of human-coded data.
The model showed that the more any of the 4 types of
self-disclosure occurred in the thread-starting message, the more
thefirst reply contained emotional support (all P<.001), although
the effect for positive emotional self-disclosure was not
significant (P=.10) in the model of human-coded data.
Specifically, in eiciting emotional support, the effect of negative
informational self-disclosure (beta=.18, SE 0.01) was stronger

http://www.jmir.org/2015/4/e99/

than the effect of either positive emotional self-disclosure
(beta=.09, SE 0.01) or negative emotional self-disclosure
(beta=.10, SE 0.01), which in turn were stronger than the effect
of positive informational self-disclosure (beta=.06, SE 0.01).
However, these comparisons of effect strength should be treated
with caution given high correlations among some constructsin
Table 6 (eg, the correlation between positive emotional and
positive informational self-disclosure was .83). As with the
human-coded dataset, when the thread starter asked questions,
thereply contained less emotional support (beta=—17, SE 0.01)
but more informational support (beta=.29, SE 0.01). Positive
informational self-disclosure seemed to depress informational
support  (beta=—06, SE<0.00). Negative informational
salf-disclosure seemed to elicit informational support (beta=.07,
SE<0.00), athough this association was not significant in the
human-coded dataset, presumably because of the small sample
size.

JMed Internet Res 2015 | vol. 17 | iss. 4 | €99 | p. 15
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH

Wang et a

Figure 4. Path model showing the analysis of the social support communication process based on machine-coded data. €1 and €2 indicate error terms.

All Pvalues <.001.

Discussion

Results from both parts 1 and 2 are consistent with the thesis
that different conversational strategieslead to receiving different
types of social support. Peoplereceived information and advice
when they explicitly requested it, whereas they received
emotional support when they disclosed more detail s about events
intheir lives and their thoughts and feelings, especially negative
ones. Using distinct methods—a small sample of hand-coded
data and alarge sampl e of machine-coded data—these parts of
the research reached similar conclusions about the relationship
between language people used in soliciting support and the kind
of support they received. However, conclusions drawn from
machine learning models can be more precise because of their
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larger sample sizes. For example, the sign for the influence of
positive emotional self-disclosure on receiving emotional
support was the same in the human-coded and machine-coded
datasets but only achieved statistical significance in the latter
because of the greater statistical power associated with amuch
larger sample of conversations. These results suggest that
machine coding of conversational data can add value beyond
what can be learned from human-coded data.

Why is emotional support asked for indirectly, whereas
informational support is requested directly? One explanation
for the greater use of indirect strategiesfor soliciting emotional
support is that the support may be perceived as less valuable if
one needsto ask for it. A major goal of emotional support isto
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show that the provider cares for the recipient. Simply noticing
that the recipient needs support and providing it may itself
evidence of caring. Therefore, relatively spontaneous offers of
emotional support may be seen as demonstrating more caring
than do responsesthat were explicitly requested by the recipient.
In contrast, the value of information or advice is based on the
quality of the information offered and not how it was solicited.
The quality of thisinformationisnot diminished if it isexplicitly
asked for.

A related explanation is based on the causal attributions people
are likely to make if they fail to receive the support they seek.
Our data show that people generally receive the type of support
they solicited, with moderate correlations between seeking and
receiving informational support (r=.37) and between seeking
and receiving emotional support (r=.31). However, people
sometimes received support that did not match their intent or
received no responses at all. If someone seeks informational
support from the community and does not receiveit, aplausible
attribution isthat no onein the community who read the request
knew the answer. However, because responses to emotional
support requests may be seen as generic expressions of concern,
aplausible attribution for failing to receive emotional support
when it was requested is that no one in the community cared
enough to offer an expression of concern. Thus, requesters might
hedge their emotional requeststo maintain theillusion that they
are“careworthy” evenif they fail to receive support and perhaps
also to maintain theillusion that other community membersare
“caring” even if they fail to provide support [43].

A final reason for why people ask explicit questions to elicit
informational support but ask for emotional support more
implicitly isthat people seeking informational support may have
an easier task defining what they are looking for than do those
seeking emotional support. Informational support seekers want
answers to specific questions about treatments, medications,
symptoms, and problems of daily living. For example, in our
corpus, they wanted to know if it is dangerous to own a cat
when one has breast cancer, how long depression lasts after a
diagnosis of breast cancer, who are the good doctors in a
location, or whether to get reconstructive surgery after breast
removal. These people know what kind of information or advice
they are seeking and hence can ask for it directly. However,
people seeking emotional support may be uncertain about
exactly what responses they want. When seeking emotional
support, people use phrases such as “1 am frightened about the
side effects of the chemo and I’'m worrying about how it will
affect me”’ or “My friend has just been diagnosed with breast
cancer, she is not even 32 years old” or “Terrified of what |
have. | am 8 months past radiation and | have thisweird swelling
on the side of my ribs.” Although these people may have strong
needsfor comfort, reassurance, or social comparison, they may
not be able to articulate the form of support that would relieve
their distress. Asaresult, they may disclose their inner turmoil
or the negative events in their lives but fail to request specific
types of support because they do not know what to ask for.
Instead, they leave it to other members of the community to
diagnose their needs and respond appropriately.
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Part 3: Predicting Commitment to a
Support Community From Receiving
Social Support

Overview

Although part 2 of the research used machine learning methods
with alarge data sample to replicate and extend findings from
part 1 using a small sample, part 3 of the research shows the
value of automated coding by addressing a research question
that cannot be practicaly answered with a small
sample—namely, how exposure to support predicts group
members’ subsequent participation in the group. Herewe briefly
summarize apreviously published study in which the automated
measurement of emotional and informational support described
in part 2 was used to predict participants' length of participation
(survival) in their breast cancer support community [25].

Length of participation, an index of commitment to agroup, is
an important topic for study because it affects the outcomes of
individual members as well as the success of the group as a
whole. People who stay in an online support community longer
are more likely to receive whatever benefits it provides.
Moreover, members who remain in the group are resources to
fellow members. They share information, provide help, and
form socid ties with others, and shift over time from being
seekers of support to being providers[13,44]. The literature on
commitment to communities suggests that both informational
and emotional support should increase commitment because
participants are likely to consider them important benefits of
parti cipation and evidence indicates that received and anticipated
benefitsincreasethe likelihood that memberswill remaininthe
group [45].

M ethods

Overview

We applied survival analysis to test the hypothesis that people
who were exposed to more support remained in support
communities longer, controlling for the nonsupportive
communication they received. Survival analysisis a statistical
techniquefor investigating influences on time-rel ated outcomes,
such as whether and when an event occurs. In this study, the
event of interest wasthetime until amember |eft the community
(or conversely, the length of time the person continued
participating). The analysis predicted length of participationin
support communities from exposure to emotional and
information support and other control variables. Because in
most online groups the probability of leaving is much higher
early in members’ tenure in the group than later on, we used
parametric regression survival anaysis with time varying
independent variables, assuming a Weibull distribution of
survival times. The analysis was implemented using the Stata
version 13 (StataCorp LP, College Station, TX, USA) streg
maximum likelihood estimation for parametric regression
survival-time model with multiple records per participant.

Sample

The datawe collected did not contain information about which
messages people read, but only those they posted. To estimate
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the amount of support people were exposed to, we assumed that
peopleread all the messagesin the threads to which they posted
intheweek they posted. Thus, the survival analysiswas limited
to the 30,301 people who posted at least 1 message because
without overt behavior it wasimpossible to estimate the amount
of support that they viewed. With this volume of
data—approximately 30,000 members exposed to approximately
half a million messages—it would be impractical to manually
code al the posts. Therefore, our measures of exposure were
based on the machine-coded measures of emotional and
information support described in part 2.

Measuring Dropout

We considered the timestamp of the first post by each member
as the starting date for participating in the breast cancer
discussion forums. Moreover, we assumed that a participant
left the community if they failed to post again within 12 weeks
of their last post. According to these criteria, auser could drop
out from the group and regjoin it multiple times. The results
reported subsequently were the sameif we assumed that people
left the group only once. Because people whose last post was
within 12 weeks of the end of data collection could still be
participating, we treated them as right censored.

Predictor Variables

Post count exposure was the total number of posts to which a
user was exposed, assuming the user read all the messages
posted in threads during the week the user posted. It is the
number of postsin the same week and thread in which the user
had posted a message.

Table 7. Results of the survival analysis.

Wang et al

Exposure to emotional and informational support for a user
were the mean levels of machine-coded emotional and
informational support, respectively, averaged over all messages
posted in the same week and thread in which the user had posted

amessage.

Has a profile was a binary measure that indicated whether a
user created a profile page (1) or not (0). A total of 31.19%
(9,452/30,301) had done so.

Percent thread starters was the percentage of an individua’s
postsin aweek that werethread starters (ie, the number of thread
starters a user posted in aweek divided by the total number of
posts for that user in that week). We included this variable
because people who start conversations may be different from
those who participate in conversations started by others.

Results

Table 7 and Figure 5 show the results of the survival analysis.
Effects are reported in terms of the hazard ratio, which is the
effect of unit increase in an explanatory variable on the
probability of participants leaving the community in any
particular week. Because all explanatory variables except “has
aprofile’ were standardized, the hazard ratio was the predicted
change in the probability of dropout for a unit increase in the
predictor (ie, has a profile changing from zero to 1 or the
continuous variable increasing by a standard deviation when
all the other variables are at their mean levels). A hazard ratio
greater than 1 indicates an increased probability of leaving,
whereas aratio lessthan 1 indicates an increased probability of

staying.

Predictor variables Hazard ratio SE P
Has aprofile 0.511 0.010 <.001
% Thread starters 0.853 0.010 <.001
Post count exposure 0.343 0.012 <.001
Emotional support exposure 0.665 0.008 <.001
Informational support exposure 1.048 0.012 <.001
Post count exposure x emotional support exposure 0.493 0.011 <.001
Post count exposure x informational support exposure 0.953 0.020 .02

In interpreting the hazard ratio, the comparison consisted of members with no profiles who were exposed to an average number of messages containing
average levels of emotional and informational support. The hazard ratio value of .51 for has a profile meant that members with a profile were 49% more
likely to continue to participate than those without a profile (100%— 100%* 0.51]). Those who started more threads in aweek were 15% more likely to

continue participating than those who merely responded to others’ posts.

The hazard ratio for post count exposure indicated that survival
rates are 66% higher for those who saw a standard deviation
more messages than average, when all other variables were at
their average levels. Those who were exposed to an average
number of messages containing an average of a standard
deviation more emotional support were 33% more likely to
remain in the group. In contrast, those who were exposed to
messages containing an average number of messages with an
average of a standard deviation more informational support
were 5% morelikely to leave the group. Theinteraction between
number of messages and type of support showed that the

http://www.jmir.org/2015/4/e99/

differential effects of emotional versus informational support
were greater when people were exposed to more messages.
Those who were exposed to a standard deviation more messages
with a standard deviation more emotional support were 50%
more likely to remain in the group, whereas those who were
exposed to a standard deviation more messages with a standard
deviation more informational support were 5% more likely to
leave. The effects of being exposed to more messages and to
messages with more emotional support were substantively
powerful. For example, based on the survival analysisin Table
7, after 90 days only 3% of those exposed to an average number
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of messageswith an average amount of emotional support would
be expected to be activein the groups. In contrast, over 10 times
as many (35%) would be expected to be active if they were
exposed to a standard deviation more messages at average

Wang et al

support levelsand over 20 times more (67%) would be expected
to be active if they were exposed to a standard deviation more
messages containing a standard deviation more than average
emotional support.

Figure5. Survival curves for members exposed to different numbers of posts and type of socia support. Note: although receiving more informational
support was reliably associated with lower longevity on the site, the effect was small and the lines representing high informational support cannot be
visually distinguished from the lines representing average informational support.
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There are severa plausible explanations for why emotional
support was associated with remaining in the group whereas
informational support was associated with leaving. It may be
that many informational needs are short-term. Asaresult, people
who have informational needs and receive information from
others have these immediate needs met and have little reason
to return, just as one might not continue perusing a dictionary
after looking up a definition. On the other hand, the need for
emotional support may be longer term and require multiple
interactions to be fulfilled. Another possibility is that people
who seek emotional support are themselves more social and
predisposed to appreciate the encouragement and social
comparison the community offers, whereas seekers of
information are not. Finally, factual information exchanged in
unmoderated health support communities may lack the accuracy,
credibility, and usefulness of information from vetted sources,
such as physicians or websites run by the American Cancer
Saciety. For thisreason, peopl e exposed to informational support
may leave because of their negative evaluation of the
information they receive. In contrast, emotional support obtained
in acommunity may be perceived as more val uable because the

http://www.jmir.org/2015/4/e99/

others on the site cannot be duplicated outside the group.

Summary and Conclusion

The exchange of social support in online support communities
is adynamic communication process in which people actively
seek out and then receive support. This study shows that
different conversational moves are associated with receiving
emotional and informational support in a cancer support
community. When peopl e self-disclose about their experiences,
especially negative ones, and when they report on their negative
thoughts and feelings, others provide them with emotional
support. In contrast, when people ask questions and talk about
negative but not positive events in their lives, others provide
them with informational support. In addition, the support people
receive is associated with their continued participation in a
support community. They are more likely to continue
participating after being exposed to more messages and to
messages with higher emotional support, but they are more
likely to leave after being exposed to messages with higher
informational support.

In addition to these substantive results, our research
demonstrated the value of automated coding of online
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conversations. Most studies of communication in support
communitiesare based on hand coding relatively small samples
of conversations. Using machine learning techniques in part 2,
we were able to largely replicate findings based on human
coding and also to discover relationships that underpowered
human-coding studies did not find. In addition, part 3 used
automated coding to conduct analyses that would be infeasible
with human coding; namely, examining how exposure to more
than half amillion messages over a10-year period isassociated
with over 30,000 participants commitment to online support
communities.

We also provided an overview of how to use modern machine
learning and language analysis techniques to better understand
interactions in online health support communities and other
online communities. Although previous researchers have shown
that it isfeasible to automate sometext analysis of conversations
in online support communities and to produce machine coding
results that partially mirror human-coding results, most failed
to provide enough details about their methods to alow a
skeptical researcher to challenge assumptions they made or to
replicate their work. To rectify this shortcoming in the literature,
we provided substantial information about machine learning
models designed to automatically identify self-disclosure,
guestion asking, and emotional and informational support in
breast cancer discussion forums. The performance of our models
for predicting social support concepts shows that it is feasible
to use computer programs to automatically analyze
conversations in online support communities. In particular, we
believe that the feature set we used can be fruitfully applied to
build predictive models for social support using other health
support datasets. LIWC and the linguistic features can be
directly applied because they are generic in the sense that they
are not tailored to any specific domain. The main work
researchers would need to do when applying these methods to
another health domain isto recreate the L DA topical dictionaries
customized to the data of interest. Many tools now exist for
conducting an LDA analysis of a corpus [46,47], and this step
can be applied to a new corpus with little effort.

Limitations and Future Work

Some limitations of the current research should be noted.
Regarding the automated coding, accuracy for some constructs,
especidly the self-disclosure measures, was lower than
desirable, thereby attenuating effect sizes. Althoughitispossible
to adjust effect size estimatesfor attenuation [48], future efforts
should be made to improve the measurements, perhaps by
adding additional language features or features reflecting the
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posters' past behavior. In addition, the ground truth labels for
developing the machine learning models were based on
annotations provided by MTurk workers who were not the
people requesting or receiving support. A natural next step is
to validate thelabels provided by the M Turk workerswith labels
provided by the people actually providing or receiving support.

Furthermore, although our current analysiswas based on alarge
corpus of data from 66 forums, we only examined a single
disease (breast cancer) in a single online health support site.
Other online health support communities might produce different
patterns. For example, the positive effect of self-disclosure on
emotional support provision in a prostate cancer support
community might be different because men are less likely to
talk about their thoughts and feelings and, when they do
self-disclose, their behavior might be more notable. Further
research studying other online support communities can help
us better understand and confirm our findings.

Finally, although our findings suggest that peopl e use different
language strategies to get informational and emotional social
support and that exposure to informational and emotional social
support has different effects on commitment, our analyses are
correlational. We know that solicitation attempts precede the
provision of support and that exposure to support precedes the
decision to leave or stay in the group, but we have not
demonstrated either that the messages we labeled as support
elicitations are actually requesting support, that the messages
welabeled as providing support actually do so, or that language
in thread-starting messages or replies actually causes othersto
act differently. Laboratory or field experiments that manipulate
support language are needed to test whether the correlational
relationships we observed represent causal relationships.

Although the current research used automated coding of support
language to better understand the conversational dynamicsin
health support communities, these same techniques could be
used to improve the way these communities function. Using
filtering techniques common in online social networking sites,
such as Facebook, it would be possible to increase thelikelihood
that support-seeking messages are seen by those people who
are able to provide it. For example, using the automatic
classification procedureswe have described, it would be possible
to automatically identify messages that are seeking a certain
type of support but that do not receive it during the 24-hour
window when over 80% of messages receive replies. These
messages could then be sent by email to othersin the community
who have been recently active and have responded to similar
messages in the past.
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