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Abstract

Background: Although many people with serious diseases participate in online support communities, little research has
investigated how participants elicit and provide social support on these sites.

Objective: The first goal was to propose and test a model of the dynamic process through which participants in online support
communities elicit and provide emotional and informational support. The second was to demonstrate the value of computer coding
of conversational data using machine learning techniques (1) by replicating results derived from human-coded data about how
people elicit support and (2) by answering questions that are intractable with small samples of human-coded data, namely how
exposure to different types of social support predicts continued participation in online support communities. The third was to
provide a detailed description of these machine learning techniques to enable other researchers to perform large-scale data analysis
in these communities.

Methods: Communication among approximately 90,000 registered users of an online cancer support community was analyzed.
The corpus comprised 1,562,459 messages organized into 68,158 discussion threads. Amazon Mechanical Turk workers coded
(1) 1000 thread-starting messages on 5 attributes (positive and negative emotional self-disclosure, positive and negative
informational self-disclosure, questions) and (2) 1000 replies on emotional and informational support. Their judgments were used
to train machine learning models that automatically estimated the amount of these 7 attributes in the messages. Across attributes,
the average Pearson correlation between human-based judgments and computer-based judgments was .65.

Results: Part 1 used human-coded data to investigate relationships between (1) 4 kinds of self-disclosure and question asking
in thread-starting posts and (2) the amount of emotional and informational support in the first reply. Self-disclosure about negative
emotions (beta=.24, P<.001), negative events (beta=.25, P<.001), and positive events (beta=.10, P=.02) increased emotional
support. However, asking questions depressed emotional support (beta=–.21, P<.001). In contrast, asking questions increased
informational support (beta=.38, P<.001), whereas positive informational self-disclosure depressed it (beta=–.09, P=.003).
Self-disclosure led to the perception of emotional needs, which elicited emotional support, whereas asking questions led to the
perception of informational needs, which elicited informational support. Part 2 used machine-coded data to replicate these results.
Part 3 analyzed the machine-coded data and showed that exposure to more emotional support predicted staying in the group
longer 33% (hazard ratio=0.67, P<.001), whereas exposure to more informational support predicted leaving the group sooner
(hazard ratio=1.05, P<.001).
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Conclusions: Self-disclosure is effective in eliciting emotional support, whereas question asking is effective in eliciting
informational support. Moreover, perceptions that people desire particular kinds of support influence the support they receive.
Finally, the type of support people receive affects the likelihood of their staying in or leaving the group. These results demonstrate
the utility of machine learning methods for investigating the dynamics of social support exchange in online support communities.

(J Med Internet Res 2015;17(4):e99) doi: 10.2196/jmir.3558
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Introduction

Background
A high percentage of people with chronic or life-threatening
diseases use online resources to obtain information about their
condition and ways to cope with it. Although informational
websites are the most popular, many people—especially cancer
patients and survivors—participate in online health support
communities [1,2]. A recent meta-analysis suggested that online
support communities are effective in decreasing depression and
increasing self-efficacy and quality of life [3]. Although several
clinical trials suggest that participation in Internet-based support
communities improves emotional well-being (eg, [4,5]),
conclusions are ambiguous because most interventions have
multiple components of which support group participation is
only a part [6]. Moreover, research also shows that support
interventions often do not provide the benefits they were
designed to produce (eg, [7]). Thus, much remains to be learned
about when and why support is effective in online communities.

Of the several categories of social support that have been
identified in offline and online communities, emotional and
informational support have received the most theoretical and
empirical attention. Ridings and Gefen [8] reported that 76%
of people who join online health communities do so to exchange
emotional and informational support. Emotional support refers
to the provision of caring, sympathy, or encouragement, whereas
informational support refers to the provision of information or
advice. Evidence in offline settings indicates that cancer patients
seek out emotional support [9] and claim that it is especially
helpful [10]. And research suggests that peer discussion focusing
on emotional support enhances cancer patients’ psychological
adjustment [11,12]. Participants in cancer support communities
also exchange information and advice about diagnoses,
treatments, adverse effects, relations with physicians, financial
problems, and so on. And research suggests that information
exchanged in offline support groups is associated with
improvement in psychological well-being [13].

Interestingly, most research on social support, both offline and
online, has focused on its physical and psychological effects,
rather than on how it is elicited. For this reason, very little is
known about the strategies that people use to seek support from
others. This is surprising because the exchange of support is a
dynamic communication process involving actions by support
seekers and support providers [14]. During support elicitation,
support seekers use a variety of techniques to indicate their need
for support. During support provision, support providers
recognize seekers’ behavior as requests for support and decide
how to respond.

Strategies for Obtaining Social Support
The Social Support Activation Model [15] categorizes
support-seeking behaviors along 2 dimensions: (1) direct versus
indirect elicitation and (2) verbal versus nonverbal elicitation.
In online environments, where communication is verbal, a direct
elicitation strategy might involve asking a question about a
medication, whereas an indirect strategy might involve
expressing fear about a diagnosis. Moreover, there is suggestive
evidence that these 2 kinds of strategies may be used to elicit
different kinds of support. For example, prior research suggests
that participants in online support communities ask questions
to get factual information [16] and that focused questions are
more effective in getting useful answers than are open-ended
ones [17]. In contrast, to elicit emotional support, participants
often tell narratives about their disease and their emotional
reactions to it [16,18]. The goal of this research is to further
clarify the process by which members of online cancer support
communities obtain informational and emotional support from
other members of their group.

An important feature of our research is its reliance on automated
techniques for analyzing a large number of conversational
exchanges between community members. Most studies on
communication in support communities are based on hand
coding relatively small samples of messages (eg, [16,18-22]).
Even Meier and colleagues’ [21] relatively ambitious effort
only coded emotional and informational support in
approximately 3000 messages. Because online support
communities usually generate large numbers of posts, it is
impractical to hand code all messages. Previous research has
shown that it is feasible to partially automate some text analyses
of conversations in online support communities (eg, [23,24]),
but there has been little effort to fully automate the analysis of
large numbers of messages in these communities.

Utilizing large-scale data and computer-aided content analysis
is valuable for 3 reasons. First, because machine learning models
can usually be easily replicated, they enable researchers
interested in similar research questions to deploy comparable
methods to challenge, verify, or extend others’ results. Second,
the large-scale data that can be analyzed by machine learning
methods allow researchers to answer more subtle research
questions, conduct finer-grained analyses, and examine
longer-term interaction patterns among participants. For
example, using data from almost 60,000 exchanges from more
than 30,000 participants in a breast cancer support community
over a 9-year period, we have shown that being exposed to
emotional and informational support has different effects on
members’ subsequent participation in the group [25]. Third,
computer-aided content analysis opens up opportunities for
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real-time interventions. For example, an online support
community can use an automated model to detect the type of
support an author of a particular post is seeking and then direct
that person to discussions or other participants most relevant to
his or her need.

In this paper, we use archival data to examine the relationships
between the conversational moves people make in
thread-starting posts and the amount and type of support they
receive in response to them. In part 1, we conducted the analysis
using a relatively small sample of approximately 1000
hand-coded conversational threads. In part 2, we replicated these
results using machine learning algorithms to analyze more than
67,000 conversational threads. These algorithms use statistical
procedures analogous to multiple regression to correlate
language characteristics of messages with human judgments of
them [26]. Specifically, part 2 describes techniques to
automatically identify the extent to which messages exchanged
in breast cancer discussion forums sought and provided
emotional and informational support. Parts 1 and 2 test
hypotheses suggested by, but not rigorously tested in, prior
studies: (1) self-disclosure of support seekers elicits emotional
support, whereas (2) asking questions elicits informational
support. Finally, part 3 demonstrates additional benefits of
automated coding by briefly reviewing previously published
analyses showing that the type of support participants are
exposed to predicts their continued participation in the group.

Conceptual Model
Figure 1 shows the model underlying our research. The model
posits that different elicitation strategies on the part of support
seekers (personal self-disclosure vs asking questions) produce

different kinds of support from providers (emotional support
vs informational support, respectively). Moreover, the model
posits that this effect is mediated by the perceived needs of the
support seeker. More specifically, the model posits that
self-disclosure, irrespective of its content (emotional,
informational) or valence (positive, negative), leads to perceived
emotional needs, which in turn elicit emotional support. In
contrast, asking a question leads to perceived informational
needs, which in turn elicit informational support.

In this model, we hypothesize that the effects of elicitation
strategies on support are mediated by the perceived needs of
the support seeker. This hypothesis is important because, without
such a process, a relationship between a seeker’s behavior and
others’ responses could be interpreted as behavioral mimicry.
Behavioral mimicry is a well-established phenomenon in human
communication [27]; it occurs for both language (eg, [28]) and
nonverbal behavior (eg, [29]), and it leads to better language
understanding and interpersonal rapport. In conversations in
support groups, behavioral mimicry could be confused with
attempts to meet perceived needs. For example, most types of
self-disclosure use first-person singular pronouns in
constructions such as, “Well it’s been 2 weeks since my doctor
called and gave me the results and I have been up and down
since” or “I’m a 35 y/o happily married mother of 2 and
completely and utterly shaken to my core.” People who give
emotional support by replying with their own cancer experiences
(eg, “I remember being in your place. I am only 4 months out
from bilateral mastectomy and things have improved
tremendously. Life will get better.”) are also likely to use
first-person pronouns.

Figure 1. Conceptual model of social support elicitation and provision.
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Part 1: Using Human-Coded Data to
Model How People Elicit Emotional and
Informational Support

Overview
Part 1 investigated the language strategies that support group
members use to elicit emotional and informational support and
the meditational role of their perceived needs. Because each of
the constructs in Figure 1 is based on human judgments, this
part of the study was limited to an analysis of approximately
1000 exchanges.

Methods

Research Site
We studied support conversations in a large online breast cancer
support community with a variety of communication platforms,
including discussion boards and chat rooms. The discussion
board platform was one of the most popular and active online
breast cancer support communities on the Internet. At the time
of our research, it had more than 90,000 registered members
and 66 forums organized by criteria such as disease stage (eg,
metastatic breast cancer), treatment (eg, hormonal therapy),
demographic characteristics (eg, women aged 40-60 years), and
treatment options (eg, breast reconstruction). In the forums,
members ask questions, share stories, and read posts about how
to deal with their disease. This discussion board platform is a
rich environment for studying the dynamics of online support
communities.

We collected all public posts on the discussion boards of the
online support community from October 2001 to January 2011.
During this period, the boards contained a total of 1,562,459
messages in 68,158 discussion threads. The median length of
a discussion thread was 6 messages (mean 22.9, SD 280.5). The

median life span of a thread, from the first thread-starting
message to the last, was 2 days (mean 29.3, SD 115.6). A total
of 81.12% (55,291/68,158) of thread-starting messages received
a response within 24 hours, whereas 11.42% (7785/68,158)
never received a response.

Measuring Elicitation Strategies, Perceived Support
Needs, and Support Provision
We employed Amazon Mechanical Turk (MTurk) workers to
judge how many messages from a random sample of 1000 thread
starters and their first replies contained each of the constructs
in Figure 1, such as negative informational self-disclosure or
emotional support. MTurk is an online marketplace for
crowdsourcing. It allows requesters to post jobs, called Human
Intelligence Tasks (HITs), which workers, known as Turkers,
can choose to perform. Snow et al [30] have shown that the
combined judgments of a small number (between 5 to 7) of
naïve judges on MTurk lead to ratings of texts that are very
similar to those that experts make on such dimensions as
emotions expressed, relative timing of events referred to, word
similarity, word sense disambiguation, and linguistic entailment
or implication.

We created independent tasks for judging each concept in Figure
1. One group of Turkers rated how many thread starter messages
contained self-disclosure about events in the poster’s life or her
thoughts and feelings. A second group rated how many thread
starters asked questions. A third group rated how many thread
starters sought emotional or informational support. Finally, a
fourth group was shown the first replies to the thread starters
(with the corresponding thread starters for reference) and judged
how many provided informational and emotional support. The
wording for the 9 judgments Turkers made are listed in Table
1. The Turkers made their judgments using a 7-point Likert
scale (1=none; 7=a great deal).
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Table 1. The tasks Turkers performed and the resulting intraclass correlation (ICC) for each construct.

Prompt for TurkersDefinition for TurkersICCConstruct

Emotional self-disclosure is concerned with the extent to which the
writer has discussed her feelings and emotions with others, such as hap-
piness, fears, sadness, and anger.

Emotional self-disclosure

To what extent does this message
contain positive emotional self-
disclosure?

Example of positive emotional self-disclosure: “Now that chemo is done,
I find myself waking up in the morning feeling a huge burden has been
lifted from my shoulders.”

0.90Positive emotional self-dis-
closure

To what extent does this message
contain negative emotional self-
disclosure?

Example of negative emotional self-disclosure: “I am freaked out after
reading my mammogram report.”

0.94Negative emotional self-dis-
closure

Informational self-disclosure is concerned with the extent to which the
writer has discussed her personal information with others, such as health
conditions, diagnosis results, and family status. Informational self-disclo-
sure can be related to the positive, negative, or neutral life events of the
writer.

Informational self-disclosure

To what extent does this message
contain positive informational self-
disclosure?

Example of positive informational self-disclosure: “Took family to
Cleveland Zoo for the first time in years and years.”

0.85Positive informational self-
disclosure

To what extent does this message
contain negative informational
self-disclosure?

Example of negative informational self-disclosure: “I found a lump in
my armpit about 5 weeks ago. It’s not fixed, but moveable. I have peri-
odic tingling or single sharp pains in my left breast every once in a while.”

0.91Negative informational self-
disclosure

To what extent is this message
asking a question?

When asking a question, the writer is requesting a response from the
group. Questions can be asked directly and indirectly. Examples of
questions:

“What will you go through for a small chance to live longer?”

“So I guess my question is, can a NOT dense breast, just average, have
missed tumors on imaging?”

“I am wondering if anyone has any advice on what I should do?”

“Looking for any insight others may have on this.”

0.91Asking a question

Eliciting support

To what extent is this message
seeking emotional support?

When seeking emotional support, the writer is trying to get understanding,
encouragement, affirmation, sympathy, or caring.

0.91Emotional support elicita-
tion

To what extent is this message
seeking informational support?

When seeking informational support, the writer is trying to get advice,
referrals, or knowledge.

0.95Informational support elici-
tation

There are 2 kinds of social support: emotional support and informational
support.

Providing support

How much emotional support does
this message provide?

Emotional support messages provide understanding, encouragement,
affirmation, sympathy, or caring.

0.92Provide emotional support

How much informational support
does this message provide?

Informational support messages provide advice, referrals, or knowledge.0.92Provide informational sup-
port

Ten Turkers made each judgment, with different subsets rating
each message. We aggregated workers’ responses for each
message by averaging their ratings. Turkers were paid US $0.03
per message for judging question asking and US $0.05 per
message for judging emotional self-disclosure, informational
self-disclosure, perceived support needs, and support provision.
To encourage workers to take the numeric-rating task seriously,

they also highlighted words and phrases in the message that
provided evidence for their ratings. To further control the
annotation quality, we restricted the worker pool to Turkers
who indicated a United States location and had at least of 98%
their work accepted by their previous Turk employers.

Table 2 provides descriptive statistics and correlations among
the 7 constructs judged by the Turkers.
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Table 2. Descriptive statistics and correlations among constructs coded by Turkers.

87654321Mean (SD)Variable

11.55 (0.96)1. Positive emotional disclosure

1–.062.39 (1.52)2. Negative emotional disclosure

1–.09.761.89 (1.09)3. Positive informational disclosure

1–.24.68–.173.58 (1.72)4. Negative informational disclosure

1.31–.34.06–.354.94 (2.17)5. Question asking

1–.11.58.09.79.132.75 (1.66)6. Emotional support elicitation

1–.28.88.26–.37–.06–.364.21 (2.01)7. Informational support elicitation

1–.24.49–.17.32.14.39.162.68 (1.43)8. Provide emotional support

–.17.49–.13.42.17–.23–.01–.232.93 (1.47)9. Provide informational support

Following are 2 examples from our final hand-coded dataset.
Example 1 shows a message with high emotional support and
low informational support and example 2 shows a message with
low emotional support and high informational support. The
example messages are lightly disguised using the techniques
suggested by Bruckman [31]. Although the examples illustrate
cases in which one type of support is high and the other low,
across the full hand-coded sample, the two types of support
were only weakly negatively correlated (r972=–.17, P<.001).

Example 1 (emotional support=5.7; informational support=1.0):

Julie-you have had such a difficult road, but yet you
still manage to do well in school...I am truly inspired
by you. Big cyber hugs and best wishes to you:>

Example 2 (emotional support=1.2; informational support=4.5):

Extranodal extension occurs when the tumor extends
through the wall of the lymph node. This is noted on
pathology reports, but in the main it isn’t very
significant, and isn’t used in assessing cancer stage.

We assessed the reliability of raters’ judgments using intraclass
correlations (ICC), which indicate the proportion of the variance
in judgments that can be attributed to the message being judged.
Table 1 shows the ICCs for the social support-related constructs
used in this research. We validated Turkers’ judgments by
comparing their judgments to expert judgments of the
informational and emotional support contained in 50 messages
selected from corpora studied by Meier et al [21] and Bambina
[16]. The correlations between Turkers’ and experts’ average
ratings for emotional support (r=.70) and informational support
(r=.76) were both high.

Results

Relationship Between Elicitation Strategies and Support
Provision
We first tested the hypotheses that self-disclosure elicits
emotional support whereas questions elicit informational support
using the dataset of 1000 Turker-coded messages. We used
structural equation modeling to examine the relationships
between the amount of self-disclosure and question asking in
the thread starters and the amount of emotional and
informational support provided in the first reply. Standardized
regression coefficients (β) are reported. Figure 2 is the path

model showing the results. This model fits the human-coded
data well, with the comparative fit index (CFI)=0.98 and the
root mean squared error of approximation (RMSEA)=0.062
(see [32] for rules-of-thumb for evaluating the goodness of fit
for structural equation models; a CFI>0.97 is generally
considered a good fit, whereas a RMSEA between 0.05 and
0.08 is generally considered an acceptable fit). Note that we did
not include the relationships between positive/negative
emotional self-disclosure and informational support provision
in the model because these relationships were not significant
and excluding them improved the model fit. This applied to all
the models reported in this paper.

The more thread-starting messages contained negative emotional
self-disclosure (beta=.24, SE 0.04, P<.001) and negative
informational self-disclosure (beta=.25, SE 0.04, P<.001), the
more responses to them provided emotional support. Positive
informational self-disclosure was also associated with more
emotional support in replies, although not as strongly (beta=.10,
SE 0.04, P=.02). However, positive emotional self-disclosure
was not significantly associated with more emotional support
(beta=.07, SE 0.04, P=.10). In contrast to these effects of
self-disclosure which generally increased emotional support,
asking questions was associated with receiving less emotional
support (beta=–.21, SE 0.03, P<.001).

Participants used different strategies to elicit informational
support. Thread starters were more likely to get information
and advice when they explicitly asked for it, but less likely to
receive it when they described positive events in their lives.
The more the thread starters asked questions, the more the first
reply provided informational support (beta=.38, SE 0.03,
P<.001). In contrast, when the thread starter revealed more
positive informational self-disclosure, the reply contained less
informational support (beta=–.09, SE 0.03, P=.003). Negative
informational self-disclosure was not associated with receiving
informational support (beta=.03, SE .03, P=.306). These results
are consistent with prior research indicating that asking explicit
questions and providing a rationale elicited information and
advice [33,34]. In contrast, when thread starters described
positive events in their lives, they were less likely to receive
information and advice, even if they asked questions. Perhaps
in these cases, recipients believed that the thread starter did not
really need their help, although asking for it.
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Figure 2. Path model showing the analysis of the social support communication process based on Turker-coded data. Values represent standardized
regression coefficients. ε1 and ε2 represent error terms. * P<05; ** P<01; *** P<001.

Mediation Effect of Perceived Support Needs
When people started a thread with self-disclosure and especially
when they revealed negative thoughts and feelings and negative
events in their lives, and when they refrained from asking
questions, others were likely to offer them emotional support.
However, when they asked questions and refrained from
describing positive events in their lives, others offered them
information and advice instead. We assumed these language
features lead to social support because other participants in the
community perceived them as indicators of a need for emotional
support and informational support, respectively. That is, other
members of the community treated these language features as
requests for particular kinds of support. To test this assumption,
we conducted mediation analysis to assess whether the language
features in thread-starting messages have their effects on the
emotional and information support in replies because they
signaled a desire for a particular kind of support.

Results are shown in Figure 3, which includes only the direct
paths between constructs. Although the CFI index (0.98)
indicated that the mediation model was a good fit to the data,
the RMSEA criterion (0.119) was problematic. As Schermelleh
et al [32] noted, “it is quite difficult to decide on data-model fit
or misfit, especially if various measures of model fit point to
conflicting conclusions about the extent to which the model
actually matches the observed data...[Although rules-of-thumb
exist about what constitutes a good fitting SEM model], these
rule-of-thumb cutoff criteria are quite arbitrary and should not
be taken too seriously.” We interpret our findings as indicating
mediation. As Figure 3 illustrates, people received emotional
support when they were perceived as seeking it (beta=.30, SE

0.04, P<.001) and informational support when they were
perceived as seeking that (beta=.36, SE 0.04, P<.001). The
effects of the language features that predicted receiving either
informational or emotional support in Figure 2 were all at least
partially mediated by the perception that the author was seeking
this particular kind of support, as shown in Figure 3. The data
came from human judgments of each construct. Numbers
represent standardized regression coefficients from a structural
equation model. Only direct links between constructs significant
at P<.05 are shown. Indirect effects can be calculated by
multiplying the direct effects (eg, the indirect effects of asking
questions on receiving informational support mediated by
seeking informational support is .80*.36=.29).

Focusing on the receipt of emotional support, the effects of all
the speech acts were either partially or completely mediated by
their influence on judgments that the writer was seeking
emotional support. Negative emotional self-disclosure (writing
about sadness, fear, anger, and other negative thoughts and
feelings) was associated with receiving more emotional support,
and this effect was completely mediated by the perception that
the writer was seeking emotional support (indirect effect/total
effect=.19/.21=90%); the direct effect of negative emotional
self-disclosure on getting emotional support became
insignificant after controlling for the perception that the writer
was seeking emotional support (beta=.02, P=.74). Similarly,
the effect of positive informational self-disclosure on receiving
emotional support was partially mediated by judgments that the
writer was seeking emotional support (.03/.13=23%), leaving
a nonsignificant direct path (beta=.10, P=.07). The effect of
negative informational self-disclosure on receiving emotional
support was also partially mediated by judgments that the writer
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was seeking emotional support (.08/.23=35%). The direct effect
of negative informational self-disclosure on receiving emotional
support decreased from .25 (in Figure 2) to .15 (P<.001) when
controlling for the perception that the writer was seeking
emotional support. The negative effect of asking questions on
receiving emotional support was also partially mediated by the
judgment that the writer was not seeking emotional support
(–.04/–.14=29%). However, asking questions also had a direct
negative effect on receiving emotional support (beta=–.10,
P<.001).

Focusing on the receipt of informational support, the effects of
positive and negative informational self-disclosure and asking
questions were completely mediated by their direct influence
on judgments that the writer was seeking informational support.
Although people were likely to receive informational support
after asking questions (total effect=.26), the total effect was
mediated by the link between asking questions and seeking
information and between seeking information and receiving it
(.29/.26=112%). Similarly, 42% of the total negative association
of positive information disclosure on receiving informational
support was mediated by its association with the perception the
writer was seeking informational support (–.05/–.12=42%).

Figure 3. Direct effects of language features in a thread-starting post on the perception that the poster was seeking emotional and informational support
and on the receipt of emotional and informational support. Values represent standardized regression coefficients. ε1, ε2, ε3, and ε4 indicate error terms.
* P<.05; ** P<.01; *** P<.001.
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Part 2: Using Machine-Coded Data to
Model How People Elicit Emotional and
Informational Support

Methods

Overview
Part 2 sought to partially replicate the analyses previously
described, which were based on human coding of 1000
interactions, by using machine learning techniques to automate
the coding of 58,357 interactions. We constructed machine
learning models to automatically measure both the language
elicitation strategies posters used in their thread-starting posts
and the emotional and informational support they received in
the first reply to them. Our goal was to use machine learning
approaches to correlate characteristics of messages with human
judgments made about various elicitation strategies and the
presence of emotional and informational support. As described
subsequently, the input features included language
characteristics of the messages, such as their length, presence
of words from general and domain-specific dictionaries, syntax
features (eg, the ordering of noun and verb phrases), higher-level
semantic features (eg, the presence of advice and questions),
and questions. The outputs were numerical values representing
the extent to which a message asked questions or provided
various types of self-disclosure or support. A model was
successful if (1) its assessments of the outcomes of interest
matched those produced by human judges and (2) it was
parsimonious, using a small number of input features while
producing an accurate assessment.

Building, validating, and applying the machine learning models
involved 5 steps. First, human judges hand-coded language
strategies and support provisions in a sample of messages. Their
judgments represented the “ground truth” or “gold standard” to
which we compared the machine learning estimates. Second,
we represented the messages as a set of language features that
could be interpreted by computers and would be the input to
the machine learning algorithms. Third, we identified the best
machine learning models from a part of the hand-coded data by
iteratively testing different configurations of machine learning
algorithms and combinations of input features. Fourth, to
evaluate the performance of the final models, we applied them
to a holdout sample of data. Finally, we tested hypotheses by
applying the machine learning models to automatically code
the 58,357 thread starter–first reply pairs in the entire dataset.

Building Machine Learning Models for Social Support
Concepts
Because most health researchers will not be familiar with the
methods used to construct the machine learning models to
measure self-disclosure, question asking, and emotional and
informational support, we will describe them and their rationale
in some detail. For a general treatment of machine learning, we
refer the reader to Witten et al [35]. The processes for building
models for each construct in our model were similar, so we

illustrate the general approach by describing how to measure
the presence of emotional and informational support.

Step 1: Creating the Human-Coded Dataset

We used the annotations collected in part 1 as the human-coded
dataset for machine learning model training. The details
regarding how we obtained the human annotations were
described in part 1.

Step 2: Identifying Language Features

In the second step, messages were represented as lower-level,
computer-readable language features, which were likely to
provide cues that a text was self-disclosing, asking a question,
or offering emotional or informational support. We focused our
search for language features in domains that we believed would
reflect the topics and writing styles people use when they talk
about their disease and their relationship to it. We focused on
the 6 language domains:

1. Body: one of the most common conversational themes in
online health support communities involves patients’bodies
and how disease changes their bodies. Participants might
describe their bodily conditions to look for advice or to
share their experiences with others. Sometimes they tell
others the results of their treatment by mentioning changes
in their bodies, such as weight loss or the size of a tumor.
The discussion of the body can signal the offering of support
and not just self-disclosure.

2. Positive/negative emotions and events: revealing underlying
emotions or sharing personal life events and stories is a
way to self-disclose and provide support. Online support
participants often share personal feelings about themselves
and use language that indicates happiness, fear, anger, and
other emotional states. People also often describe positive
things that happened in their lives, such as successful
treatment, to encourage others and provide support to them.

3. Social: social relations are crucial for cancer survivors.
Their disease may change how they interact with others.
Through interaction with others, they can feel supported
and gain the strength to face their disease. In the absence
of support, they may feel abandoned.

4. Spiritual: spiritual or religious comments can provide social
support, especially for those with strong religious beliefs.
Examples of spiritual comments in this online breast cancer
community are “God bless” and “I’ll add you to my prayer
list.”

5. Time: time-related information is often mentioned in online
support discussions. For instance, cancer stages and
treatment processes involve references to time.

6. Language structures: language structures, such as sentence
structure and punctuation, can be indicators of social
support. For example, sentences that start with the pronoun
“I” are likely to be self-disclosing. And when a writer is
asking direct questions, the sentences often end with
question marks or use a verb-subject order (eg, “can you”).

To operationalize the linguistic features in the 6 domains, we
measured 3 kinds of low-level language features as summarized
in Textbox 1.
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Textbox 1. Summary of the 3 kinds of basic language features.

1. Linguistic Inquiry and Word Count (LIWC) dictionaries

• Pronoun: I, we, you, she/he, they, impersonal pronoun

• Tense: auxiliary verb, past, present, future

• Emotion: positive emotion, negative emotion (anxiety, anger, sadness)

• Other topics: cognitive mechanism, biological processes, time, religion, death

2. Latent Dirichlet allocation (LDA) topical dictionaries

• Prediagnosis, treatment plan, forum communication, adjusting to diagnosis, financial concerns, lymphedema, diet, family and friends, positive
life events, surgery, thoughts and feelings, chemoradiation, family history, emotional reaction, tumor treatment, spiritual, emotional support,
routine and schedule, hair loss and appearance, postsurgery problems

3. Syntactic and sentiment features

• Length: sentence count, word count per sentence

• Negation: not

• Part-of-speech: proper nouns, adjectives, cardinal numbers

• Advice pattern: advice verbs, <Please + VERB>, <If + you>, <You + MODAL>

• Question pattern: question marks, any, <VERB + SUBJECT>, indirect questions

• State: be verbs, stative verbs, <SUBJECT_I>, <SUBJECT_I + positive_ADJECTIVE>, <SUBJECT_I + negative_ADJECTIVE>

• Subjectivity: strong subjectivity, weak subjectivity

• Drug: FDA drugs

The first type of language feature was derived from generic
dictionaries developed by Pennebaker and colleagues [36] in
the Linguistic Inquiry and Word Count (LIWC) program, which
measures function words (especially various types of pronouns)
and topics with psychological relevance (eg, positive emotion
words, negative emotion words, cognition words). Second, we
created specialized, cancer-related dictionaries using latent
Dirichlet allocation (LDA) topic modeling. Third, we included
syntactic features of the messages. Finally, because storytelling
is itself a complicated language feature, we included a feature
that indicates whether a message reveals a story about the writer.

The LIWC program is a word counting program that calculates
the frequency with which words in a text match each of 68
predefined dictionaries representing linguistic dimensions (eg,
pronouns, tense), psychological constructs (eg, positive
emotion), and personal concerns (eg, leisure, death) [36]. Alpers
and colleagues [23] analyzed several hundred posts in an online
breast cancer community using a human rater and LIWC and
demonstrated a moderate correlation between the ratings
assigned by the rater and LIWC scores. Motivated by their work,
we included LIWC scores in our machine learning models and
considered them as baseline features. LIWC dictionaries were
selected based on their a priori relevance to social support
concepts. For example, for emotional support, words from the
we dictionary (eg, “we,” “us,” “ours”) express feeling of
companionship and solidarity, whereas those from the positive
emotion (eg, “love”) and religion dictionaries (eg, “pray”)
express encouragement. For informational support, words form
the impersonal pronoun dictionary (eg, “it”) and the present
tense dictionaries are often used to describe objective facts. We
included 17 LIWC dictionaries listed in Textbox 1.

The preceding features are generic rather than tailored to the
content of cancer-related discussions. Research on analyzing
text in support communities suggests that different topics can
signal different types of social support interactions [37]. For
example, when people use surgery-related terms, such as
reconstruction, skin, and surgeon, they are likely to be seeking
information, but when people express their fears and other
feelings, they are likely to be seeking emotional support. LDA
is a statistical generative model that can be used to discover
hidden topics in documents and the words associated with each
topic [38]. We first trained an LDA model using 30,000 breast
cancer messages randomly selected from the entire dataset. The
model was set to derive 20 latent topics. For each topic, we
chose the 500 words with the highest association with the topic
and used them to build a topic dictionary. Two experts familiar
with cancer manually assigned a label to each topic (see Table
3). Examples of topics derived from the LDA analysis include
emotional reaction (eg, “better,” “lucky,” and “sacred”), diet
(“fat,” “weight,” “food,” “exercise,” and “body”), and tumor
treatment (eg, “biopsy,” “nodes,” “positive,” and “report”).
Textbox 1 lists the 20 topics included in the LDA analysis and
Table 3 also shows the words that are most representative of
each LDA topic dictionary. Each LDA topical feature calculates
the frequency of words in a message matching its corresponding
dictionary. When the LDA procedure identified topics that
overlapped with preexisting LIWC dictionaries (eg, the LDA
family/friends dictionary overlaps the LIWC friends and family
dictionaries), we used only one of the dictionaries in the machine
learning models for reasons of parsimony.
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Table 3. Samples of vocabulary in latent Dirichlet allocation (LDA) topic dictionaries.

Sample vocabularyLDA topic

Told, appointment, wait, backPrediagnosis

Clinical, risk, medicine, therapyTreatment plan

Post, read, help, threadForum communication

Understand, trying, experienceAdjusting to diagnosis

Insurance, plan, company, payFinancial concerns

Arm, pain, swelling, fluid, areaLymphedema

Eat, weight, food, exercise, bodyDiet

Daughter, sister, wifeFamily/friends

Love, nice, happy, enjoy, funPositive life events

Breast, surgeon, mastectomySurgery

Think, remember, believeThoughts/feelings

Chemo, radiation, treatmentChemoradiation

Mom, children, age, youngFamily history

Better, lucky, scaredEmotional reaction

Biopsy, nodes, positive, reportTumor treatment

Love, god, prayer, bless, peaceSpiritual

Hope, hug, glad, sorry, best, luckEmotional support

Today, night, sleep, workRoutine/schedule

Hair, wig, grow, headHair loss/appearance

Pain, blood, tamoxifen, symptomPostsurgery problems

Sentence count and word count per sentence were features
designed to represent the length and complexity of messages.
The negation feature is the number of sentences in a message
containing negation words or phrases, such as “not,”
“shouldn’t,” or “did not.” Because some parts of speech (POS)
can signal disease-relevant information or emotion, we counted
the number of several specific POS tags. For instance,
professional labels can be signaled as proper nouns (eg, “Dr.
Smith”), emotional states can be signaled by adjectives (eg,
“happy” life), and numbers can be used to describe symptoms
or treatments (eg, “10 days since the biopsy”). We applied the
Stanford POS tagger [39] to assign POS tags for words and
extracted relevant POS features. To identify sentences involving
requests and advice, we identified several text patterns or verbs
in messages. For instance, <Please+VERB> is a pattern that
detects sentences beginning with the word “please” followed
by a verb (eg, “Please give”). <You+MODAL> is a pattern that
counts the number of sentences that start with a pronoun “you”
and are immediately followed by a modal verb expressing
possibilities (eg, “should,” “might,” “must”). Furthermore, the
advice verbs feature considered the occurrence of verbs such
as “make,” “suggest,” and “wish.” The question pattern features
were designed to count the number of both direct and indirect
question sentences in a message. There were 4 question pattern
features, including count of question marks, count of indefinite
pronouns (eg, “any,” “anyone,” “anybody”), sentences starting
with a modal verb (eg, “Does anyone know...”), and indirect
questions (eg, “I am wondering if...”). The state features were

designed to capture states that last for a while. These features
are potentially related to description of emotional states and
storytelling. We counted the number of “be” verbs (eg, “My
mom is depressed”), stative verbs (eg, “I love my mom”),
sentences starting with the subject “I” (ie, <SUBJECT_I>), and
sentences starting with the subject “I” followed by positive or
negative adjectives (ie, <SUBJECT_I + positive_ADJECTIVE>
and <SUBJECT_I + negative_ADJECTIVE>). Sentiment
features described the subjectivity of a text segment. We counted
the number of strong subjectivity words (eg, “reject,” “nervous”)
and weak subjectivity words (eg, “idea,” “suggest”) for every
message using the OpinionFinder subjectivity lexicon [40].
Finally, the number of drug terms in each message was counted,
based on an exhaustive list of medicine names collected from
the Food and Drug Administration website [41].

The binary story feature indicated whether or not the writer was
telling a personal story in the message. A linguistic expert
categorized 2200 randomly selected messages as a story or not
a story. We then built a machine learning model to predict
whether the writer of a message was or was not telling a story.
The feature set for this model included all the basic language
features described previously. The kappa agreement statistic
between human coding and computer prediction was .88, which
indicates high agreement [42]. We then applied the story model
to detect story messages in the 1.5 million messages collected
from the support community. In Table 4, the basic language
features are mapped onto the language usage domains.
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Table 4. Mapping of language features onto language usage domains.

SyntaxLDA topicsLIWCLanguage features and usage domains

DrugPrediagnosis, treatment plan, adjust-
ing to diagnosis, lymphedema, diet,
surgery, chemo radiation, family
history, tumor treatment, hairloss
and appearance, postsurgery prob-
lems

Biology processes, deathBody

State, subjectivityFinancial concerns, positive life
events, thoughts and feelings, emo-
tional reaction, emotional support

Sentiment, cognitive mecha-
nism

Positive/negative emotions and events

—Forum communication, family and
friends

PronounsSocial

—SpiritualReligionSpiritual

—Routine and scheduleTimeTime

Length, negation, part-of-speech,
advice pattern, question pattern

—TenseLanguage structure

Steps 3 and 4: Construction and Performance of Machine
Learning Models

Our task was a machine learning regression problem. We built
7 machine learning regression equations to predict in each
message the mean of the Turkers’ judgments of the amount of
emotional or informational support, question asking, or
self-disclosure (see the judgment dimensions listed in Table 5).
The predictor variables were the dictionaries and other features
listed in Textbox 1 and the story feature. We used Weka, a
machine learning toolkit, to build the support vector machine
regression models (SMOreg) [35]. The 1000 thread starters or
their first replies coded by MTurk workers were randomly
partitioned into a training set (80%), a development set (10%),

and a test set (10%). The training set was used to build the
models. The development set was used to evaluate the accuracy
of different configurations of the models and variations in the
features used. Once the models achieved good performance on
the development data, we used the test set to evaluate how well
the final regression equations performed. We evaluated the
predictions using the Pearson product moment correlation
between the human-coded ratings and machine measurements
for the 100 messages in the test sample. The agreement between
the human-coded ratings and machine measurements was .65
averaged across the 7 dimensions and ranged from .85 for
informational support provision to .44 for positive emotional
self-disclosure. Table 5 shows the evaluation results for each
support-related construct.
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Table 5. Accuracy and features for 7 machine learning models.

Feature weight of SMOregbAccuracy (Pearson r)aMachine learning model and top 10 features

.44Positive emotional self-disclosure

0.32Positive emotion

0.28Word count per sentence

0.25Religion

–0.21<Please + VERB>

0.16Sentence count

0.13<SUBJECT_I + positive_ADJECTIVE>

–0.10Negation

0.07We

–0.07Financial concerns

0.07Strong subjectivity

.59Negative emotional self-disclosure

1.18Anxiety

0.51Anger

0.40<SUBJECT_I>

0.28Sadness

0.27<SUBJECT_I + negative_ADJECTIVE>

0.23Death

0.18Negation

0.17Strong subjectivity

0.14Word count per sentence

0.14Sentence count

.45Positive informational self-disclosure

0.31Positive emotion

0.27Religion

–0.25Sadness

0.25Sentence count

0.23Word count per sentence

–0.20<Please + VERB>

0.16<SUBJECT_I + positive_ADJECTIVE>

0.13Routine and schedule

–0.13Biological processes

–0.12Auxiliary verb

.64Negative informational self-disclosure

0.42Anxiety

0.41Sentence count

0.32Any

0.28Biological processes

0.26Tumor treatment

0.26<SUBJECT_I>

–0.25<SUBJECT_I + positive_ADJECTIVE>

0.24Anger
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Feature weight of SMOregbAccuracy (Pearson r)aMachine learning model and top 10 features

0.23I

0.21Lymphedema

.78Question asking

–0.82Sentence count

–0.72Religion

–0.64Word count per sentence

–0.59Positive emotion

0.52Question marks

0.50Any

–0.40Proper nouns

0.36<Please + VERB>

–0.30Spiritual

0.27Negation

.81Emotional support provision

0.55Sentence count

0.46Emotional support

0.45We

–0.44She/He

0.37You

–0.33Question marks

0.24Strong subjectivity

0.23Adjusting to diagnosis

0.23Be verbs

–0.23Positive life events

.85Informational support provision

1.13Sentence count

0.38Word count per sentence

–0.33Question marks

–0.26Spiritual

0.22Postsurgery problems

–0.20I

0.20<If + you>

–0.19Strong subjectivity

–0.17Forum communication

0.16Tumor treatment

a The accuracy correlation is the Pearson product moment correlation between the average of 10 human judgments and the output of the machine learning
model.
b The output feature weight of the support vector machine regression model shows the strength of the association between the presence of a feature in
a message and human judgments of that message.

Table 5 also presents the 10 most important features associated
with each model. Each number in the table represents an output
weight of the support vector machine regression model showing
the strength of the association between human judgments and
machine predictions. For example, the occurrence of religion

words from LIWC was a positive indicator of positive emotional
self-disclosure (weight=.25) but a negative predictor of asking
questions (weight=–.72). In Table 5, features listed in angle
brackets indicate patterns (eg, SUBJECT_I indicates a pattern
with the pronoun “I” in the subject position in the sentence),
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whereas other features are names of LIWC or LDA-derived
dictionaries.

Given the adequate validity of all these models, we then applied
them to measure the amount of emotional and informational
support, self-disclosure, and question asking for each of the 1.5
million messages in our dataset (Step 5).

Results

Machine-Coded Versus Human-Coded Data
Using machine-coded data from 58,357 thread starters that
received at least 1 reply, we sought to partially replicate the

analyses presented in part 1 (Figure 2) which tested the
hypotheses that self-disclosure elicits emotional support whereas
questions elicited informational support. We did not attempt to
replicate the mediation analysis from Figure 3 using
machine-coded data because the lower-level language features
predicting perceived support needs would be the same as those
predicting self-disclosure and question asking, producing
problems of common method variance. Table 6 shows the
descriptive statistics and correlations among the variables used
in the model.

Table 6. Descriptive statistics and correlations among constructs using machine learning (N=58,357 discussion threads).

654321Mean (SD)Variablea

11.27 (0.26)1. Positive emotional disclosure

1.192.29 (1.08)2. Negative emotional disclosure

1.14.831.67 (0.41)3. Positive informational disclosure

1.04.67–.053.69 (1.26)4. Negative informational disclosure

1.50–.48.16–.535.26 (1.29)5. Question

1–.13.17.24.23.242.64 (1.06)6. Provide emotional support

–.16.36.21–.20.08–.222.95 (1.18)7. Provide informational support

a All variables were estimates from machine learning models predicting the amount a message contained the constructs in the first column, rated on a
7-point Likert scale where 1=not at all and 7=very much. The self-disclosure and question measures were based on the thread-starting message, whereas
the measures of emotional and informational support were based on the first reply received in the thread.

Figure 4 is the path model showing the results in which the
language features in the thread-starting posts were used to
predict the amount of emotional and information support
provided in the first reply. The results reported are similar to
those obtained if we used the average amount of support
provided in the first 5 replies. This model fit the data very well
according to both the CFI (CFI=0.998) and the RMSEA
(RMSEA=0.016).

Most results from this large sample of machine-coded data
replicated those from the small sample of human-coded data.
The model showed that the more any of the 4 types of
self-disclosure occurred in the thread-starting message, the more
the first reply contained emotional support (all P<.001), although
the effect for positive emotional self-disclosure was not
significant (P=.10) in the model of human-coded data.
Specifically, in eliciting emotional support, the effect of negative
informational self-disclosure (beta=.18, SE 0.01) was stronger

than the effect of either positive emotional self-disclosure
(beta=.09, SE 0.01) or negative emotional self-disclosure
(beta=.10, SE 0.01), which in turn were stronger than the effect
of positive informational self-disclosure (beta=.06, SE 0.01).
However, these comparisons of effect strength should be treated
with caution given high correlations among some constructs in
Table 6 (eg, the correlation between positive emotional and
positive informational self-disclosure was .83). As with the
human-coded dataset, when the thread starter asked questions,
the reply contained less emotional support (beta=–.17, SE 0.01)
but more informational support (beta=.29, SE 0.01). Positive
informational self-disclosure seemed to depress informational
support (beta=–.06, SE<0.00). Negative informational
self-disclosure seemed to elicit informational support (beta=.07,
SE<0.00), although this association was not significant in the
human-coded dataset, presumably because of the small sample
size.
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Figure 4. Path model showing the analysis of the social support communication process based on machine-coded data. ε1 and ε2 indicate error terms.
All P values <.001.

Discussion
Results from both parts 1 and 2 are consistent with the thesis
that different conversational strategies lead to receiving different
types of social support. People received information and advice
when they explicitly requested it, whereas they received
emotional support when they disclosed more details about events
in their lives and their thoughts and feelings, especially negative
ones. Using distinct methods—a small sample of hand-coded
data and a large sample of machine-coded data—these parts of
the research reached similar conclusions about the relationship
between language people used in soliciting support and the kind
of support they received. However, conclusions drawn from
machine learning models can be more precise because of their

larger sample sizes. For example, the sign for the influence of
positive emotional self-disclosure on receiving emotional
support was the same in the human-coded and machine-coded
datasets but only achieved statistical significance in the latter
because of the greater statistical power associated with a much
larger sample of conversations. These results suggest that
machine coding of conversational data can add value beyond
what can be learned from human-coded data.

Why is emotional support asked for indirectly, whereas
informational support is requested directly? One explanation
for the greater use of indirect strategies for soliciting emotional
support is that the support may be perceived as less valuable if
one needs to ask for it. A major goal of emotional support is to
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show that the provider cares for the recipient. Simply noticing
that the recipient needs support and providing it may itself
evidence of caring. Therefore, relatively spontaneous offers of
emotional support may be seen as demonstrating more caring
than do responses that were explicitly requested by the recipient.
In contrast, the value of information or advice is based on the
quality of the information offered and not how it was solicited.
The quality of this information is not diminished if it is explicitly
asked for.

A related explanation is based on the causal attributions people
are likely to make if they fail to receive the support they seek.
Our data show that people generally receive the type of support
they solicited, with moderate correlations between seeking and
receiving informational support (r=.37) and between seeking
and receiving emotional support (r=.31). However, people
sometimes received support that did not match their intent or
received no responses at all. If someone seeks informational
support from the community and does not receive it, a plausible
attribution is that no one in the community who read the request
knew the answer. However, because responses to emotional
support requests may be seen as generic expressions of concern,
a plausible attribution for failing to receive emotional support
when it was requested is that no one in the community cared
enough to offer an expression of concern. Thus, requesters might
hedge their emotional requests to maintain the illusion that they
are “care worthy” even if they fail to receive support and perhaps
also to maintain the illusion that other community members are
“caring” even if they fail to provide support [43].

A final reason for why people ask explicit questions to elicit
informational support but ask for emotional support more
implicitly is that people seeking informational support may have
an easier task defining what they are looking for than do those
seeking emotional support. Informational support seekers want
answers to specific questions about treatments, medications,
symptoms, and problems of daily living. For example, in our
corpus, they wanted to know if it is dangerous to own a cat
when one has breast cancer, how long depression lasts after a
diagnosis of breast cancer, who are the good doctors in a
location, or whether to get reconstructive surgery after breast
removal. These people know what kind of information or advice
they are seeking and hence can ask for it directly. However,
people seeking emotional support may be uncertain about
exactly what responses they want. When seeking emotional
support, people use phrases such as “I am frightened about the
side effects of the chemo and I’m worrying about how it will
affect me” or “My friend has just been diagnosed with breast
cancer, she is not even 32 years old” or “Terrified of what I
have. I am 8 months past radiation and I have this weird swelling
on the side of my ribs.” Although these people may have strong
needs for comfort, reassurance, or social comparison, they may
not be able to articulate the form of support that would relieve
their distress. As a result, they may disclose their inner turmoil
or the negative events in their lives but fail to request specific
types of support because they do not know what to ask for.
Instead, they leave it to other members of the community to
diagnose their needs and respond appropriately.

Part 3: Predicting Commitment to a
Support Community From Receiving
Social Support

Overview
Although part 2 of the research used machine learning methods
with a large data sample to replicate and extend findings from
part 1 using a small sample, part 3 of the research shows the
value of automated coding by addressing a research question
that cannot be practically answered with a small
sample—namely, how exposure to support predicts group
members’subsequent participation in the group. Here we briefly
summarize a previously published study in which the automated
measurement of emotional and informational support described
in part 2 was used to predict participants’ length of participation
(survival) in their breast cancer support community [25].

Length of participation, an index of commitment to a group, is
an important topic for study because it affects the outcomes of
individual members as well as the success of the group as a
whole. People who stay in an online support community longer
are more likely to receive whatever benefits it provides.
Moreover, members who remain in the group are resources to
fellow members. They share information, provide help, and
form social ties with others, and shift over time from being
seekers of support to being providers [13,44]. The literature on
commitment to communities suggests that both informational
and emotional support should increase commitment because
participants are likely to consider them important benefits of
participation and evidence indicates that received and anticipated
benefits increase the likelihood that members will remain in the
group [45].

Methods

Overview
We applied survival analysis to test the hypothesis that people
who were exposed to more support remained in support
communities longer, controlling for the nonsupportive
communication they received. Survival analysis is a statistical
technique for investigating influences on time-related outcomes,
such as whether and when an event occurs. In this study, the
event of interest was the time until a member left the community
(or conversely, the length of time the person continued
participating). The analysis predicted length of participation in
support communities from exposure to emotional and
information support and other control variables. Because in
most online groups the probability of leaving is much higher
early in members’ tenure in the group than later on, we used
parametric regression survival analysis with time varying
independent variables, assuming a Weibull distribution of
survival times. The analysis was implemented using the Stata
version 13 (StataCorp LP, College Station, TX, USA) streg
maximum likelihood estimation for parametric regression
survival-time model with multiple records per participant.

Sample
The data we collected did not contain information about which
messages people read, but only those they posted. To estimate
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the amount of support people were exposed to, we assumed that
people read all the messages in the threads to which they posted
in the week they posted. Thus, the survival analysis was limited
to the 30,301 people who posted at least 1 message because
without overt behavior it was impossible to estimate the amount
of support that they viewed. With this volume of
data—approximately 30,000 members exposed to approximately
half a million messages—it would be impractical to manually
code all the posts. Therefore, our measures of exposure were
based on the machine-coded measures of emotional and
information support described in part 2.

Measuring Dropout
We considered the timestamp of the first post by each member
as the starting date for participating in the breast cancer
discussion forums. Moreover, we assumed that a participant
left the community if they failed to post again within 12 weeks
of their last post. According to these criteria, a user could drop
out from the group and rejoin it multiple times. The results
reported subsequently were the same if we assumed that people
left the group only once. Because people whose last post was
within 12 weeks of the end of data collection could still be
participating, we treated them as right censored.

Predictor Variables
Post count exposure was the total number of posts to which a
user was exposed, assuming the user read all the messages
posted in threads during the week the user posted. It is the
number of posts in the same week and thread in which the user
had posted a message.

Exposure to emotional and informational support for a user
were the mean levels of machine-coded emotional and
informational support, respectively, averaged over all messages
posted in the same week and thread in which the user had posted
a message.

Has a profile was a binary measure that indicated whether a
user created a profile page (1) or not (0). A total of 31.19%
(9,452/30,301) had done so.

Percent thread starters was the percentage of an individual’s
posts in a week that were thread starters (ie, the number of thread
starters a user posted in a week divided by the total number of
posts for that user in that week). We included this variable
because people who start conversations may be different from
those who participate in conversations started by others.

Results
Table 7 and Figure 5 show the results of the survival analysis.
Effects are reported in terms of the hazard ratio, which is the
effect of unit increase in an explanatory variable on the
probability of participants’ leaving the community in any
particular week. Because all explanatory variables except “has
a profile” were standardized, the hazard ratio was the predicted
change in the probability of dropout for a unit increase in the
predictor (ie, has a profile changing from zero to 1 or the
continuous variable increasing by a standard deviation when
all the other variables are at their mean levels). A hazard ratio
greater than 1 indicates an increased probability of leaving,
whereas a ratio less than 1 indicates an increased probability of
staying.

Table 7. Results of the survival analysis.

PSEHazard ratioPredictor variables

<.0010.0100.511Has a profile

<.0010.0100.853% Thread starters

<.0010.0120.343Post count exposure

<.0010.0080.665Emotional support exposure

<.0010.0121.048Informational support exposure

<.0010.0110.493Post count exposure × emotional support exposure

.020.0200.953Post count exposure × informational support exposure

In interpreting the hazard ratio, the comparison consisted of members with no profiles who were exposed to an average number of messages containing
average levels of emotional and informational support. The hazard ratio value of .51 for has a profile meant that members with a profile were 49% more
likely to continue to participate than those without a profile (100%–[100%*0.51]). Those who started more threads in a week were 15% more likely to
continue participating than those who merely responded to others’ posts.

The hazard ratio for post count exposure indicated that survival
rates are 66% higher for those who saw a standard deviation
more messages than average, when all other variables were at
their average levels. Those who were exposed to an average
number of messages containing an average of a standard
deviation more emotional support were 33% more likely to
remain in the group. In contrast, those who were exposed to
messages containing an average number of messages with an
average of a standard deviation more informational support
were 5% more likely to leave the group. The interaction between
number of messages and type of support showed that the

differential effects of emotional versus informational support
were greater when people were exposed to more messages.
Those who were exposed to a standard deviation more messages
with a standard deviation more emotional support were 50%
more likely to remain in the group, whereas those who were
exposed to a standard deviation more messages with a standard
deviation more informational support were 5% more likely to
leave. The effects of being exposed to more messages and to
messages with more emotional support were substantively
powerful. For example, based on the survival analysis in Table
7, after 90 days only 3% of those exposed to an average number
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of messages with an average amount of emotional support would
be expected to be active in the groups. In contrast, over 10 times
as many (35%) would be expected to be active if they were
exposed to a standard deviation more messages at average

support levels and over 20 times more (67%) would be expected
to be active if they were exposed to a standard deviation more
messages containing a standard deviation more than average
emotional support.

Figure 5. Survival curves for members exposed to different numbers of posts and type of social support. Note: although receiving more informational
support was reliably associated with lower longevity on the site, the effect was small and the lines representing high informational support cannot be
visually distinguished from the lines representing average informational support.

Discussion
There are several plausible explanations for why emotional
support was associated with remaining in the group whereas
informational support was associated with leaving. It may be
that many informational needs are short-term. As a result, people
who have informational needs and receive information from
others have these immediate needs met and have little reason
to return, just as one might not continue perusing a dictionary
after looking up a definition. On the other hand, the need for
emotional support may be longer term and require multiple
interactions to be fulfilled. Another possibility is that people
who seek emotional support are themselves more social and
predisposed to appreciate the encouragement and social
comparison the community offers, whereas seekers of
information are not. Finally, factual information exchanged in
unmoderated health support communities may lack the accuracy,
credibility, and usefulness of information from vetted sources,
such as physicians or websites run by the American Cancer
Society. For this reason, people exposed to informational support
may leave because of their negative evaluation of the
information they receive. In contrast, emotional support obtained
in a community may be perceived as more valuable because the

social comparisons, empathy, and encouragement from similar
others on the site cannot be duplicated outside the group.

Summary and Conclusion

The exchange of social support in online support communities
is a dynamic communication process in which people actively
seek out and then receive support. This study shows that
different conversational moves are associated with receiving
emotional and informational support in a cancer support
community. When people self-disclose about their experiences,
especially negative ones, and when they report on their negative
thoughts and feelings, others provide them with emotional
support. In contrast, when people ask questions and talk about
negative but not positive events in their lives, others provide
them with informational support. In addition, the support people
receive is associated with their continued participation in a
support community. They are more likely to continue
participating after being exposed to more messages and to
messages with higher emotional support, but they are more
likely to leave after being exposed to messages with higher
informational support.

In addition to these substantive results, our research
demonstrated the value of automated coding of online
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conversations. Most studies of communication in support
communities are based on hand coding relatively small samples
of conversations. Using machine learning techniques in part 2,
we were able to largely replicate findings based on human
coding and also to discover relationships that underpowered
human-coding studies did not find. In addition, part 3 used
automated coding to conduct analyses that would be infeasible
with human coding; namely, examining how exposure to more
than half a million messages over a 10-year period is associated
with over 30,000 participants’ commitment to online support
communities.

We also provided an overview of how to use modern machine
learning and language analysis techniques to better understand
interactions in online health support communities and other
online communities. Although previous researchers have shown
that it is feasible to automate some text analysis of conversations
in online support communities and to produce machine coding
results that partially mirror human-coding results, most failed
to provide enough details about their methods to allow a
skeptical researcher to challenge assumptions they made or to
replicate their work. To rectify this shortcoming in the literature,
we provided substantial information about machine learning
models designed to automatically identify self-disclosure,
question asking, and emotional and informational support in
breast cancer discussion forums. The performance of our models
for predicting social support concepts shows that it is feasible
to use computer programs to automatically analyze
conversations in online support communities. In particular, we
believe that the feature set we used can be fruitfully applied to
build predictive models for social support using other health
support datasets. LIWC and the linguistic features can be
directly applied because they are generic in the sense that they
are not tailored to any specific domain. The main work
researchers would need to do when applying these methods to
another health domain is to recreate the LDA topical dictionaries
customized to the data of interest. Many tools now exist for
conducting an LDA analysis of a corpus [46,47], and this step
can be applied to a new corpus with little effort.

Limitations and Future Work

Some limitations of the current research should be noted.
Regarding the automated coding, accuracy for some constructs,
especially the self-disclosure measures, was lower than
desirable, thereby attenuating effect sizes. Although it is possible
to adjust effect size estimates for attenuation [48], future efforts
should be made to improve the measurements, perhaps by
adding additional language features or features reflecting the

posters’ past behavior. In addition, the ground truth labels for
developing the machine learning models were based on
annotations provided by MTurk workers who were not the
people requesting or receiving support. A natural next step is
to validate the labels provided by the MTurk workers with labels
provided by the people actually providing or receiving support.

Furthermore, although our current analysis was based on a large
corpus of data from 66 forums, we only examined a single
disease (breast cancer) in a single online health support site.
Other online health support communities might produce different
patterns. For example, the positive effect of self-disclosure on
emotional support provision in a prostate cancer support
community might be different because men are less likely to
talk about their thoughts and feelings and, when they do
self-disclose, their behavior might be more notable. Further
research studying other online support communities can help
us better understand and confirm our findings.

Finally, although our findings suggest that people use different
language strategies to get informational and emotional social
support and that exposure to informational and emotional social
support has different effects on commitment, our analyses are
correlational. We know that solicitation attempts precede the
provision of support and that exposure to support precedes the
decision to leave or stay in the group, but we have not
demonstrated either that the messages we labeled as support
elicitations are actually requesting support, that the messages
we labeled as providing support actually do so, or that language
in thread-starting messages or replies actually causes others to
act differently. Laboratory or field experiments that manipulate
support language are needed to test whether the correlational
relationships we observed represent causal relationships.

Although the current research used automated coding of support
language to better understand the conversational dynamics in
health support communities, these same techniques could be
used to improve the way these communities function. Using
filtering techniques common in online social networking sites,
such as Facebook, it would be possible to increase the likelihood
that support-seeking messages are seen by those people who
are able to provide it. For example, using the automatic
classification procedures we have described, it would be possible
to automatically identify messages that are seeking a certain
type of support but that do not receive it during the 24-hour
window when over 80% of messages receive replies. These
messages could then be sent by email to others in the community
who have been recently active and have responded to similar
messages in the past.

Acknowledgments
This research was supported by NSF grant IIS-0968485. We want to thank Dong Nguyen who helped provide the data for this
project. Carolyn Rosé provided valuable feedback on our research and writing.

Conflicts of Interest
None declared.

References

J Med Internet Res 2015 | vol. 17 | iss. 4 | e99 | p. 20http://www.jmir.org/2015/4/e99/
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


1. Chou WYS, Hunt YM, Beckjord EB, Moser RP, Hesse BW. Social media use in the United States: implications for health
communication. J Med Internet Res 2009;11(4):e48 [FREE Full text] [doi: 10.2196/jmir.1249] [Medline: 19945947]

2. Chou WYS, Liu B, Post S, Hesse B. Health-related Internet use among cancer survivors: data from the Health Information
National Trends Survey, 2003-2008. J Cancer Surviv 2011 Sep;5(3):263-270. [doi: 10.1007/s11764-011-0179-5] [Medline:
21505861]

3. Rains SA, Young V. A meta-analysis of research on formal computer-mediated support groups: examining group
characteristics and health outcomes. Human Communication Research 2009;35(3):309-336. [doi:
10.1111/j.1468-2958.2009.01353.x]

4. Lieberman M, Golant M, Giese-Davis J, Winzlenberg A, Benjamin H, Humphreys K, et al. Electronic support groups for
breast carcinoma: a clinical trial of effectiveness. Cancer 2003 Feb 15;97(4):920-925 [FREE Full text] [doi:
10.1002/cncr.11145] [Medline: 12569591]

5. Winzelberg AJ, Classen C, Alpers GW, Roberts H, Koopman C, Adams RE, et al. Evaluation of an internet support group
for women with primary breast cancer. Cancer 2003 Mar 1;97(5):1164-1173 [FREE Full text] [doi: 10.1002/cncr.11174]
[Medline: 12599221]

6. Eysenbach G, Powell J, Englesakis M, Rizo C, Stern A. Health related virtual communities and electronic support groups:
systematic review of the effects of online peer to peer interactions. British Medical Journal 2004;328(7449):1166-1171.
[doi: 10.1136/bmj.328.7449.1166]

7. Lakey B, Lutz C. Social support and preventive and therapeutic interventions. In: Handbook of Social Support and the
Family. New York: Springer US; 1996:435-465.

8. Ridings CM, Gefen D. Virtual community attraction: why people hang out online. Journal of Computer-Mediated
Communication 2004 Nov;10(1):00 [FREE Full text] [doi: 10.1111/j.1083-6101.2004.tb00229.x]

9. Dunkel-Schetter C, Feinstein LG, Taylor SE, Falke RL. Patterns of coping with cancer. Health Psychol 1992;11(2):79-87.
[Medline: 1582383]

10. Dunkel-Schetter C. Social support and cancer: findings based on patient interviews and their implications. Journal of Social
Issues 1984;40(4):77-98. [doi: 10.1111/j.1540-4560.1984.tb01108.x]

11. Helgeson VS, Cohen S, Schulz R, Yasko J. Group support interventions for women with breast cancer: who benefits from
what? Health Psychol 2000 Mar;19(2):107-114. [Medline: 10762094]

12. Jacobs C, Ross RD, Walker IM, Stockdale FE. Behavior of cancer patients: a randomized study of the effects of education
and peer support groups. Am J Clin Oncol 1983 Jun;6(3):347-353. [Medline: 6342360]

13. Helgeson VS, Cohen S, Schulz R, Yasko J. Long-term effects of educational and peer discussion group interventions on
adjustment to breast cancer. Health Psychol 2001 Sep;20(5):387-392. [Medline: 11570653]

14. Pearlin L, McCall M. Occupational stress and marital support. In: Eckenrode J, Gore S, editors. Stress Between Work and
Family. New York: Springer US; 1990:36-60.

15. Barbee AP, Cunningham MR, Winstead BA, Derlega VJ, Gulley MR, Yankeelov PA, et al. Effects of gender role expectations
on the social support process. Journal of Social Issues 1993;49(3):175-190. [doi: 10.1111/j.1540-4560.1993.tb01175.x]

16. Bambina A. Online Social Support: The Interplay of Social Networks and Computer-Mediated Communication. New York:
Cambria Press; 2007.

17. Burke M, Joyce E, Kim T, Anand V, Kraut R. Introductions and requests: rhetorical strategies that elicit response in online
communities. In: Communities and Technologies. London, UK: Springer London; 2007:21-39.

18. Rodgers S, Chen Q. Internet community group participation: psychosocial benefits for women with breast cancer. Journal
of Computer-Mediated Communication 2005;10(4):00. [doi: 10.1111/j.1083-6101.2005.tb00268.x]

19. Cutrona CE, Russell DW. Type of social support and specific stress: toward a theory of optimal matching. In: Social Support:
An Interactional View. New York: Wiley-Interscience; 1990:319-366.

20. Hardey M. 'The story of my illness': personal accounts of illness on the Internet. Health 2002 Jan 01;6(1):31-46. [doi:
10.1177/136345930200600103]

21. Meier A, Lyons EJ, Frydman G, Forlenza M, Rimer BK. How cancer survivors provide support on cancer-related Internet
mailing lists. J Med Internet Res 2007;9(2):e12 [FREE Full text] [doi: 10.2196/jmir.9.2.e12] [Medline: 17513283]

22. Shaw BR, McTavish F, Hawkins R, Gustafson DH, Pingree S. Experiences of women with breast cancer: exchanging social
support over the CHESS computer network. J Health Commun 2000;5(2):135-159. [doi: 10.1080/108107300406866]
[Medline: 11010346]

23. Alpers GW, Winzelberg AJ, Classen C, Roberts H, Dev P, Koopman C, et al. Evaluation of computerized text analysis in
an Internet breast cancer support group. Computers in Human Behavior 2005 Mar;21(2):361-376. [doi:
10.1016/j.chb.2004.02.008]

24. Han JY, Shah DV, Kim E, Namkoong K, Lee SY, Moon TJ, et al. Empathic exchanges in online cancer support groups:
distinguishing message expression and reception effects. Health Commun 2011 Mar;26(2):185-197 [FREE Full text] [doi:
10.1080/10410236.2010.544283] [Medline: 21318917]

25. Wang YC, Kraut R, Levine JM. To stay or leave?: The relationship of emotional and informational support to commitment
in online health support groups. In: Proceedings of the ACM 2012 conference on Computer Supported Cooperative Work.

J Med Internet Res 2015 | vol. 17 | iss. 4 | e99 | p. 21http://www.jmir.org/2015/4/e99/
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.jmir.org/2009/4/e48/
http://dx.doi.org/10.2196/jmir.1249
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19945947&dopt=Abstract
http://dx.doi.org/10.1007/s11764-011-0179-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21505861&dopt=Abstract
http://dx.doi.org/10.1111/j.1468-2958.2009.01353.x
http://dx.doi.org/10.1002/cncr.11145
http://dx.doi.org/10.1002/cncr.11145
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12569591&dopt=Abstract
http://dx.doi.org/10.1002/cncr.11174
http://dx.doi.org/10.1002/cncr.11174
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12599221&dopt=Abstract
http://dx.doi.org/10.1136/bmj.328.7449.1166
http://onlinelibrary.wiley.com/doi/10.1111/j.1083-6101.2004.tb00229.x/abstract
http://dx.doi.org/10.1111/j.1083-6101.2004.tb00229.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1582383&dopt=Abstract
http://dx.doi.org/10.1111/j.1540-4560.1984.tb01108.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10762094&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=6342360&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11570653&dopt=Abstract
http://dx.doi.org/10.1111/j.1540-4560.1993.tb01175.x
http://dx.doi.org/10.1111/j.1083-6101.2005.tb00268.x
http://dx.doi.org/10.1177/136345930200600103
http://www.jmir.org/2007/2/e12/
http://dx.doi.org/10.2196/jmir.9.2.e12
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17513283&dopt=Abstract
http://dx.doi.org/10.1080/108107300406866
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11010346&dopt=Abstract
http://dx.doi.org/10.1016/j.chb.2004.02.008
http://europepmc.org/abstract/MED/21318917
http://dx.doi.org/10.1080/10410236.2010.544283
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21318917&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


2012 Presented at: ACM 2012 conference on Computer Supported Cooperative Work; Feb 11-15, 2012; Seattle, WA p.
833-842.

26. Sebastiani F. Machine learning in automated text categorization. ACM Comput Surv 2002;34(1):1-47. [doi:
10.1145/505282.505283]

27. Chartrand TL, van Baaren R. Human mimicry. Adv Exp Soc Psychol 2009;41:219-274. [doi:
10.1016/S0065-2601(08)00405-X]

28. Niederhoffer KG, Pennebaker JW. Linguistic style matching in social interaction. Journal of Language and Social Psychology
2002 Dec 01;21(4):337-360. [doi: 10.1177/026192702237953]

29. Holler J, Wilkin K. Co-speech gesture mimicry in the process of collaborative referring during face-to-face dialogue. J
Nonverbal Behav 2011 Jan 23;35(2):133-153. [doi: 10.1007/s10919-011-0105-6]

30. Snow R, O'Connor B, Jurafsky D, Ng AY. Cheap and fast---but is it good?: evaluating non-expert annotations for natural
language tasks. In: Proceedings of the Conference on Empirical Methods in Natural Language Processing. 2008 Presented
at: Conference on Empirical Methods in Natural Language Processing; October 25-27, 2008; Honolulu, HI p. 254-263.

31. Bruckman A. Teaching students to study online communities ethically. Journal of Information Ethics 2006 Nov 1;15(2):82-98.
[doi: 10.3172/JIE.15.2.82]

32. Schermelleh-Engel K, Moosbrugger H, Müller H. Evaluating the fit of structural equation models: tests of significance and
descriptive goodness-of-fit measures. Methods of Psychological Research Online 2003;8(2):23-74.

33. Arguello J, Butler BS, Joyce E, Kraut R, Ling KS, Rosé C, et al. Talk to me: foundations for successful individual-group
interactions in online communities. In: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems.
2006 Presented at: SIGCHI Conference on Human Factors in Computing Systems; April 22-27, 2006; Montréal, QC. [doi:
10.1145/1124772.1124916]

34. Burke M, Kraut R, Joyce E. Membership claims and requests: conversation-level newcomer socialization strategies in
online groups. Small Group Research 2009 Dec 11;41(1):4-40. [doi: 10.1177/1046496409351936]

35. Witten IH, Frank E, Hall MA. Data Mining: Practical Machine Learning Tools and Techniques, Third Edition (The Morgan
Kaufmann Series in Data Management Systems). San Francisco, CA: Morgan Kaufmann; 2011.

36. Pennebaker JW, Booth RJ, Francis ME. Linguistic Inquiry and Word Count: LIWC2007. Austin, TX: LIWC.net; 2007.
37. Buis LR. Emotional and informational support messages in an online hospice support community. Comput Inform Nurs

2008;26(6):358-367. [doi: 10.1097/01.NCN.0000336461.94939.97] [Medline: 19047885]
38. Blei DM, Ng AY, Jordan MI. Latent dirichlet allocation. J Mach Learn Res 2003;3:993-1022.
39. Toutanova K, Manning CD. Enriching the knowledge sources used in a maximum entropy part-of-speech tagger. In:

Proceedings of the 2000 Joint SIGDAT conference on empirical methods in natural language processing and very large
corpora: held in conjunction with the 38th Annual Meeting of the Association for Computational Linguistics - Volume 13.
2000 Presented at: Joint SIGDAT conference on empirical methods in natural language processing and very large corpora:
held in conjunction with the 38th Annual Meeting of the Association for Computational Linguistics; October 7-8, 2000;
Hong Kong p. 63-70.

40. Wilson T, Wiebe J, Hoffmann P. Recognizing contextual polarity in phrase-level sentiment analysis. In: Proceedings of
the Conference on Empirical Methods in Natural Language Processing. 2005 Presented at: Conference on Empirical Methods
in Natural Language Processing; October 6-8, 2005; Vancouver, BC p. 347-354. [doi: 10.3115/1220575.1220619]

41. US Food and Drug Adminstration. 2013. Drugs URL: http://www.fda.gov/Drugs/ [accessed 2014-05-22] [WebCite Cache
ID 6PlnaGFNM]

42. Cohen J. A coefficient of agreement for nominal scales. Educational and Psychological Measurement 1960 Apr
01;20(1):37-46. [doi: 10.1177/001316446002000104]

43. Goffman E. On face-work; an analysis of ritual elements in social interaction. Psychiatry 1955 Aug;18(3):213-231. [Medline:
13254953]

44. Preece J, Shneiderman B. The reader-to-leader framework: motivating technology-mediated social participation. AIS
Transactions on Human-Computer Interaction 2009;1(1):13-32.

45. Moreland RL, Levine JM. Socialization in organizations and work groups. In: Turner ME, editor. Groups at Work: Theory
and Research. Mahwah, NJ: Psychology Press; 2001:69-112.

46. MALLET. 2014. MAchine Learning for LanguagE Toolkit URL: http://mallet.cs.umass.edu/index.php [accessed 2014-05-22]
[WebCite Cache ID 6PlmNBAzg]

47. The Stanford Natural Language Processing Group. 2014. Stanford Topic Modeling Toolbox URL: http://nlp.stanford.edu/
downloads/tmt/tmt-0.4/ [accessed 2014-05-22] [WebCite Cache ID 6PlmvW9F2]

48. Armstrong B. Measurement error in the generalised linear model. Communications in Statistics - Simulation and Computation
2007 Jun 27;14(3):529-544. [doi: 10.1080/03610918508812457]

Abbreviations
CFI: comparative fit index
HIT: Human Intelligence Tasks

J Med Internet Res 2015 | vol. 17 | iss. 4 | e99 | p. 22http://www.jmir.org/2015/4/e99/
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1145/505282.505283
http://dx.doi.org/10.1016/S0065-2601(08)00405-X
http://dx.doi.org/10.1177/026192702237953
http://dx.doi.org/10.1007/s10919-011-0105-6
http://dx.doi.org/10.3172/JIE.15.2.82
http://dx.doi.org/10.1145/1124772.1124916
http://dx.doi.org/10.1177/1046496409351936
http://dx.doi.org/10.1097/01.NCN.0000336461.94939.97
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19047885&dopt=Abstract
http://dx.doi.org/10.3115/1220575.1220619
http://www.fda.gov/Drugs/
http://www.webcitation.org/

                                                6PlnaGFNM
http://www.webcitation.org/

                                                6PlnaGFNM
http://dx.doi.org/10.1177/001316446002000104
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=13254953&dopt=Abstract
http://mallet.cs.umass.edu/index.php
http://www.webcitation.org/

                                                6PlmNBAzg
http://nlp.stanford.edu/downloads/tmt/tmt-0.4/
http://nlp.stanford.edu/downloads/tmt/tmt-0.4/
http://www.webcitation.org/

                                                6PlmvW9F2
http://dx.doi.org/10.1080/03610918508812457
http://www.w3.org/Style/XSL
http://www.renderx.com/


HR: hazard ratio
LDA: latent Dirichlet allocation
LIWC: Linguistic Inquiry and Word Count
POS: parts of speech
RMSEA: root mean squared error of approximation
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