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Abstract

Background: There are large amounts of unstructured, free-text information about quality of health care available on the Internet
in blogs, social networks, and on physician rating websites that are not captured in a systematic way. New analytical techniques,
such as sentiment analysis, may allow us to understand and use this information more effectively to improve the quality of health
care.

Objective: We attempted to use machine learning to understand patients’ unstructured comments about their care. We used
sentiment analysis techniques to categorize online free-text comments by patients as either positive or negative descriptions of
their health care. We tried to automatically predict whether a patient would recommend a hospital, whether the hospital was clean,
and whether they were treated with dignity from their free-text description, compared to the patient’s own quantitative rating of
their care.

Methods: We applied machine learning techniques to all 6412 online comments about hospitals on the English National Health
Service website in 2010 using Weka data-mining software. We also compared the results obtained from sentiment analysis with
the paper-based national inpatient survey results at the hospital level using Spearman rank correlation for all 161 acute adult
hospital trusts in England.

Results: There was 81%, 84%, and 89% agreement between quantitative ratings of care and those derived from free-text
comments using sentiment analysis for cleanliness, being treated with dignity, and overall recommendation of hospital respectively
(kappa scores: .40–.74, P<.001 for all). We observed mild to moderate associations between our machine learning predictions
and responses to the large patient survey for the three categories examined (Spearman rho 0.37-0.51, P<.001 for all).

Conclusions: The prediction accuracy that we have achieved using this machine learning process suggests that we are able to
predict, from free-text, a reasonably accurate assessment of patients’ opinion about different performance aspects of a hospital
and that these machine learning predictions are associated with results of more conventional surveys.

(J Med Internet Res 2013;15(11):e239) doi: 10.2196/jmir.2721
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Introduction

Understanding patients’ experience of health care is central to
the process of providing care and is a fundamental pillar of

health care quality [1,2]. Traditional measures of patient
experience include surveys, and more recently, structured patient
reported outcome measures. Such approaches ask specific and
limited questions, are conducted infrequently, and are often
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expensive to administer. Today’s patients have begun to report
their health care experience on the Internet in blogs, social
networks, wikis, and on health care rating websites [3,4].
However, as this is largely unstructured, nonstandardized
free-text information, it is not captured in a systematic way.
This represents a missed opportunity for understanding patients’
experience in an increasingly “connected” world. Survey data
in the United States suggest that 85% of adults use the Internet
[5], 25% have read someone else’s experience about health on
a website or blog, and 11% have consulted online reviews of
hospitals or other medical facilities [6].

Outside health care, natural language processing of large
datasets, including sentiment analysis and opinion mining, has
been critical to understanding consumer attributes and behaviors,
for example, in election forecasting [7,8]. Sentiment analysis
enables the content of natural language—the words we write
and speak—to be examined for positive and negative opinions
and emotion [9]. If applicable to health care, these analytical
methods could permit interpretation of textual information about
patient experience on a huge scale. This information, because
of its prose nature, has avoided the analytical spotlight of
conventional quantitative analysis. Alemi and colleagues have
proposed the use of sentiment analysis of comments as real-time
patient surveys [10]. They have shown that patient comments
about specific doctors could be attributed with reasonable
accuracy to positive and negative sentiment. They further
suggest that capture of sentiment analysis should be compared
to traditional methods of assessing patient experience.

The Information Strategy for the National Health Service (NHS)
in England states that sentiment analysis of data could be a
novel source of information [11] that would be valuable for
patients in facilitating choice of hospitals. We tested this
assertion and furthered the work undertaken by Alemi and
colleagues, by analyzing a large number of free-text comments
on the main NHS website (NHS Choices). This website allows
patients to describe their treatment experiences at all hospitals
in England (and all other NHS-provided services). It is well
used, with around a million hits a day. Over a 2-year period,
each hospital had a mean average of 69 reviews [12]. These
reviews include both free-text descriptions of general experience
and Likert-scale ratings of particular aspects of care. This
presents the opportunity for a natural experiment to assess the
accuracy of sentiment analysis techniques (applied to the
free-text comments) against the patients’ own quantitative
ratings. The NHS also measures patient experience via a national
survey of hospital inpatients. If sentiment analysis techniques
are to be considered as useful tools for assessing care quality,
it is important to see whether there is an association with
traditional measures of patient experience. We therefore
compare our sentiment analysis findings to the national patient
survey, at the hospital level.

Methods

Machine Learning From Patient Comments
We applied data processing techniques to all the online free-text
comments about hospitals on the NHS Choices website in 2010.
Our purpose was to test whether we could automatically predict

patients’ views on a number of topics from their free-text
responses. A machine learning classification approach was
chosen in which an algorithm “learns” to classify comments
into categories from a given set of examples, using open-source
Weka data mining software. This software has been extensively
used in previous research and provides accurate classification
results, including in health care [13-15]. To test the accuracy
of the prediction, we compared our results to quantitative ratings
provided by the same individual patients on a Likert scale.
Free-text comments were examined in response to the questions:
“What I liked”, “What could have been improved”, and “Any
other comments”. A prediction was then made about whether
the patient would recommend the hospital or not, whether the
hospital was clean or dirty, and whether they were treated with
dignity and respect. The algorithm was trained using all
comments and ratings about hospitals left on the NHS Choices
website from 2008, 2009, and 2011 (13,802 in total) as a
learning set. Data from 2010 were used to test the predicting
accuracy of the process (6412 comments) because comparable
patient experience survey data were available for that year. The
validation set represents 31.7% of the total sample available.
We performed a single round of cross validation. All comments
left on the NHS Choices website were provided directly by the
Department of Health in England but have subsequently been
made publicly available [16].

Technical Aspects of the Machine Learning Approach
The machine learning approach had two components: (1)
pre-processing, in which data from patient comments are split
into manageable units to build a representation of the data [17],
and (2) classification, in which an algorithm decides which
category each comment falls into. A consistent set of
methodologies was applied in our machine learning process,
including a “bag-of-words” approach, “prior polarity”, and
“information gain”.

In the “bag-of-words” approach, the total body of words
analyzed (known as the corpora) is represented as a simplified,
unordered collection of words [18]. For this analysis, unigrams
(single elements or words) and bigrams (two adjacent elements
in a string of tokens, in this case, a 2-word phrase) were used
as the basic units of analysis. We extracted 5695 n-grams in
total. Higher n-grams (longer phrases) could have been used,
but the constraints were computer power and processing time.
We also included our own classification of certain words in the
machine learning approach, known as “prior polarity”. The 1000
most common single words, and the 1000 most common 2-word
phrases were extracted from the complete set of comments in
the corpora. Two researchers independently rated the sentiment
of each as positive, negative, either, or neutral separately for
each of the three domains under consideration: (1) overall
recommendation, (2) cleanliness, and (3) dignity. Where
disagreements occurred, the sentiment was discussed and
resolved between the 2 researchers. Kappa statistics for overall
ratings were .76 for 1 word and .71 for 2-word phrases. For
rating of dignity, they were .71 for 1 word and .70 for 2 words.
For rating of cleanliness, they were .52 for 1 word and .48 for
2 words. For all of these calculations, P<.001.
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A technique called “information gain” was used to reduce the
size of the bag-of-words by identifying those words with the
lowest certainty of belonging to a given class, and then removing
them—this is an approach to feature selection [19]. This
improved the computation time and also demonstrates the words
with highest predictive accuracy.

A number of different technical approaches can be taken to
classification in machine learning. We applied four different
methods, to see which gave the quickest and most accurate
results: (1) naïve Bayes multinomials (NBM) [20], (2) decision
trees [21], (3) bagging [22], and (4) support vector machines
[23]. Decision trees and bagging were carried out with REPTree
in the Weka package. Support vector machines used an RBF
Kernel. The accuracy of the prediction was compared with the
patient’s own quantitative rating by calculating, for each method,
the accuracy (the percentage of correctly predicted observations
from the total number of observations), the F measure (the
harmonic mean of precision and recall), the Receiver Operating
Characteristic (ROC), and the time taken to complete the task
were calculated. To reduce computing processing time of the
classification, we limited the words in the learning process to
the top 10,000 words by frequency. All text was converted to
lower case, and we removed all punctuation. Typographical
errors and misspellings were not corrected.

Testing Prediction Accuracy
To obtain a score to predict sentiment analysis against, patient
ratings left on the NHS Choices website on a Likert scale were
converted into simple categories, either positive or negative
about cleanliness and dignity, to simplify the prediction task.
The website presents patients with five options to rate the
cleanliness of a hospital: “exceptionally clean”, “very clean”,
“clean”, “not very clean”, “dirty”, and “does not apply”. In this
analysis, the first three options were grouped into a “clean”
class and the “not very clean” and “dirty” into a “dirty” class.
The website also asks patients to rate whether they were treated
with dignity and respect by the hospital staff, with the options
being “all of the time”, “most of the time”, “some of the time”,
“rarely”, and “not at all”. Again, the first three options were
grouped, in this case into a “more dignity” class and the “rarely”
and “not at all” into a “less dignity” class. Finally, the NHS
Choices website asks all patients whether they would
recommend the hospital or not.

Comparing Sentiment Analysis With the National
Inpatient Survey
Having calculated the accuracy of our prediction algorithm, the
results of the sentiment analysis were then compared with the
national inpatient survey results for 2010. This is an annual
national survey of randomly selected patients admitted to NHS
hospitals in England, similar to the HCAHPS survey in the
United States. The 2010 survey covered all 161 acute hospitals
with adult services in England, involving 60,000 respondents

nationally (response rate 50%). Patients were contacted via post
between September 2010 and January 2011 if they had received
overnight care in hospital in 2010 [24]. This survey includes
both general and specific questions. In this study, we used only
areas similar to the specific themes predicted from the NHS
Choices data. The questions used were “In your opinion, how
clean was the hospital room or ward that you were in?” (marked
on a 4-point scale of “very” to “not at all”); “Overall, did you
feel you were treated with respect and dignity while you were
in the hospital?” (marked on a 3-point scale of “very” to “not
at all”); and “Overall, how would you rate the care you
received?” (marked on a 5-point scale from excellent to poor).
The sentiment analysis ranking was compared with the patient
survey ranking for each question at the hospital level, applying
Spearman rank correlation, using Stata SE11 statistical software.
We compared all 161 adult acute trusts in England.

Results

There was agreement between the patients’ own quantitative
rating of whether they would recommend their hospital and our
prediction from sentiment analysis between 80.8% and 88.6%
of the time (expressed as accuracy; Table 1), depending on the
classification method used. Similarly, sentiment analysis agreed
with whether the patient was treated with dignity and respect
between 83.7% and 84.5% of the time, and agreed with whether
the hospital was clean or not between 81.2% and 89.2% of the
time. Table 2 shows the 10 words or 2-word phrases with the
highest predictive accuracy.

NBM, bagging, and decision tree approaches to classification
all produced similar measures of association, but the NBM
algorithm, a first-order probabilistic model that uses word
frequency information, performed the calculation faster (less
than 0.2 seconds compared to hundreds of seconds for the other
analyzed approaches). Of note, all algorithms tended to be worse
at predicting cleanliness and SVM in particular. This may
represent the limited language around cleanliness compared to
the other opinions examined, or the more skewed results, with
higher number of negative ratings.

On this basis, we choose to use NBM results for further
comparison of our results with patient survey data. The
relationship between the predictions of the NBM approach and
the real ratings was reflected as Kappa statistics for interrater
reliability of between .40 and .74 (P<.001 for all). We found
significant, weak to moderate associations between machine
learning predictions using NBM and quantitative responses
from the national inpatient survey for the three categories
examined: cleanliness, dignity, and overall recommendation
(Spearman correlation coefficients between 0.37 and 0.51,
P<.001 for all) (see Table 3). Rank correlations for overall
recommendations of hospitals are displayed in Figure 1.
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Table 1. Accuracy of different approaches to machine learning.

Dignity and respectCleanlinessOverall ratingQuestion

Naïve Bayes multinomial

0.910.880.94ROC

0.850.840.89F measure

83.781.288.6Accuracy (%)

0.060.050.11Time (s)

Decision trees

0.790.760.84ROC

0.80.860.81F measure

8388.480.8Accuracy (%)

332206552Time (s)

Bagging

0.870.830.89ROC

0.850.870.82F measure

84.589.282.5Accuracy (%)

316420184871Time (s)

Support vector machine

0.60.530.79ROC

0.80.840.84F measure

84.188.584.6Accuracy (%)

520305612Time (s)

Table 2. The 10 one or two word phrases with the highest predictive accuracy for each topic.

DignityCleanlinessOverall

rudedirtytold

toldfloorthank you

leftleftleft

thank youthe floorrude

friendlythank youexcellent

excellentfilthythe staff

rude andbedhours

askedpatientsasked

the stafffriendlywas told

staffhoursfriendly

Table 3. Comparison of patient survey responses and machine learning prediction of comments at hospital trust level.

ProbabilitySpearman correlation coefficientMachine learning predictionPatient survey question

P<.0010.37Machine learning prediction of comments
about standard of cleanliness

In your opinion, how clean was the hospi-
tal room or ward that you were in?

P<.0010.51Machine learning prediction of comments
about whether the patient was treated with
dignity and respect

Overall, did you feel you were treated with
respect and dignity while you were in the
hospital?

P<.0010.46Machine learning prediction of comments
about whether the patient would recommend

Overall, how would you rate the care you
received?
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Figure 1. Comparison of the proportion recommending a hospital using sentiment analysis and traditional paper-based survey measures.

Discussion

Principal Findings
Our results reinforce earlier findings that sentiment analysis of
patients’ online comments is possible with a reasonable degree
of accuracy [10] and that it is possible to identify salient aspects
of reviews [25]. We have also shown that unstructured
comments in free text, if processed appropriately, are associated
with patient experience results from paper-based surveys
conducted annually across all hospitals in England. This is in
keeping with previous work that has demonstrated that there is
a significant association between structured online ratings of
care left on health care review websites and conventional
surveys of satisfaction [12]. These results suggest a potential
mechanism to make use of the large amounts of text on the
Internet in which people describe their care, and that further
exploration of the information contained within the free-text
comments may be an important avenue for understanding patient
experience, providing an additional source of information to
complement traditional survey methods.

Strengths and Limitations
Sentiment analysis via a machine learning approach is only as
good as the learning set that is used to inform it. By taking
advantage of a complete national rating system over several
years, we have been able to use many more ratings in this
learning set than in other studies. Indeed, our learning set was
more than 10 times larger than earlier work [9]. Moreover, in
applications of sentiment analysis to health care data, researchers
have had to train the system themselves by reviewing comments
and ascribing characteristics to them, to allow the algorithm to
learn. We used a large dataset that permitted us to directly
compare free-text comments and quantitative ratings posted by
the same patients, thus eliminating potential biases of reviewer
assignment of comments. Similarly, the consistency of questions
across the NHS inpatient survey and the questions asked on the
NHS Choices website about health services allows for a direct
comparison of patient comments and surveys that we believe
has not previously been reported.

Online comments left without solicitation on a website are likely
to have a natural selection bias towards examples of both good
and bad care. It is likely that these online reviews are contributed
more by those in particular demographic groups including
younger and more affluent people [26]. Further, there are aspects
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of patients’ comments that are very hard for sentiment analysis
to process. Irony, sarcasm, and humor, frequently adopted by
English speakers when talking about their care, cannot be easily
detected using this process. The use of prior polarity improved
the results and mitigated some colloquial phrasing, but there
were difficulties understanding those that depend on context.
For example, phrases that cropped up repeatedly, such as “stank
of urine” or “like an angel”, could be easily characterized as
negative or positive. The meaning of other frequently used
phrases, however, was hard to establish without an
understanding of their context. The best example of this was
the phrase a “cup of tea”. It was referred to in many different
comments in these data, but without knowing the context, is it
impossible to allocate it a direct sentiment. ‘”They didn’t even
offer me a cup of tea” is very different to “The nurse even made
me a cup of tea”. Our current algorithm could not yet make use
of references to cups of tea or similar phrases that would be
clear and obvious looked at by eye on a case-by-case basis.
Future attempts to improve a natural language processing ability
for patient experience would have to develop the capacity to
accurately interpret this level of context-specific and idiomatic
content. We appreciate that in this early exploratory work, we
are not using the most state-of-the-art machine learning
algorithms seen in other industries [27], or approaches to
classification selection [28], but hope that further work might
be able to adopt this.

Further Research Questions
Further research is needed to improve the performance of
sentiment analysis tools, extending the process to other forms
of free-text information on the Internet and exploring the
relationships between views expressed by patients online and
clinical health care quality. For example, several technical
components might be added to improve the process, including
the consideration of higher number n-grams (longer phrases)
and refining contextual polarity (understanding what a word or
phrase means given its context in a sentence). It would also be
useful to compare the relatively simple techniques used in this
analysis against other platforms and tools used for the sentiment
analysis and opinion mining process, for example WordNet
Affect [29] and SentiWordNet [30,31].

Policy Implications
Large amounts of data about the use of services are collected
in digital form. An important strand of this is consumer opinion
and experience. Today, many people express their views and
share their experience of goods and services via the Internet
and social media. Such data, converted to information, are
essential in improving services, facilitating consumer choice
and, in some sectors, exploring public accountability and value
in the use of taxpayers’ money.

By its nature, the information is highly personalized,
idiosyncratic, and idiomatic. However, if it is to be useful, it

must be analyzed in ways that are not solely reliant on someone
reading individual contributions (although this is valuable to
consumers) nor on pre-structured responses necessary to allow
aggregation. A solution to the challenge of “big data” is to find
automated methods for analyzing unstructured narrative
commentary, which is a potentially rich source of learning. In
this respect, health care is no different to many other industries
although it has perhaps been slower than other sectors to
recognize the importance of it.

As our confidence in techniques of data mining and sentiment
analysis grow, information of this sort could be routinely
collected, processed, and interpreted by health care providers
and regulators to monitor performance. Moreover, information
could be taken from a number of different text sources online,
such as blogs and social media. If this information could be
harvested from these locations and then processed into timely
and relevant data, it could be a valuable tool for quality
improvement. We have previously suggested that as the usage
of rating websites, social networks, and microblogs increases
[3,4], this free-text information represents a growing and largely
untapped source of data that could be considered a “cloud of
patient experience” [32]. Others, including Alemi, have
discussed similar ideas, with Cambria and colleagues describing
a notion of “crowd validation” of a health service [10,33]. This
has the potential to provide up-to-date information about patient
experience at lower cost than the traditional survey route. It
might also allow the views of younger, more tech savvy
groups—who are often poor responders to paper-based
surveys—to be sampled. Eventually, there might even be the
potential to develop a close to real-time early warning system
for poor clinical care, if large enough amounts of data can be
collected and prediction accuracy can be reliably reproduced.
However, caution should be taken before placing too much faith
in a quantitative approach, as the qualitative analysis of
information of this sort is known to provide useful insights [34].
Qualitative and quantitative approaches should be seen as
complementary.

Conclusions
This work demonstrates that sentiment analysis of patients’
comments about their experience of health care is possible and
that this novel approach is associated with patient experience
measured by traditional methods such as surveys. This work
adds to a growing body of literature opening up a new
understanding of the patients’ point of view of care from their
postings online—on social networks, blogs, and rating websites.
Although at an early and experimental stage, it presents future
possibilities to understand health care system performance in
close to real time. Bates and colleagues have described the
confluence of patient-centered care and social media as a
“perfect storm” that is likely to be of major value to the public
and to health care organizations [35]. These early findings hint
at how that might occur.
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